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Abstract— This paper presents improve-
ments over the Dynamic Window Approach
(I-DWA), used for computing in real time au-
tonomous robot navigation. A novel objective
function that includes Lyapunov stability cri-
teria is proposed. It allows to guarantee a
global and asymptotic convergence to the goal
avoiding collisions and resulting in a more sim-
ple and self-contained approach. Experimental
results with simulated and real environments
are presented to validate the capability of the
proposed approach. Additionally, comparisons
with the original DWA are given.

Keywords— Autonomous Mobile Robot,
Lyapunov Stability.

I. INTRODUCTION

Autonomous robot navigation involves the real time
achievement of user defined goal/s. The autonomy
degree of a given robotic system fixes or defines both
the capability of adaptation in front of environment
changes and the abstraction level in which a given goal
can be represented. For example, the achievement of
a given goal in a static and known environment can
be tackled with a global planning strategy. On the
contrary, unknown or partially known environments,
as well as dynamic environments, should be tackled by
means of reactive navigation strategies. These reactive
strategies allow solving unexpected events in real time
by means of the use of sensors in order to capture the
surrounding environment.

Several autonomous robot navigation approaches
were proposed during the last decades. Early tech-
niques were based on the use of an artificial potential
field (e.g., Khatib, 1986; Khatib and Chatila, 1995;
Borenstein and Koren, 1989; among others): an at-
tractive force produced by the goal drives the robot to
the objective, while at the same time, repulsive forces
produced by the obstacles keep the robot away from

them. Since then, several improvements were intro-
duced giving rise to more evolved techniques such as:
Virtual Field Histogram (VFH; Borenstein and Koren,
1991), Curvature-Velocity Method (CVM; Simmons,
1996) and Dynamic Window Approach (DWA; Fox et
al., 1997). The CVM (Simmons, 1996) and DWA (Fox
et al., 1997) are widely used approaches since a high
speed navigation can be reached. They search for con-
trol commands (v, w) directly in the velocity space,
rather than in the position space or in the configu-
ration space (Latombe, 1991). Similarly, in Shimoda
et al. (2005) a trajectory space is used for searching
the control commands (steering angle and velocity). In
these cases, control commands are selected by maxi-
mizing an objective function, which includes criteria
such as: speed, goal-directedness and safety. At the
same time that function incorporates constrains in ve-
locity space from the obstacles and from the robot. In
spite of these advantages, a hard constraint of these
techniques is that they ignore the way in which the
robot approaches the goal, so convergence criteria are
not considered.

Extensions to the original DWA have been pro-
posed in Brock and Khatib (1999), Arras et al.
(2002), Philippsen and Siegwart (2003) and Ögren and
Leonard (2005), to mention a few. Brock and Khatib
(1999) present a Global-DWA to avoid the local min-
ima problems by using connectivity information about
the free space. However this global feature is never
shown (Ögren and Leonard, 2005). A Reduced-DWA,
to speed up the translational velocity selection, is pro-
posed by Arras et al. (2002). As a result a dynamic
line is obtained, which requires much less processing
power. This velocity selection is not appropriate when
the robot is not oriented towards the goal—for in-
stance when the angle between the robot orientation
with respect to the goal is higher than 90 degrees. A
more elaborated method, which integrates three dif-
ferent approaches (DWA, elastic band and NF1), is
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introduced in Philippsen and Siegwart (2003). This
integration mitigates the drawbacks of DWA. Finally,
Ögren and Leonard (2005) also combines different el-
ements from the original DWA to guarantee conver-
gence. Although Philippsen and Siegwart (2003) and
Ögren and Leonard (2005) guarantee convergence to
the goal, none of them improve the original DWA, they
add other approaches for compensating DWA draw-
backs, which gives as a result a more expensive and
complex strategy.

Lyapunov stability theory can be used to tackle the
aforementioned global convergence problem. For in-
stance, Aicardi et al. (1995) proposes an approach
based on Lyapunov quadratic functions of a polar rep-
resentation; it reaches both smooth trajectories and a
global convergence to the goal. The main drawback of
this approach is that it needs to know the whole scene
in advance in order to avoid collisions. This approach
has been extended in Secchi et al. (1999), by incorpo-
rating the use of virtual repulsive forces (Borenstein
and Koren, 1991) and impedance control Hogan (1985)
to achieve a reaction degree required to avoid collisions
with unexpected objects. Unfortunately, this exten-
sion is unsuitable for cluttered scenes, since it pre-
vents navigation on narrow passages. The use of Lya-
punov functions has been also considered in Tanner et
al. (2001). In that work a motion planner and non-
holonomic controller for a mobile robot is presented.
Global collision avoidance and convergence properties
are stated.

The control of nonholonomic systems has received
a lot of attention during last decades. For instance,
Kolmanovsky and McClamroch (1995) present a com-
prehensive survey of nonholonomic control problems.
In brief, stabilization of nonholonomic systems is a dif-
ficult problem, since there is no smooth (or even con-
tinuous) time invariant static state feedback law that
can stabilize such systems (Brockett, 1983). In spite of
that, it has been shown that with a suitable choice of
the state variables, the determination of smooth time-
invariant stabilizing feedback laws for a system is fea-
sible (e.g., Astolfi, 1994; Aicardi et al., 1995; Aguiar
et al., 2000). The nonholonomic robot navigation
problem has been also tackled in Belkhouche (2007),
which proposes an approach based on linear naviga-
tion functions. Main drawbacks of this approach lie
on the methodology used for collision avoidance, which
mainly takes into account the geometry of the scene
by defining a new set of intermediary goals; no clues
about the way of defining these intermediary goals are
given.

Having in mind the aforementioned factors, in the
current work we propose a new compact autonomous
navigation strategy as an improvement of the DWA.
This new technique, based on the velocity space (Sim-
mons, 1996; Fox et al., 1997) evaluates non-holonomic
constraints, proposes an oriented to the goal, safe and
efficient navigation. The incorporation of Lyapunov

stability criteria, inside the kernel of DWA, is the nov-
elty of our proposed approach. Hence, a simple and
self-contained approach is obtained. Additional con-
tributions are also proposed as follows: i) common
problems of DWA related to the discrepancy between
the robots orientation and the goal are solved (see (7));
ii) the proposed improvement permits to take into ac-
count angular closeness due to translational velocity
(see (8)).

The paper is organized as follow. Next section
briefly describes the DWA, as well as its mathemat-
ical formalism. Section III presents the proposed nav-
igation technique: I-DWA. Then, experimental re-
sults with both simulated and real environments and
comparisons with DWA are presented; at the same
time, additional constraints required for extending the
I-DWA to deal with differential drive robots are also
introduced in Section IV. Finally, conclusions and fu-
ture works are given in Section V.

II. DYNAMIC WINDOW APPROACH

As mentioned above, the proposed technique is based
on the Dynamic Window Approach (DWA). Therefore,
in this section a summary of DWA is given; more de-
tails about it can be found in Fox et al. (1997).

The main distinctive feature of DWA is based on
the fact that control commands (v, w) are directly se-
lected in the velocity space. This space is bounded
by constrains directly affecting the robot’s behavior;
some of those constrains are imposed by the configu-
ration of the obstacles in the environment, while oth-
ers constrains are from physic limitations of the robot
(maximum velocity and acceleration).

It is assumed that the robot moves with a constant
velocity (v, w) during each control loop (e.g., Orqueda
et al., 2000; Arras et al., 2002; Brock and Khatib,
1999). In other words, assuming a null acceleration
the robot only moves with circular trajectories—with a
constant curvature c = w/v (see illustration in Fig. 1).

Obstacles near to the robot impose constraints over
translational and rotational velocities—they will be re-
ferred to as admissible velocities. The maximum ad-
missible velocity, over a given curvature, depends on
the distance to the next obstacle over that curvature.
The set of admissible velocities (Va) is computed by
means of a function Dist (v, w) that evaluates the dis-
tance to the nearest obstacle for a given curvature.
This can be expressed as:

Dist (v, w) = min
obs∈OBS

dist (v, w, obs) , (1)

where obs is an element from the set of obstacles OBS.
The set Va can be expressed as:

Va =

{
(v, w)|

v ≤ √
2 · Dist (v, w) · v̇max,

w ≤
√

2 · Dist (v, w) · ẇmax

c

}
, (2)

where, v̇max and ẇmax are the maximum translational
and rotational accelerations respectively.
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Figure 1: Illustration of a robot navigation environ-
ment.

On the other hand, a set of velocities, referred to
as reachable velocities, indicates those velocities that
the robot can achieve during a control loop—velocities
defining a dynamic window Vd. The set of Vd is ex-
pressed as:

Vd =
{

(v, w)|
v−vc

Δt ∈ [−v̇max, v̇max] ,
w−wc

Δt ∈ [−ẇmax, ẇmax]

}
, (3)

where, vc and wc are the current translational and
rotational velocities, and Δt is the duration of the
control loop. Summarizing, the search space of the
control commands is reduced to three kinds of con-
straints: (i) circular trajectories, (ii) admissible ve-
locities, and (iii) reachable velocities. From the con-
straints imposed over the robot’s velocities, a resulting
search space (Vr) can be defined as:

Vr = Vp ∩ Va ∩ Vd, (4)

where Vp represents the whole space of possible veloc-
ities for the robot. It is defined by:

Vp =
{

(v, w)| v ∈ [0, vmax] ,
w ∈ [−wmax, wmax]

}
, (5)

note that v, in the originally proposed DWA, is only
defined for positive values, which means that the robot
cannot move backward.

Figure 1 illustrates an example where the robot first
goes through a corridor, then it has to cross a door in
order to finally reach a user-defined goal. Figure 2
presents the velocities involved in the computation of
control actions for the situation presented in Fig. 1.

Finally, from the resulting search space (Vr), DWA
selects the couple of velocities that maximize an objec-
tive function; different functions have been proposed
in the literature (Orqueda et al., 2000; Arras et al.,
2002; Brock and Khatib, 1999; among others). The
objective function includes terms that trade-off driv-
ing the robot at a high speed, oriented to the goal and
far away from obstacles: speed, goal-directedness and
safety. Therefore, the objective function is defined as:

G (v, w) = μ1·Speed (v)+μ2·Goal (w)+μ3·Dist (v, w) ,
(6)

where, μi > 0, i = 1, 2, 3, and
∑

i μi = 1 are weighting
factors for each one of those terms. The Speed func-
tion is used to enforce a navigation with a high speed.
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Figure 2: Velocity map corresponding to the illustra-
tion presented in Fig. 1.
It is defined as:

Speed (v) = v/vmax. (7)

Nevertheless, the use of this function could suppose
taking a wrong action under some particular condi-
tions. For example, it happens when the robot’s orien-
tation has a high discrepancy with the goal (α > 90◦);
in this case the robot will move at a high speed away
from the goal. On the other hand, the Speed function
does not take into account the closeness to the goal,
therefore when the robot is near the goal this function
will promote a wrong action: fast navigation.

The Goal function measures the alignment of the
robot orientation with respect to the goal, defined with
the parameter (α) (Fig. 3). It computes an orientation
error, assuming that the robot moves with a constant
velocity w during the interval of time of the control
loop Δt. This function could be defined as (e.g., Sim-
mons, 1996; Schlegel, 1998; Brock and Khatib, 1999;
Arras et al., 2002)

Goal (w) = 1 − |α − w · Δt| /π. (8)

Note that it does not include the angular closeness
due to translational velocity; this drawback is empha-
sized in those cases where the robot is near the goal
but with a wrong orientation (highα).

The Dist function, presented in (1), represents the
distance to the nearest obstacle over a circular trajec-
tory with a curvature given by the velocities (v, w).

References Simmons (1996) and Ko and Simmons
(1998) represent each term of the objective function as
a piece-wise linear function, where the maximum value
of (6) is computed by traditional linear programming
methods. On the contrary, in Fox et al. (1997), Arras
et al. (2002) and Brock and Khatib (1999); non-linear
functions are adopted and the maximum value is com-
puted by looking for it in a discrete space. Alterna-
tively, in Schlegel (1998) and Philippsen and Siegwart
(2003), the selective use of a precalculated lookup ta-
ble is proposed; this allows to control any-shaped robot
contours, as well as a fast search for the maximum.

It has been proved that methods based on control
command space are appropriate to implement navi-
gation strategies (e.g., Shimoda et al., 2005; Jensen et
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Figure 3: Robot’s representation in Cartesian and po-
lar coordinate systems.

al., 2005; Ögren and Leonard, 2005; Bruce and Veloso,
2006). They include the environment constrains (2)
and the robot dynamics constrains, (3) and (5). Ad-
ditionally, they state an objective function that im-
pose suitable behaviors: speed, goal-directedness and
safety. However, other convergence criteria need also
to be considered in order to evaluate the arrival to the
goal.

III. PROPOSED METHOD (I-DWA)

In this section the proposed control strategy, which
guarantees and characterizes the arrival to the goal, is
presented. In addition, further improvements to the
original DWA are introduced to avoid the inconve-
niences found in the terms of the objective function
that impose a fast (7) and oriented to the goal (8)
navigation. Next, kinematics equations used to model
the robot’s motion are introduced. Then, the proposed
control law based on Lyapunov stability criteria is pre-
sented. Finally, a new objective function is given.

A. Kinematics Equation

Assuming the robot is represented by a point, its kine-
matics equations, in a Cartesian space, can be ex-
pressed as:

ẋ = v · cos (θ) ,

ẏ = v · sin (θ) , (9)
θ̇ = w,

where θ defines the robot’s orientation according to a
global reference frame (Fig. 3). This set of equations
can also be expressed in a polar reference frame asso-
ciated with the goal (Casalino et al., 1994; Aicardi et
al., 1995; Belkhouche, 2007):

ρ̇ = −v · cos (α) ,

α̇ = −w + v · sin (α)
ρ

, (10)

θ̇ = −α̇.

Although the robot has been represented as a point,
this model can be extended to different kinds of robots,
for instance synchronous drive robots or differential

drive (see Section IV). In these cases, a direct imple-
mentation could be to represent the robot rotation cen-
ter as the reference together with the minimum circle
bounding the robot.

B. Convergence analysis

This section presents an ideal control law (vi, wi) that
allows driving the robot to the goal guaranteeing a
global convergence. In order to do that we propose a
candidate Lyapunov law involving two state variables
(ρ, α) in a polar reference frame:

V (ρ, α) = V1 + V2 =
1
2
ρ2 +

1
2
α2. (11)

The time derivation of (11), over the trajectories
defined by the set of kinematics Eqs. (10), is expressed
as:

V̇ (ρ, α)= V̇1 + V̇2 = ρ̇ · ρ + α̇ · α = (12)

=−vi · cos (α) · ρ +
(
−wi + vi · sin (α)

ρ

)
· α.

The sought convergence is reached by using a control
law where the terms of V̇ (ρ, α) are always negative de-
fined. Additionally, both velocity values should not be
bigger than the maximum values. Hence, we propose
a modification in the term related to a fast navigation
(7) of the objective function:

vi := kv · vmax · cos (α) · tanh (ρ/kρ) , (13)

where, the function tanh (ρ/kρ) → 1 if ρ → ∞, there-
fore a limit for the translation velocity is defined by
vmax; kρ is a weighting factor that works when the
robot approaches to the goal, smoothing its speed re-
duction. Consequently, the selected velocity will in-
crease according to the value of ρ, but it will be asymp-
totically bounded. An interesting point of the pro-
posed function is that cos(α) permits to consider the
robot orientation according to the goal. Thus, the se-
lected speed will be high when the robot orients to
goal. At the same time, cos(α) allows even backward
movements (α > 90). A more elaborated objective
function could be envisaged to avoid switching prob-
lems on the velocity, by adding some form of hystere-
sis in the control law—noisy data could induce a posi-
tive/negative oscillation from the cos(α) term. In none
of our experiments we found such a problem (see Sec-
tion IV).

Otherwise, the rotation velocity selection must eval-
uate the relative closeness originated by the transla-
tion velocity. In that sense, the following law is defined
for selecting the correct rotation velocity:

wi := kα · α + vi · sin(α)
ρ

= (14)

= kα · α + kv · vmax · tanh (ρ/kρ)
ρ

· sin(2 · α)
2

,
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where, tanh(ρ/kρ)
ρ → 1/kρ if ρ → 0, therefore the

rotation velocity is bounded; kα and kv are posi-
tive weighting factors intended for obtaining the re-
quired robot behavior: kα works over the angular er-
ror whereas kv works over the distance error. From
Eq. (14), the following relationship between these fac-
tors and the maximum robot’s velocities is obtained:
kα ≤ (|wmax| − |kv · vmax/(2 · kρ)|)/π.

The next expression is obtained after including the
control laws (13) and (14) in (12):

V̇ (ρ, α)=−ρ · vmax · tanh (k1 · ρ) · cos2 (α) − kα · α2,

V̇ (ρ, α)≤0. (15)

Hence, the proposed Lyapunov function (11) is al-
ways non-incremental in time, as we were looking for.
Additionally, this kind of function guarantees a global
and asymptotical convergence to the goal; numerically
it can be expressed as:

V̇ (ρ, α) = V̇1 + V̇2 ⇒
{

ρ (t)
α (t) → 0, if t → ∞ . (16)

This function is only valid when there are not obsta-
cles in the environment and when the robot does not
present acceleration limitations. The latter condition
appears in the initial point when the robot needs to
start the motion and reach the velocities stated in (13)
and (14). These velocities take into account only the
robot’s position and orientation discrepancies with the
given goal (ρ, α). Therefore, additional constrains, to
avoid choosing unreachable velocities, should be im-
posed. Unreachable velocities are due to physical lim-
itations in the robot’s accelerations; in addition ve-
locities that involve some collision risk should be also
avoided. Next, both drawbacks are considered.

C. Navigation function

The proposed navigation function used to drive the
robot to the goal, by avoiding collisions and taking
into account robot dynamics constraints (maximum
accelerations and velocities), is presented in this sec-
tion.

Dynamics constraints imposed by the robot and ob-
stacles are considered by using the search space de-
fined in (4). As in previous works, a dynamic window,
which contains the current set of reachable and admis-
sible velocities, is computed. Then, an improved ob-
jective function Gm(v, w) is proposed to replace (6).
The domain of that objective function is defined by a
dynamic window and contains the next three terms:

Gm (v, w) =
λ1 · (1 − |v − vi| / (2 · vmax))+
λ2 · (1 − |w − wi| / (2 · wmax))+
λ3 · Dist (v, w) ,

(17)

where, λi > 0, i = 1, 2, 3, and
∑

i λi = 1, represent
weighting factors. The variables vi and wi are defined
by the proposed (13) and (14) and they are the re-
sponsible for driving efficiently the robot to the goal.

vleft

vright

v

ICC

w

L

Castor
wheel

Drive wheels

Figure 4: Kinematics characteristics of Pioneer 1 (dif-
ferential drive robot).

The chosen set of velocities are those that maximize
the objective function (17).

The first two terms of (17) favor choosing veloci-
ties that drive the robot to the goal, the third term
implements the collision avoidance strategy. There-
fore, the values adopted by the weighting factors will
be reflected in the robot behavior. High λ1 and λ2

values will result in a goal oriented behavior, while a
high λ3 value will result in a highly reactive behavior
that favor the collision avoidance part. Actually, the
tuning of these parameters is defined by characteris-
tics such as: the environment structure (number and
distribution of obstacles), the required robot behavior
(level of reaction), and the degree of knowledge of the
environment.

IV. EXPERIMENTAL RESULTS

This section presents experimental results obtained
with both, simulated environments and real environ-
ments. In both cases a Pioneer 1 robot was used (see
Fig. 4). It presents a maximum translation velocity
of 600 mm/s, a maximum rotation velocity of about
2.5 rad/s, and a distance between drive wheels of 325
mm. Before going into details about the obtained ex-
perimental results the required extension of I-DWA to
tackle differential drive robots is presented.

A. Differential drive robots

This section presents an extension of the I-DWA al-
gorithm in order to be able to tackle differential drive
locomotion problems. Kinematics equations, together
with the corresponding transformations in the velocity
space, to handle this kind of robots are also introduced.

A differential drive robot uses a simple locomotion
system composed of two drive wheels and a passive
rear wheel. Drive wheels are independently controlled
while the passive rear wheel is only used as an addi-
tional leaning point to keep the robot’s balance. The
rear wheel is automatically oriented according to the
robot motion. The robot’s displacement is achieved
by means of a separated control of each drive wheel.
A pure translation is reached when both drive wheels
have the same velocity—magnitude and direction—,
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Figure 5: Velocity map of a differential drive locomo-
tion robot.

while a pure rotation appears when the velocities of
drive wheels are the same in magnitude but with an
opposed direction. An instantaneous center of curva-
ture (ICC), defined by the intersection of the drive
wheels axis with the passive wheel axis, is automat-
ically defined according to the robot’s displacement
(see Fig. 4).

Kinematics equations define the interaction between
control commands and the corresponding space state.
Thus, in a differential drive locomotion robot, these
equations will reflect the robot’s position (x, y, θ)
when the velocity of each drive wheels is controlled
(vright, vleft). Therefore, from (9), translational and
rotational velocities can be expressed by means of the
drive wheel velocities:

v =
vright + vleft

2
, (18)

w =
vright − vleft

L
,

where L is the length of the drive wheels axis (Fig. 4).
A clockwise displacement (w > 0) is performed when
vright > vleft, otherwise a counter-clockwise displace-
ment will be executed. From (18) the kinematics equa-
tions of a differential drive locomotion robot can be
expressed as:

ẋ =
vright + vleft

2
· cos (θ) ,

ẏ =
vright + vleft

2
· sin (θ) , (19)

θ̇ =
vright − vleft

L
.

Equation (18) can be also represented by means of
a matrix as:[

v
w

]
=

[
1/2 1/2
1/L −1/L

]
·
[

vright

vleft

]
(20)

hence, its inverse representation can be easily ex-
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Figure 6: Velocity map corresponding to the illustra-
tion presented in Fig. 1.

pressed as:[
vright

vleft

]
=

[
1 L/2
1 −L/2

]
·
[

v
w

]
(21)

The Eqs. (20) and (21) allow the representation
of the robot’s velocities (assuming the robot is rep-
resented by a point) together with the velocities of
drive wheels (see Fig. 5). After adding admissible and
reachable velocities a representation such as the one
presented in Fig. 6 is obtained. This representation is
used to define the corresponding dynamic window and
select the appropriate control action for the next con-
trol loop (17). Experimental results with a differential
drive robot are presented in the next section.

B. Simulated environments

Simulated environments were used to test the pro-
posed technique. Additionally, simulated environ-
ments are useful to study the robustness of the tech-
nique and the performance of the robot when different
values are used for tuning the parameters. Figure 7
shows one of the proposed scenarios to evaluate the
robot’s behavior in front of different situations. Goals
are indicated with flags while the robot’s trajectories
through that scenario are illustrated by means of small
icons. Note that the robot is plotted by regular inter-
vals of one second, which allows to infer the robot ve-
locities. Each obstacle has associated two concentric
circles. The inner circle corresponds to an obstacle en-
largement according to the robot’s radius (minimum
bounding circle of the robot). The outer circle rep-
resents the influence limit; in other words, when the
robot reaches the area defined by that outer circle it
should start with the collision avoidance strategy. The
set of trajectories performed by the robot to reach each
one of the proposed goals shows the efficiency of the
proposed approach. Note that I-DWA correctly drives
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the robot along narrow passages, such as the <e> tra-
jectory that goes through the 5 and 6 obstacles. High
speeds were reached even in presence of obstacles.

Table 1 shows the average speed reached by the
robot in every trajectory. Note that in all the cases
the average translation velocity value is higher than
half the maximum speed. Moreover, that maximum
speed is also reached in every trajectory (see Fig. 8).

Figure 8 shows a plot of the velocities reached by the
robot in its way to the goal. This figure demonstrates
that the movements are smooth with few oscillations
on the robot’s orientation. It is also observable that
the robot first tries to orientate towards the goal, in
some cases by moving backward, and then, it advances
trying to reach the highest speed in absence of obsta-
cles. This behavior is regulated with the factors kρ,
kα and kv from ideal control law, (13) and (14); as
well as the weighting factors of the objective function
(λ1, λ2, λ3), (17). In the current implementation they
were defined as: kρ = r−1

r � 3 [m−1], kα = 0.59 [s−1],
kv = 1, λ1 = 3/13, λ2 = 3/13 and λ3 = 7/13.

These values were experimentally selected by us-
ing test-bed environments. As mentioned above, since
a simulated environment is used, several experiments
can be performed keeping away from risky situations.
In addition, simulated environments make it easier and
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Figure 8: Velocities corresponding to the trajectories
presented in Fig. 7.

faster the parameters tuning. The used strategy is as
follow. Firstly, a free-obstacles environment is consid-
ered until the sought robot behavior is obtained; i.e.,
efficient and successful movements to the goal. Finally,
a fine tuning is performed by using a highly popu-
lated environment, where a safe collision avoidance is
reached.

C. Comparisons

The proposed I-DWA has been compared with the
original DWA (Section II.). Comparisons were per-
formed by using a differential drive robot where it
can be easily appreciated the convergence drawbacks
of DWA for arriving to the goal. A simple test, with a
free-obstacle environment, shows the inability of DWA
for regulating the robot behavior to reach the goal.

Independently of the values used for tuning (μ1 and
μ2), only two different trajectories are obtained. These
trajectories are the results of selecting (μ1/μ2) > kμ

or (μ1/μ2) < kμ (in our case kμ = 0.5), μ3 is not
considered since a free-obstacle scene is used. The first
trajectory is obtained when more weight is given to the
Speed term in (6); trajectory <g> in Fig. 9, note that
the goal is not reached. On the contrary, the second
trajectory is obtained when more weight is given to the
Goal term, trajectory <h> in Fig. 9; here, the robot
reaches the goal, but firstly it oscillates until the right

Table 1: Speed and time for each trajectory.
Trajectory Average Speed Time

< a > 442.95 [mm/s] 14.8 [s]
< b > 466.30 [mm/s] 11.8 [s]
< c > 450.85 [mm/s] 11.0 [s]
< d > 463.00 [mm/s] 13.0 [s]
< e > 370.60 [mm/s] 10.5 [s]
< f > 453.75 [mm/s] 13.4 [s]
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Figure 9: Comparisons between DWA (trajectories
< g> and <h>) and the proposed I-DWA (trajec-
tories <i> and <j>).

orientation is obtained and then it moves to the goal.
On the contrary, with the proposed I-DWA differ-

ent trajectories can be performed by tuning (13), (14)
and (17) as required. Figure 9 shows some of these
trajectories: <i> and <j>. Note that in these cases,
smooth translational and rotational velocities are si-
multaneously developed, giving rise to more efficient
trajectories; no careful tuning of the user-defined pa-
rameters has been done, the presented results are only
illustrative. Moreover, it can be appreciated that I-
DWA allows a faster arrive to the goal.

D. Real environments

Finally, the proposed technique was validated in real
environments (about 4x5 m) with a Pioneer 1 robot.
The I-DWA parameters were tuned with the same val-
ues than the selected in the simulated environments.
I-DWA was implemented off-board, in the framework
Aria/Saphira (Konolige, 1998; Laffary, 2002)), using a
master-slave architecture.

Figure 10 presents a scene with six unknown obsta-
cles and a sequence of five user-defined static goals.
Obstacles and robot are represented as in the simu-
lated environment (Fig. 7). Note that this scene is
considerably smaller than the one presented in Fig. 7
since robot localization is only based on odometry. As
mentioned above, the main objectives of using real en-
vironments are: on the one hand, to shown the simi-
larity between these results and those obtained in sim-
ulated environments; on the other hand, to validate
the proposed I-DWA by showing both the arrival to
the goal and collision avoidance performances. As it
was expected, in all the cases the robot reaches the
goals with smooth and safe trajectories. Figure 11
depicts the velocities corresponding to every trajec-
tory. Equally than in the simulated scenario, efficient
movements, with few oscillations on the robot’s ori-
entation, are performed. Note that the robot stops
when it reaches a goal; in some cases the robot needs
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Figure 10: Real navigation environment used for test-
ing I-DWA with the Pioneer 1.
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Figure 11: Velocities corresponding to the trajectories
presented in Fig. 10.

to go backward in order to quickly orientate to the
next goal. The robot maximum speed has been re-
duced up to 400 mm/s to avoid localization problems
related to the odometry.

V. CONCLUSIONS

This paper presents a novel and compact approach (I-
DWA) for autonomous robot navigation. It improves
the original technique by incorporating Lyapunov sta-
bility criteria inside the kernel of DWA. Therefore, an
arrival to the goal with a global and asymptotic con-
vergence is guaranteed. As a result, a more simple and
self-contained approach is obtained. Different robot
behavior can be reached by tuning a set of control law
parameters.

Simulated and real experimental results validate the
proposed technique when different scenarios are used.
Additionally, comparisons with the original DWA, by
using a differential drive robot, are presented. It
shows that with the proposed approach the conver-
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gence drawbacks of DWA are solved. At the same
time, the capability of I-DWA to regulate different be-
haviors can be easily appreciated.
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