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Abstract

Experiments on the convective heat transfer from a flat plate, vertically mounted and parallel
to the flow in a wind tunnel, were carried out via Infra-Red thermography and hot-wire
anemometry. The Reynolds number based on the inflow velocity and on the length of the
plate was about 5 × 105. A step near the leading edge of the plate was used to promote
transition to turbulence, with tripping effects on the heat transfer coefficients shown to be
negligible for more than 90% of the plate’s length. Different types of grids, all with same
blockage ratio σg = 28%, were placed upstream of the plate to investigate their potential
to enhance the turbulent heat transfer. These grids were of three classes: regular square-
mesh grids (RGs), single-square grids (SSGs) and multi-scale inhomogeneous grids (MIGs).
The heat transfer coefficients at the mid-length of the plate were correlated with the mean
velocity and the turbulence intensity of the flow at a distance from the plate at which the
ratio of the standard deviations of the streamwise and wall-normal velocity fluctuations
began to increase. However, the heat transfer was shown to be insensitive to the turbulence
intensity of the incoming flow in close proximity of the tripping step. Furthermore, the
integral length scale of the streamwise turbulent fluctuations was found not to affect the heat
transfer results, both near the tripping step and in the well-developed region on the plate.
For the smallest plate-to-grid distance, the strongest heat transfer enhancement (by roughly
30%) with respect to the no-grid case was achieved with one of the SSGs. For the largest
plate-to-grid distance, the only grid producing an appreciable increase (by approximately
10%) of the heat transfer was one of the MIGs. The present results demonstrate that MIG
design can be optimised to maximise the overall heat transfer from the plate. A MIG that
produces a uniform transverse mean shear, which is approximately preserved over significant
downstream distances from the grid and with a velocity decreasing with distance from the
plate, allows a sustained heat transfer enhancement, in contrast to all other grid designs
tested here. The most efficient configuration for a MIG is one for which the section of the
grid that has lower blockage and thicker bars is adjacent to the plate.
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List of symbols

Greek symbols

β coefficient of thermal expansion of air

ε turbulent kinetic energy dissipation rate per unit mass

εp emissivity of black paint

δ99 99% boundary layer thickness

η Kolmogorov length scale

Θu integral time scale of u

λ Taylor length scale

ν kinematic viscosity

νt turbulent viscosity

ρ density

σg blockage ratio of the grid

σSB Stefan-Boltzmann constant, σSB = 5.67× 10−8 W m−2 K−4

τ dimensionless strain

Roman symbols

Ap area of the heated section of the flat plate

cp specific heat capacity

Cε dissipation coefficient

dhw diameter of the hot-wire

dp distance between the heated side of the flat plate and the nearest wind tunnel’s lateral wall

Di measured values of St/StNG∞

E1e mean value of St∞/StNG∞ in 0.3 ≤ X/Lp ≤ 0.4

E2 mean value of St∞/StNG∞ in 0.45 ≤ X/Lp ≤ 0.85

E1e,2 mean value between E1e and E2

Eu (Ev) power spectral density of u (v)

f frequency

fsh vortex shedding frequency of the largest bars of the grid
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Fi values of St/StNG∞ predicted by the fit

g gravitational acceleration

GrHp Grashof number based on Hp

h convective heat transfer coefficient

Hp height of the flat plate

hs height of the step (trip) on the flat plate

Ht height of the wind tunnel’s test section (or total length of the cylinder)

I electric current

k streamwise wavenumber, k = 2πf/U

Kp pressure gradient parameter

ks mean shear rate parameter in the z-direction

L0 distance between the largest bars of the grid

lhw sensing length of the hot-wire

Lj distance between the bars in the j-th iteration of the multi-scale grids

Lm average value of the distance between the bars of the central iterations of the multi-scale
grids

Lp length of the heated section of the flat plate

Lu integral length scale of u in the streamwise direction, Lu = UΘu

Lε dissipation length scale

nj number of bars in the j-th iteration of the MIGs

qcond heat flux lost by thermal conduction

qconv convective heat flux

qinput input heat flux

qrad radiative heat flux

R2 coefficient of determination of the fit

Reθ boundary layer momentum thickness Reynolds number

ReL0 inlet Reynolds number based on U∞ and L0

Ret0 inlet Reynolds number based on U∞ and t0
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ReX Reynolds number based on U∞ and X

ReHp Reynolds number based on U∞ and Hp

res sum of squared residuals

St local Stanton number

St vertically averaged value of St

T temperature

t0 thickness of the largest bars of the grid in the y − z plane

Taw adiabatic wall temperature

Tfilm film temperature

tm average value of the thickness of the bars for the central iterations of the multi-scale grids

tp thickness (in the x− z plane) of the flat plate

tw thickness of the Inconel foil covering the flat plate

u, v, w streamwise (along x), vertical (along y), transverse (along z) velocity fluctuations

u′, v′, w′ standard deviations of u, v, w

Ũ , Ṽ , W̃ streamwise (along x), vertical (along y) and transverse (along z) instantaneous velocity
components

U , V , W time-averaged values of Ũ , Ṽ , W̃

U∞ inlet velocity (upstream of the grids)

VD voltage drop

ws width of the step (trip) on the flat plate

wLE width of the flat plate’s leading edge

Wt width of the wind tunnel’s test section

x∗ wake interaction length scale for the largest bars of the grids

x∗m wake interaction length scale for the central iterations of the MIGs

xLE distance between the leading edge of the flat plate and the grid

xpeak centreline streamwise location of the maximum turbulence intensity

xTE distance between the trailing edge of the flat plate and the grid

xyz reference frame with its origin fixed at the centre of the grid
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XY Z reference frame with its origin fixed at the heated side of the flat plate

zp z-coordinate of the heated side of the flat plate

zr z-coordinate where res is minimum

Subscripts

c centreline values (y = z = 0)

film evaluated at Tfilm

r values at y = 0 and z = zr

w wall values

∞ inlet values or based on inlet conditions

Acronyms

FOV Field Of View

FSG Fractal Square Grid

HW Hot-Wire

IR Infra-Red

MIG Multi-scale Inhomogeneous Grid

NG No Grid

RG Regular Grid

SSG Single Square Grid
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1 Introduction

Convective heat transfer from a flat plate is a topic of interest in classical fluid mechanics and

in many engineering applications, as different industrial devices make use of flat surfaces to

exchange heat with a fluid in motion. A relevant example in the renewable energy industry is

the case of high-temperature pressurised-air solar receivers, which are key components in solar

power tower plants (Serra et al., 2012; Daguenet-Frick et al., 2013). Considerable effort has

been made towards achieving the highest possible heat transfer rate in such devices. Among the

suggested solutions, there are two main categories: modifications to the heat transfer surface

(e.g., by the addition of roughness or riblets) and modifications to the flow upstream of the flat

surface (Colleoni et al., 2013). In many cases, the latter approach could be the only practical

one, as it does not require alterations of the entire heated surface, which may be undesirable or

too cumbersome to make. The present study is focused upon devising strategies to enhance heat

transfer from a flat surface that is contained within a duct (in this case the test section of a wind

tunnel). Two strategies appear to be potentially effective in this respect. An obvious one would

be to increase the near-wall mean velocity, which can be achieved by diverting fluid from distant

regions of the cross-section towards the wall. An important condition for this approach would

be to sustain the near-wall velocity increase over sufficient distance along the heated surface

to make a significant enhancement of the overall heat removal. A second strategy would be to

produce near-wall turbulence with an intensity, length scale and structure that would be most

effective in enhancing convective heat transfer. Once more, it is essential that such turbulence

would be sustained sufficiently to affect appreciably the overall heat removal. Because local mean

velocity and turbulence characteristics are intimately interconnected and also depend strongly on

upstream conditions, the design of heat transfer enhancement devices cannot be entirely based

on intuitive considerations, but needs extensive empirical input.

Early investigations generated a debate on whether the skin friction and/or the heat transfer

coefficient in a turbulent boundary layer with zero pressure gradient are affected by free-stream

turbulence. Kestin et al. (1961) did not find significant differences between heat transfer in a

laminar free-stream and that in a turbulent free-stream, except in the transition region from

a laminar to a turbulent boundary layer on the plate. In contrast, Sugawara et al. (1988)

reported a noticeable increase of the heat transfer coefficient with turbulence intensity for the

same position on the plate. Other studies confirmed that the skin friction and the convective
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heat transfer in a turbulent boundary layer are greatly affected by free-stream turbulence (see

e.g. Hancock and Bradshaw, 1983; Blair, 1983; Castro, 1984; Thole and Bogard, 1995; Sharp

et al., 2009; Dogan et al., 2016). Some of these studies compared turbulent boundary layers with

laminar and turbulent free-stream conditions for the same boundary layer momentum thickness

Reynolds number Reθ. Hancock and Bradshaw (1983) correlated the variation of the skin friction

coefficient on a flat plate turbulent boundary layer with a purely empirical parameter based on

the turbulence intensity outside of the boundary layer and with the ratio Lε/δ99, where Lε is the

dissipation length scale which was obtained from the streamwise decay of turbulent kinetic energy

with homogeneous and isotropic assumptions, and δ99 is the 99% boundary layer thickness. The

skin friction was found to increase with turbulence intensity and to decrease with the ratio Lε/δ99

for the same Reθ. Blair (1983) modified the correlating parameter proposed by Hancock and

Bradshaw (1983) to also take into account the effect of Reθ, which was shown to have an impact

for Reθ < 5000 (McDonald and Kreskovsky, 1974). Additionally, it was also found (Maciejewski

and Moffat, 1992; Thole and Bogard, 1995) that the heat transfer coefficient in a turbulent

boundary layer is positively correlated with the peak value of u′ (u′ is the standard deviation

of the streamwise velocity fluctuations) in the near wall-region, which increases with free-stream

turbulence intensity.

Previous research (see Mazellier and Vassilicos, 2010; Gomes-Fernandes et al., 2012; Laizet

et al., 2015; Melina et al., 2017) showed that the design of fractal/multi-scale and regular

turbulence-generating grids can be optimised to increase the turbulence intensity, and conse-

quently heat transfer, while keeping the grid’s blockage ratio low. The centreline location xpeak

of the maximum turbulence intensity behind a grid was found to depend on the wake-interaction

length scale x∗ = L2
0/t0 (Mazellier and Vassilicos, 2010), while the value of this maximum is pro-

portional to the ratio t0/L0 (Gomes-Fernandes et al., 2012), where L0 is the distance between

the largest bars of the grid and t0 is their thickness. These findings suggest that, for a constant

value of t0/L0, the centreline turbulence intensity profiles could be collapsed for a variety of grids

by normalising x with the geometric parameter x∗, where x is the dimensional distance from the

grid. This implies that, for the same x, the turbulence intensity would be higher for grids with

larger x∗ and the same t0/L0 when x > xpeak (turbulence decay region). However, it is also im-

portant to consider that, for the same x, the mean velocity and the turbulence intensity are also

noticeably more inhomogeneous for grids with larger x∗ (Hurst and Vassilicos, 2007; Mazellier

and Vassilicos, 2010; Valente and Vassilicos, 2014; Melina et al., 2016). The present study aims
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at exploiting the above mentioned turbulence intensity scaling laws to improve the heat transfer

from a wall for a canonical test case, i.e. a flat plate in a wind tunnel.

The main goal of this work is to test different types of single- and multi-scale turbulence-

generating grids and to explore ways of optimising grid design towards maximising the enhance-

ment of heat transfer from a flat plate. Three types of grids were used in these experiments:

regular grids (RGs), single-square grids (SSGs) and variants of the multi-scale inhomogeneous

grids (MIGs) that were recently introduced by Zheng et al. (2018). The grid’s blockage ratio σg

being a key parameter, it was kept approximately constant for all grids tested in the experiments

reported here (σg = 25%− 28%). This way it was possible to isolate other effects independently

from the effect of σg, and a fair comparison between the different geometries of the grids could be

carried out. The main questions addressed in this study are the following: (i) whether grids with

large values of x∗ can be effective in increasing the heat transfer when the flat plate is placed in

a region where turbulence intensity is the highest but also where the flow is noticeably inhomo-

geneous; (ii) whether fractal/multi-scale grids can be used to enhance the heat transfer from a

flat plate; (iii) whether, for grids with a large bar thickness, it is more beneficial to place the bars

close to the heated surface or farther from it; and (iv) whether the heat transfer results can be

correlated with some properties of the flow produced by the grids. As distortion of the boundary

layer of the plate by the grid turbulence was expected to be a significant, if not a dominant,

factor, and the characterisation of distorted boundary layer structure for different free stream

conditions would in itself be a very challenging endeavour, we have not performed any velocity

measurements within the boundary layer, but instead made practical comparisons among heat

transfer rates from the same plate positioned at the same distance from each of several different

grids.

The remainder of this paper is structured as follows: in Section 2, the experimental procedure

is described; in Section 3, the flow downstream of the grids is characterised; in Section 4, the heat

transfer results are presented; in Section 5, an analysis of the velocity and of the heat transfer

results is performed; finally, Section 6 concludes the paper.
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Fig. 1: Sketch of the wind tunnel test section. The letters A to D mark the locations of the four
slots where the turbulence-generating grids could be inserted. The origin of the reference frame
xyz is fixed at the geometric centre of the grid which, in this drawing, is placed in slot D. The
free-stream velocity U∞ is oriented as the x-axis.

2 Experimental procedure

2.1 The wind tunnel

Experiments were conducted in an open-loop wind tunnel at the University of Ottawa, Canada.

The wind tunnel has a 16:1 contraction and a test section with height Ht = 0.305 m, width

Wt = 1.5Ht and working section length of approximately 16.6Ht. A sketch of the wind tunnel

test section is shown in Fig. 1 (see also Fig. 3). Four slots, identified with the letters A

to D in Fig. 1, were available for the insertion of different turbulence-generating grids and

measurements were performed downstream of them. The origin of the reference system xyz is

fixed at the geometrical centre of the grid so that x represents the streamwise distance from

the grid whichever slot is used. The inflow velocity U∞ upstream of the grids was imposed by

measuring the static pressure difference across the contraction of the wind tunnel with a digital

differential manometer (FCO332, Furness Controls). All measurements were performed with the

same inflow velocity, U∞ = 8 m s−1. The temperature T∞ of the flow upstream of the grids was

measured with a 100 Ω resistance temperature detector (29348-T01-B-48, RDF Corp.).

2.2 Turbulence-generating grids

A total of eleven grids were used to produce turbulent flows in the wind tunnel. Nine grids were

specifically designed and manufactured by machining metallic sheets with a thickness of 1.6 mm

for the experiments reported in this paper; these grids had the same blockage ratio σg = 0.28

(ratio of the projected area of all grid bars in the y− z plane and Wt ×Ht), a value comparable

to that of the grids used to enhance heat transfer/scalar diffusion in recent experiments on grid-
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Fig. 2: Scaled diagrams of the grids used in the experiments. The red vertical lines mark the
transverse position of the heated side of the flat plate with respect to the grids. The blue vertical
lines in (g), (h) and (i) mark the transverse position of the heated side of the flat plate with
respect to the MIGs for the configurations MIG-C−, MIG-I− and MIG-D−.

generated turbulence (Cafiero et al., 2014; Nedić and Tavoularis, 2016b; Cafiero et al., 2017;

Melina et al., 2017). Scaled diagrams of these nine grids are presented in Figs. 2(a)-(i). In this

paper, L0 is the distance between the largest bars (rectangular prisms) of the grids and t0 is
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Grid RG150 RG75 RG50 SSG150 SSG150-B SSG75 MIG-C MIG-I MIG-D RG18 FSG
L0 [mm] 152 76 51 152 152 76 102 102 102 18 163
t0 [mm] 23 12 8 30 29 18 25 19 31 2 15
x∗m [mm] 1006 503 335 768 795 317 157 156 154 135 1 739

σg 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.25 0.25
ReL0

80 200 40 100 26 700 80 200 80 200 40 100 53 500 53 500 53 500 9 500 85 600
Ret0 12 200 6 100 4 100 15 900 15 400 9 600 13 200 9 800 16 300 1 300 8 000

Table 1: Geometric parameters of the grids and inlet Reynolds numbers ReL0 and Ret0 (U∞ =
8 m s−1).

Grid MIG-C MIG-I MIG-D
j = 0 0.25 0.18 0.31
j = 1 0.25 0.21 0.28
j = 2 0.25 0.24 0.26
j = 3 0.25 0.26 0.24
j = 4 0.25 0.28 0.21
j = 5 0.25 0.31 0.18

Table 2: Values of tj/Lj for the multi-scale inhomogeneous grids.

their thickness in the y− z plane. The geometric parameters of the grids and the inlet Reynolds

numbers ReL0 and Ret0 are reported in Table 1, with ReL0 = U∞L0/ν∞, Ret0 = U∞t0/ν∞,

where ν∞ is the kinematic viscosity of air evaluated at the temperature T∞. Among the grids

shown in Fig. 2, three grids have a regular square-mesh geometry and are named RG150, RG75

and RG50, where the number in their name identifies the approximate value of their L0 in mm

(see Table 1). Three grids, named SSG150, SSG150-B and SSG75, are obtained by a different

arrangement and size of single squares connected with 4 mm thick supporting struts. The last

three grids shown in Fig. 2, namely MIG-C, MIG-I and MIG-D, are multi-scale inhomogeneous

grids which, unlike the other grids, are not symmetric with respect to the y-axis. Two additional

grids were also used for some of the measurements reported in this paper. These are a regular

grid, RG18 (Fig. 2(j)), with a very small L0, and a multi-scale fractal square grid, FSG (Fig.

2(k)), with four geometric iterations and a value of L0 comparable to that of SSG150 and SSG150-

B. The grids RG18 and FSG had a blockage ratio of σg = 0.25, which is slightly lower than the

value 0.28 of the other nine grids; these two grids were recently used in the turbulent diffusion

study by Nedić and Tavoularis (2016b).

The multi-scale inhomogeneous grids (MIGs) were designed following the work of Zheng et al.

(2018) and are formed by six layers (j = 0, . . . , 5) of bars with separation Lj and thickness tj ,

where j = 0 identifies the layer (iteration) with the largest Lj . Every layer has the same width,

Wt/6, and the number of bars nj varies across the layers according to nj+1 = nj+2 (j = 0, . . . 4),

n0=3. The distance between the bars in each layer is Lj = Ht/nj (j = 0, . . . 5). The MIGs were

designed by varying the ratios tj/Lj , i.e. by varying the blockage ratio across the layers, with the

purpose of producing a flow with a moderate mean shear rate ∂U/∂z, where U is the streamwise
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Fig. 3: Schematic arrangement of the flat plate with respect to a representative turbulence-
generating grid.

component of the mean velocity. The values of tj/Lj for the three MIGs are reported in Table

2. The ratio tj/Lj is constant with j for MIG-C (“C” stands for constant), increases with j for

MIG-I (“I” stands for increasing) and decreases with j for MIG-D (“D” stands for decreasing).

A number of measurements were also performed with the MIGs in the opposite orientation to

that shown in Figs. 2(g)-(i) by rotating these grids by 180◦ around y. The configurations with

the grids MIG-C, MIG-I and MIG-D in the opposite orientation are identified in this article by

MIG-C−, MIG-I− and MIG-D−, respectively.

2.3 Flat plate

A flat plate was vertically placed in the wind tunnel’s test section downstream of the turbulence-

generating grids. A sketch of the grid-plate arrangement is shown in Fig. 3. For most of

the measurements, the distance between the leading edge (LE) of the plate and the grid was

xLE/Ht = 1.5 (grid inserted in slot D). Some measurements were also performed with the plate

farther downstream with respect to the grids, so that xLE/Ht = 5 (grid inserted in slot B). The

leading edge and the trailing edge of the plate were made of copper and had an elliptical section.

They were mechanically pressed to a Polyoxymethylene (POM) substrate with height Hp =

0.28m, length Lp = 1 m and thickness tp = 11 mm (see Fig. 3). A metallic foil made of Inconel

600 and with nominal thickness tw = 12.5µm was tight-fitted between the two copper pieces

and the POM substrate. The foil entirely covered one side of the plate, electrically connecting
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leading and trailing edges. This is the side of the plate where the heat transfer measurements

were performed and is henceforth referred to as the heated side. A double-sided adhesive (with

thermal conductivity of 0.08 Wm−1K−1) ensured a flat contact between the Inconel foil and the

plastic substrate. The distance dp (see Fig. 2(b)) between the heated side and the nearest lateral

wall of the wind tunnel was 40 mm for all measurements performed with the plate in the wind

tunnel. The value of dp was imposed by the experimental set-up, i.e. it was the minimum distance

which allowed the placement of the plate together with its supports, power cables and sensor

cables in the test section. In order to promote the development of a turbulent boundary layer on

the heated side, the leading edge included a step with height hs = 1 mm and width ws = 1.5 mm,

placed at a distance of 30 mm from the leading edge. A second reference system XY Z is defined

with its origin fixed at the wall of the plate (see Fig. 3), with X = x− (xLE +wLE +ws), Y = y

and Z = z +Wt/2− dp, where wLE is the width of the leading edge (wLE = 30 mm).

2.4 Velocity measurements

Velocity measurements downstream of the grids were performed with two-component hot-wire

(HW) anemometry using a cross-wire (XW) probe which was operated by a constant temperature

anemometer (AN-1003, A.A. Lab Systems). The XW probe had two sensing tungsten wires with

diameter dhw = 2.5µm and length lhw ≈ 0.8 mm, with the separation between the two wires

being approximately 0.5 mm. The HW measurements were performed both with and without the

flat plate in the wind tunnel. For each measurement point, the HW voltage signal was acquired

at a sampling frequency of 35 kHz with the analogue low-pass filter set at 14 kHz and with a

sampling time of 150 s, which corresponds to at least 18 000 integral time scales for the largest

integral time scale. Data were recorded using a 16-bit data acquisition system (NI-6143, National

Instruments).

Measurements along the centreline (y = z = 0) were performed by traversing the XW probe

in the streamwise direction x in order to measure the instantaneous velocity components Ũ (in

the x-direction) and Ṽ (in the y-direction). In this case, the probe was calibrated in situ by

rotating it in the x− y plane for different velocities U∞, following the “look-up table” calibration

procedure described in Lueptow et al. (2004). During the calibrations, the velocity U∞ was

controlled with the use of a Pitot tube located in the proximity of the XW probe and connected

to the digital manometer. Measurements of the velocity profiles along the direction z were

performed at a series of streamwise stations for y = 0. In this case the HW calibrations were
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performed by rotating the XW probe in the x − z plane in order to measure the instantaneous

velocity components Ũ and W̃ (in the z-direction).

The velocity fluctuations u, v and w were obtained by subtracting the time-averaged velocities

U , V and W from Ũ , Ṽ and W̃ respectively. The standard deviations of u, v and w are denoted

u′, v′ and w′, respectively. The integral time scale of u was calculated as (Pope, 2000):

Θu =
Eu(f = 0)

4u′2
, (1)

where Eu(f) is the power spectral density of u in the frequency domain f . In particular Eu(f = 0)

was estimated by averaging Eu(f) in the low-frequency range, where Eu(f) remained approx-

imately constant for at least one decade of frequencies for the grids that produced the largest

values of Θu. The integral length scale Lu of u in the x-direction was computed assuming Tay-

lor’s frozen flow approximation, Lu = UΘu, as in other experimental studies on grid-generated

turbulent flows (see, for example, Hurst and Vassilicos, 2007; Sak et al., 2007; Mazellier and

Vassilicos, 2010; Nagata et al., 2013; Nedić and Tavoularis, 2016b). The turbulent kinetic energy

dissipation rate ε was computed from its isotropic definition:

ε = 15ν∞

〈(
∂u

∂x

)2
〉
, (2)

where 〈(
∂u

∂x

)2
〉

=

∫ kmax

0
k2Eu(k) dk (3)

and 〈·〉 denotes the time-averaging operator. The conversion from frequencies f to wavenumbers

k was obtained with Taylor’s approximation as k = 2πf/U , Eu(k) = UEu(f)/(2π). The value

of kmax in Eq. 3 was determined by the cut-off frequency of the analogue low-pass filter of the

anemometer. The frequency response of the hot-wire used for the present measurements was high

enough to resolve the dissipation spectrum k2Eu(k) up to at least k = 1/η, where η =
(
ν3∞/ε

)1/4
is the Kolmogorov microscale. The spatial resolution lhw/η ranged approximately from 2 to 7.

The Taylor microscale λ was computed as λ =
(
15ν∞u

′2/ε
)1/2.

2.5 Heat transfer measurements

Heat transfer measurements were performed on the side of the plate that was covered with the

Inconel foil. A DC laboratory power supply was connected across the leading and trailing edges
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of the plate (copper terminals) so that the foil was heated by Joule effect, thus approximating a

uniform heat flux wall boundary condition. The Inconel foil was painted with black paint (1602,

Krylon), which has a known emissivity εp = 0.95, and the wall temperature Tw was measured

with an infrared (IR) camera (A325sc, FLIR). The IR camera was placed outside of the wind

tunnel and it was focused on the heated side of the plate through circular windows on the lateral

wall of the test section. For all the grids tested here, the camera was focused on the upstream

half of the plate (0.03 ≤ X/Lp ≤ 0.4), which is referred to as FOV1 (Field Of View 1). For

some configurations, measurements were also performed on the downstream half of the plate

(0.45 ≤ X/Lp ≤ 0.85) named FOV2. The spatial resolution of the temperature measurements

on the plate was ∆X = ∆Y ≈ 1.3 mm.

The following procedure was systematically used for the temperature measurements on the

flat plate. The wind tunnel was turned on and a settling time was allowed in order for the

temperature of the flow T∞ to become stable at the desired velocity U∞. Two-dimensional

instantaneous maps of the adiabatic wall temperature distribution (temperature distribution on

the foil without Joule heating), which are referred to as “cold images”, were acquired at this

point using the IR camera. The electric power was then delivered to the foil with the power

supply set in constant current mode. Finally, instantaneous maps of heated foil temperature,

which are referred to as “hot images”, were acquired with the IR camera after allowing enough

time (approximately 45 minutes) for steady state conditions to be reached. The time-averaged

values of the adiabatic wall temperature, Taw, and those of the heated wall temperature, Tw,

were obtained by averaging 900 frames acquired with the camera at a sampling frequency of

60 Hz. Note that in this experiment the temperature Taw was almost coincident with T∞. In

order to take into account possible variations of Taw between the acquisition of the cold images

and that of the hot images, the values of Taw were corrected with the difference between the

value of T∞ measured together with the hot images and that measured with the cold images

(see Cafiero et al., 2017). Note that this correction was very small, because the temperature

of the laboratory during each experiment was kept stable within 0.2 K. The acquisition of the

raw images (measurement signal) and their conversion to IR images (temperature signal) were

performed by using the IR camera’s software (FLIR ResearchIR Max R©) and the calibration

curves provided by the camera’s manufacturer.
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The convective heat transfer coefficient h was computed as

h =
qconv

Tw − Taw
, (4)

where qconv is the convective heat flux, which was calculated from the energy balance at the wall

as

qconv = qinput − qrad − qcond. (5)

In this expression the input heat flux is qinput = VDI/Ap, where VD is the voltage drop across

the length of the foil, I is the electric current and the area of the heated foil is Ap = LpHp. The

voltage VD was measured with the data acquisition system by connecting two electric cables to

the leading and trailing edges of the plate (copper terminals). The current I was calculated by

measuring the voltage drop across a precision shunt resistor of known electrical resistance, which

was connected in series with the Inconel foil and the power supply. For almost all experiments,

the current provided to the foil was kept constant at approximately I = 30 A, thus making a

comparison possible between the different configurations (grids) with the same input heat flux.

The term qrad in Eq. 5 is the radiative heat flux, which was computed as

qrad = εpσSB(T 4
w − T 4

∞), (6)

where σSB is the Stefan-Boltzmann constant. The value of the ratio qrad/qinput was about 15%

for typical values of Tw and T∞ in this experiment. The heat flux qcond lost by conduction through

the plate’s core was estimated using Fourier’s law by measuring the temperature at a series of

positions on the unheated side with a K-type thermocouple. The heat flux qcond accounted

for about 9% of the input heat flux qinput. Preliminary heat transfer measurements (without

grids in the wind tunnel) were performed for the same U∞ with three different values of input

current I (and so different ranges of Tw−Taw) to verify that applying the correction for thermal

conduction produced consistent and repeatable results. These measurements (reported in Section

4.2) revealed that the Stanton number (non-dimensional heat transfer coefficient defined in Eq.

8) changed less than 1% among the three sets of measurements, thus validating the experimental

technique and the data reduction process followed here. Table 3 reports typical values and

associated measurement uncertainties for each quantity used to compute h. A single-sample

uncertainty analysis using a 95% confidence interval was carried out following Moffat (1988).
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Quantity Typical value Uncertainty
Lp 1000mm 1mm
Hp 280mm 1mm
VD 9.0V 0.01× VD
I 30.1A 0.01× I
T∞ 296K 0.1K
Tw 319K 0.2K
Taw 296K 0.2K
εp 0.95 0.01
h 34Wm−2K−1 4.4%

Table 3: Typical values and associated measurement accuracies for the different quantities used
to compute h, and typical relative measurement uncertainty (estimated using a 95% confidence
interval) for h.

The typical resulting total uncertainty of the computed values of h is 4.4%. Considering typical

values of Tw and T∞ (see Table 3), the Grashof number, based on the height Hp of the flat

plate, is GrHp = gβ (Tw − T∞)H3
p/ν

2
film = 5.9 × 107 (g is the gravitational acceleration and

β = 1/Tfilm is the coefficient of thermal expansion of air). The resulting Richardson number

GrHp/Re
2
Hp

is about 0.003, with ReHp = U∞Hp/νfilm = 1.4× 105. Since GrHp/Re
2
Hp

<< 1, the

effects of natural convection are expected to be negligible with respect to those due to forced

convection (Hewitt, 2008).

3 Mean and turbulent velocity fields produced by the grids

The flow past the nine grids shown in Fig. 2 was characterised without the flat plate in the wind

tunnel. For this purpose, HW velocity measurements were first performed along the centreline

(y = z = 0) in order to obtain the streamwise evolution of the main turbulence statistics, with

particular focus on turbulence intensity. Secondly, velocity measurements were carried out at a

series of stations along the direction normal to the plate (z−axis) downstream of the three MIGs

in order to document the mean shear produced by each grid and the corresponding profiles of

turbulence statistics.

3.1 Measurements along the wind tunnel centreline

The centreline turbulence intensity u′c/U∞ downstream of the three categories of grids (RGs,

SSGs and MIGs) is shown in Fig. 4(a), whereas additional centreline turbulence statistics are

reported in the Appendix. For the grids RG75, SSG150 and SSG150-B, it is possible to identify

a streamwise location xpeak, where u′c/U∞ was maximum. This location was xpeak = 1.02Ht for
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Fig. 4: Centreline turbulence intensity for RGs, SSGs and MIGs.

RG75 and 1.52Ht for both SSG150 and SSG150-B. When normalised by the wake-interaction

length scale x∗ = L2
0/t0, which characterises the location at which the wakes of the bars of the

grid meet on the centreline, the location of the peaks was nearly the same for these three grids

(xpeak/x∗ = 0.62, 0.60 and 0.58 for RG75, SSG150 and SSG150-B, respectively). Considering

that all grids shown in Fig. 2 had the same blockage ratio (σg = 0.28), the previous finding

is consistent with the literature (Mazellier and Vassilicos, 2010; Laizet and Vassilicos, 2011;

Gomes-Fernandes et al., 2012; Laizet et al., 2015; Nedić and Tavoularis, 2016b; Melina et al.,

2016).

The peak value of u′c/U∞ behind fractal square grids has been found to be proportional to

the ratio t0/L0 (Gomes-Fernandes et al., 2012). For the RGs and SSGs, the lengths L0 and

t0 apply to all elements, including those near the centreline, but this is not the case for the

MIGs. Scales that are more representative for the near-centreline elements of such grids can

be defined as Lm = (L3 + L4)/2 and tm = (t3 + t4)/2, which are, respectively, the average

distance between the bars and the average thickness amongst the layers j = 3 and j = 4 in the
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Fig. 5: Transverse profiles of U/Uc for MIG-C (a), MIG-I (b) and MIG-D (c). The dashed lines
in are linear fits of the mean velocity profiles.

grid (Fig. 2(g)-(i)). For the RGs and SSGs one can consider that Lm = L0 and tm = t0. A

universal centreline wake-interaction length can then be defined as x∗m = L2
m/tm. The values

of this parameter for the different grids are reported in Table 1. Fig. 4(b) shows that values

of the ratio (u′c/U∞)/(tm/Lm) behind different grids essentially collapsed on each other when

plotted against x/x∗m. This demonstrates that geometrical features of the grid are sufficient for

the prediction of both the centreline location of the maximum of turbulence intensity and its

magnitude, and that this observation applies not only to regular and fractal square grids, but

also to MIG-type grids.

3.2 Measurements in a direction normal to the plate

Velocity profiles along the z-direction were taken downstream of the MIGs at five streamwise

stations for −0.4 ≤ z/Wt ≤ 0.4 and for 1.8 ≤ x/Ht ≤ 8.4 (y = 0), with the grids oriented as in

Figs. 2(g)-(i). The mean velocity profiles, normalised with the centreline values Uc, are presented

in Figs. 5(a)-(c). These results show that the variation of the ratio tj/Lj across the layers of

the MIGs (see Table 2) produced different profiles of U/Uc for MIG-C, MIG-I and MIG-D. In

particular, ∂U/∂z was negative for MIG-C and MIG-I and positive for MIG-D, with |∂U/∂z|
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Fig. 6: Transverse profiles of u′/u′c for MIG-C (a), MIG-I (b) and MIG-D (c).
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Fig. 7: Transverse profiles of u′/w′ for MIG-C (a), MIG-I (b) and MIG-D (c).

being the highest for MIG-I. The normalised mean velocity profiles measured at different x were

roughly linear and nearly collapsed for x/Ht ≥ 3.15, thus showing that the shear rate remained
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approximately constant with downstream distance from each MIG, at least for the x−range

tested here. In order to quantify the shear rate for each of the MIGs, the profiles of U/Uc were

averaged over x in the range 3.15 ≤ x/Ht ≤ 8.40 and a linear fit was applied to the data.

The computed shear rate parameter ks = U−1c ∂U/∂z was −0.22 m−1 for MIG-C, −0.73 m−1 for

MIG-I and 0.28 m−1 for MIG-D. All these values are an order of magnitude smaller than those

in previous realisations of uniformly sheared turbulence (ks was 3.8 m−1 in the experiments of

Tavoularis and Corrsin (1981), 5.0 m−1 in those by Rohr et al. (1988) and 6.1 m−1 in the ones

by Nedić and Tavoularis (2016a)).

The observed approximate streamwise invariance of the mean velocity profiles (∂U/∂x ≈ 0)

downstream of the MIGs can be explained by considering that the streamwise mean momentum

equation for a flow which is homogeneous in the vertical direction (∂(·)/∂y ≈ 0), two-dimensional

on the mean (W ≈ 0) and has a uniform mean pressure, is reduced to:

U
∂U

∂x
≈ −∂ < u2 >

∂x
+ ν

∂2U

∂x2
+ (ν + νt)

∂2U

∂z2
, (7)

where the Reynolds stresses < uw > have been expressed as < uw >= −νt ∂U/∂z, with νt

being a turbulent viscosity. Further considering that the magnitude of ∂ < u2 > /∂x is small

for x/Ht ≥ 3.15 (Fig. 4(a)), and that the streamwise viscous term would also be very small for

the present, relatively large, Reynolds number flows, one can conclude that, if the mean velocity

transverse profile is approximately linear (∂2U/∂z2 ≈ 0), then | ∂U/∂x | would be small as well.

The transverse profiles of u′/u′c for the MIGs are shown in Figs. 6(d)-(f). Unlike the mean

velocity profiles, the profiles of u′/u′c behind the three MIGS were very similar. For a fixed x,

u′/u′c was highest behind the part of the grid with the widest spacings of the bars (large negative

z values), it decreased with decreasing z up to roughly the centreline (z = 0) and then remained

approximately constant on the side of the grid with the smaller spacings of the bars (z > 0). For

z < 0, u′/u′c decreased with increasing x, showing a slow tendency for the turbulence to become

less inhomogeneous along z. The large-scale anisotropy of the flow downstream of the MIGs

remained mild, as evidenced in Figs. 7(g)-(i), which show that the ratio u′/w′ remained between

1 and 1.2 throughout the considered range of measurements. Such values are much lower than

values of this ratio in previous realisations of uniformly sheared turbulence and show that the

structure of the turbulence behind the present MIGs was not shear-dominated. This does not

come as a surprise, as the largest value of the dimensionless strain imposed on these flows (the
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(a) FOV1 (b) FOV2

Fig. 8: Contour plots of St∞ on the plate without grids (I ≈ 30A).

one behind MIG-I, at x/Ht = 8.4) was τ = ksx ≈ 1.9, which is significantly smaller than the

value 5 that is required by uniformly sheared turbulence to reach an asymptotic, self-similar,

shear-dominated structure (Tavoularis and Karnik, 1989). In summary, the MIGs used in these

experiments produced roughly uniform mean shear with a moderate strength and relatively weak,

inhomogeneous and mildly anisotropic turbulence.

4 Heat transfer from the plate

4.1 The mean pressure field

The flat plate was installed vertically in the test section with its leading edge at a distance xLE =

1.5Ht from slot D and with its heated side at a distance dp = 0.09Wt from the nearest side wall of

the wind tunnel (see Fig. 1 and Fig. 3). Before performing the heat transfer measurements, the

orientations of both side walls of the wind tunnel were adjusted in an effort to keep the pressure

along the plate as uniform as possible. It was found that the mean velocity along the wind tunnel

centreline in the presence of the plate, but without any grids, increased approximately linearly

by 2% between stations corresponding to the leading and trailing edges. The resulting favourable

pressure gradient along the plate had a parameterKp = (ν∞/U
2
∞)(∂Uc/∂x) ≈ 4.9×10−8, which is

two orders of magnitude smaller than the threshold 1.6×10−6 above which a favourable pressure

gradient would cause considerable deviations from the logarithmic law (DeGraaff and Eaton,

2000). Consequently, we can be confident that heat transfer from the present plate would not

be affected by the weak pressure gradient. The grid-free centreline turbulence intensity u′c/U∞

remained approximately constant along the plate at about 0.2%.
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Fig. 9: Evolution of St∞ along the plate without grids for three heating currents. The black
dashed lines in (b) identify a ±5% interval around the correlation for turbulent boundary layers
(von Kármán, 1939). ReX = U∞X/νfilm, where νfilm is the kinematic viscosity of air, evaluated
at the film temperature.

4.2 Heat transfer without grids

Heat transfer measurements on the plate were first performed without grids in the wind tunnel

in order to validate the experimental technique and to have a baseline case for reference. This

configuration is henceforth referred to as the “NG” (No Grid) case. IR temperature measurements

were carried out on two sections of the plate (FOV1 and FOV2) following the procedure described

in Section 2.5 for three heating currents, I ≈ 20, 25 and 30 A. The convective heat transfer from

the plate was quantified by the Stanton number based on the inlet velocity, which is defined as

St∞ =
h

ρfilmcpfilmU∞
. (8)

In this expression, ρfilm and cpfilm are, respectively, the density and the specific heat capacity

of air evaluated at the film temperature Tfilm = (Tw + T∞)/2. Contour plots of St∞ for the
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NG case are shown in Fig. 8. The values of St∞ were the highest near the leading edge and

gradually decreased along X as a result of the thickening of the boundary layer along the plate.

St∞ was essentially uniform along the span of the plate (Y− direction). As shown in Fig. 9(a),

the values of the transverse-averaged Stanton number St∞ in the central portion of the plate

(−0.2 ≤ Y/Hp ≤ 0.2) for the three heating conditions were indistinguishable from each other.

This allows us to consider one heating condition as representative of the others. The same

parameter has been plotted in logarithmic axes in Fig. 9(b), together with classical correlations

for laminar (Pohlhausen, 1921) and turbulent (von Kármán, 1939; Junkhan and Serovy, 1967)

boundary layers. One may identify an initial development region just downstream of the step

(ReX . 4 × 104), where the Stanton number was larger than predictions of either the laminar

(St∞ = 0.421Re−0.5X ) or the turbulent (St∞ = 0.034Re−0.2X ) correlation. This discrepancy may

be partially attributed to the tripping device (step) used to promote transition and is analogous

to a similar discrepancy in the skin friction coefficient on a flat plate with tripping (see, e.g., Erm

and Joubert, 1991; Schlatter and Örlü, 2012). An additional cause of this discrepancy could be

the fact that the plate was unheated between its leading edge and the location of the trip, which

was 30mm downstream. In the remainder of the plate, however, which corresponded to 92% of

its length, the Stanton number remained within 5% of the turbulent prediction. Note that, since

it is widely known that a turbulent free-stream promotes transition to turbulence on a flat plate,

one can reasonably expect that for the case of heat transfer with grids, tripping effects will be

negligible for more than 90% of the plate’s length. Note however that hot-wire measurements

were also performed in the close proximity (X/Lp = 0.03) of the tripping step, with the purpose

of studying the effect of turbulence on this “disturbed” area of the plate (see Section 5).

4.3 Selection of the best performing grids

Heat transfer measurements were first performed on the upstream half of the plate (FOV1)

with all turbulence-generating grids placed in slot D (xLE/Ht = 1.5). The purpose of these

measurements was to identify the “best performing” configurations, i.e. the grids that could lead

to a substantial heat transfer enhancement with respect to the NG case. As a selection criterion,

we used the value of the ratio St∞/StNG∞ , where St∞ is the spatial average of St∞ in the range

−0.2 ≤ Y/Hp ≤ 0.2 and StNG∞ is the value of St∞ for the NG case (shown in Fig. 9) with

the same U∞ and the same input electric power. Fig. 10 shows the obtained St∞/StNG∞ for all

configurations. With the exception of the smallest grid (RG18) case (for which the measurements
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Grid E1e Grid E1e Grid E1e

RG150 1.03 SSG150 1.28 MIG-C 1.11
RG75 1.12 SSG150-B 0.95 MIG-I 1.20
RG50 1.07 SSG75 0.96 MIG-D 1.06
RG18 0.97 FSG 1.15 MIG-C− 1.03

MIG-I− 0.93
MIG-D− 1.13

Table 4: Heat transfer enhancement parameter E1e for all grids; xLE/Ht = 1.5.

dis not extend sufficiently close), all cases exhibit an initial region where the growth rate of this

ratio is significant and which is followed by a region of much slower growth. This means that

at the start of the plate the values of St∞ decreased more slowly in the presence of a grid than

for the NG case and further downstream the same decay rate was approximately reached for all

cases. As seen in Section 4.2, the portion of the plate in the proximity of the step (X = 0) was

a transition region which was subject to the effects of the tripping device and where, for the NG

case, St∞ decayed faster than for a fully developed turbulent state.

As an overall indicator of the effectiveness of each grid in enhancing heat transfer from the

plate, we introduce the enhancement parameter E1e, defined as the average value of St∞/StNG∞

in a representative downstream slow-evolution region (0.3 ≤ X/Lp ≤ 0.4) in FOV1. The values

of this enhancement parameter for all grids are listed in Table 4. This table, together with Fig.

10, show that the grids can be divided in two categories: a) those that did not significantly alter

the heat transfer with respect to the NG case (0.93 ≤ E1e ≤ 1.07); these included grid of all

three types (RG150, RG50, RG18, SSG150-B, SSG75, MIG-D, MIG-C− and MIG-I−); and b)

those that enhanced the overall heat transfer by more than 10%; these also included grids of all

three types (RG75, SSG150, FSG, MIG-C, MIG-I and MIG-D−). The strongest heat transfer

enhancement (E1e = 1.28) among all grids was produced by SSG150. This is contrasted sharply

by the effect of SSG150-B, which although bares a geometrical resemblance with SSG150, actually

produced mild heat transfer deterioration (E1e = 0.95). The cause for this discrepancy cannot

be the difference in bar thickness, as this was only about 3%. The main difference between

these two grids is that SSG150-B has a vertical bar close to the heated side of the plate (Fig.

2(e)), whereas SSG150 has open space (Fig. 2(d)). Apparently, some heat transfer obstruction

mechanism dominated over any enhancement by turbulence in the wake of this bar. This issue

will also be revisited in Section 5.

Some interesting observations can be also made while comparing the results for different

MIGs. Among these, MIG-I was the one which enhanced most the heat transfer (E1e = 1.20),
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Fig. 10: Streamwise variation of the ratio St∞/StNG∞ on the first portion of the plate (FOV1)
for all grids; xLE/Ht = 1.5. Black horizontal dashed lines mark the values 0.93 and 1.07.

whereas MIG-I−, namely the same grid as MIG-I but with an inverted orientation, produced

stronger heat transfer deterioration (E1e = 0.93) than any other grid. Similar differences in heat

transfer, although not as prominent, were observed for the pairs MIG-C/MIG-C− and MIG-

D/MIG-D−. In all three cases, stronger heat transfer was produced when the mean shear was
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oriented such that the high-velocity side was towards the plate. The stronger the shear was,

the stronger the effect of grid inversion would be. Besides affecting the mean velocity field, the

geometry and orientation of each grid also affected the turbulence, which could in turn affect heat

transfer. One may assert, however, that grid-turbulence effects did not dominate heat transfer in

the present configurations by noting that inversion of all three grids produced weaker near-wall

turbulence, whereas the heat transfer rate was reduced for MIG-I and MIG-C but increased for

MIG-D. This issue will be discussed further in Section 5.

4.4 Heat transfer enhancement produced by the best performing grids

IR measurements in FOV2 (0.45 ≤ X/Lp ≤ 0.85) for xLE/Ht = 1.5 were further performed for

the five grids that were most effective in enhancing heat transfer in FOV1 (0.03 ≤ X/Lp ≤ 0.4),

namely, RG75, SSG150, FSG, MIG-I and MIG-D−. The purpose of these measurements was

to confirm that, for these configurations, the heat transfer enhancement persisted on the entire

extent of the flat plate. Additionally, IR measurements in FOV2 were performed for SSG150-B to

help explain the difference between the performance of this grid and the performance of SSG150.

Contour plots of the ratio St∞/StNG∞ , both in FOV1 and in FOV2, are shown in Figs. 11

and 12 for the selected configurations. The observation of a smaller spanwise non-uniformity

of the ratio St∞/StNG∞ in FOV2 than in FOV1 can be attributed to the decreasing turbulence

inhomogeneity along y downstream of the grids. Stripes of lower heat transfer, separated by

stripes of higher heat transfer, can be observed behind bars for RG75, FSG and MIG-I. The

contrast between lighter and darker stripes was stronger for MIG-I than for MIG-D−, in consis-

tency with a presumable stronger turbulence inhomogeneity behind MIG-I, which had a longer

wake-interaction length scale than MIG-D− (Valente and Vassilicos, 2014; Melina et al., 2016)

for the layers of bars close to the plate (negative z).

The spanwise (−0.2 ≤ Y/Hp ≤ 0.2) averaged heat transfer enhancement parameter St∞/StNG∞

is shown in Fig. 13(a) for the six selected configurations in both FOV1 and FOV2 with the plate

at xLE/Ht = 1.5. For all five grids that enhanced heat transfer, the ratio St∞/StNG∞ in FOV2

deviated by no more than 2.5% from E1e (see Table 4), which means that heat transfer en-

hancement persisted equally all along the plate. For SSG150-B, St∞/StNG∞ increased along

X in FOV2 but remained lower than 1.05, thus confirming that this grid did not produce an

appreciable augmentation of the heat transfer with respect to the NG case.
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(a) RG75 (FOV1) (b) RG75 (FOV2)

(c) SSG150 (FOV1) (d) SSG150 (FOV2)

(e) SSG150-B (FOV1) (f) SSG150-B (FOV2)

Fig. 11: Contour plots of St∞/StNG∞ on the plate for RG75 (first row), SSG150 (second row)
and SSG150-B (third row); xLE/Ht = 1.5. The colour scales vary for different configurations.

For the best performing configurations (RG75, SSG150, FSG, MIG-I and MIG-D−), heat

transfer measurements on FOV1 and on FOV2 were also collected with the grids placed at

a longer distance from the plate (xLE/Ht = 5). The evolution of St∞/StNG∞ for this set of

measurements is shown in Fig. 13(b). As a measure of the overall heat transfer performance of

each grid at each position, we used the parameter E1e,2 = (E1e + E2)/2, with E2 defined as the

average value of St∞/StNG∞ in FOV2. It is noted that the difference between E2 and E1e never

exceeded 2.5%. Table 5 shows that the convective heat transfer consistently diminished when

the plate was positioned at a longer streamwise distance from the grid where the turbulence

intensity was lower. Among the five grids, MIG-I was the only one producing an appreciable

heat transfer enhancement when it was placed at xLE/Ht = 5. This effect is attributed to the

28



(a) FSG (FOV1) (b) FSG (FOV2)

(c) MIG-I (FOV1) (d) MIG-I (FOV2)

(e) MIG-D− (FOV1) (f) MIG-D− (FOV2)

Fig. 12: Contour plots of St∞/StNG∞ on the plate for FSG (first row), MIG-I (second row) and
MIG-D− (third row); xLE/Ht = 1.5. Note that the colour scale is different for each configuration.

Grid E1e,2 (xLE/Ht = 1.5) E1e,2 (xLE/Ht = 5)

RG75 1.12 1.01
SSG150 1.28 1.05
FSG 1.16 1.04
MIG-I 1.21 1.12

MIG-D− 1.13 1.06

Table 5: Values of E1e,2 for the best performing configurations with the grids placed at xLE/Ht =
1.5 (slot D) and at xLE/Ht = 5 (slot C).

streamwise persistence of higher near–wall velocity caused by this grid.
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Fig. 13: Streamwise variation of the ratio St∞/StNG∞ for selected grids for xLE/Ht = 1.5 (a) and
5 (b). Black horizontal dashed lines mark the values 0.93 and 1.07.

5 Correlation between heat transfer and free stream properties

The main objective of this section is to devise a possible correlation of the heat transfer rate

with the mean flow profile and the properties of the turbulence produced by the grids used in our

experiments. For this purpose, we performed cross-wire measurements with the unheated plate

in the wind tunnel and each of the six selected grids RG75, SSG150, SSG150-B, FSG, MIG-I and

MIG-D− positioned so that xLE/Ht = 1.5. Measurements were carried out at two downstream

stations, X/Lp = 0.03 (x/Ht = 1.8) and X/Lp = 0.52 (x/Ht = 3.3), in approximately the half

of the test section that contained the plate (−0.39 . z/Wt . 0.06), and up to a distance of

about 10 mm from the plate. Fig. 14 shows the transverse profiles of mean velocity, turbulence

intensity, integral length scale and large-scale anisotropy factor u′/w′ at the two stations. At

X/Lp = 0.03, the mean velocity was strongly non-uniform in z for the grids with the largest

x∗ (SSG150, SSG150-B and FSG). At X/Lp = 0.52, all profiles had a reduced non-uniformity,
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but those of SSG150-B and the two MIGs maintained significant gradients. It is important to

note that, at both stations, U/U∞ was considerably larger for SSG150 than for SSG150-B in the

proximity of the flat plate. The anisotropy ratio u′/w′ was approximately constant away from

the plate (−0.2 ≤ z/Wt) and increased steeply with proximity to the wall, in conformity with

literature on turbulent boundary layers.

Considering that the turbulence intensity in the present flows is fairly small when compared

to 1, we may plausibly assume that there is an approximately linear relationship between the

local value of the ratio St∞/StNG∞ (see Eq. 8) and the turbulence intensity at a reference position

zr, which is outside the boundary layer but close enough to the wall for the flow there to be

equivalent to a free stream in uniform flow over a flat plate:

St∞
StNG∞

=
Ur
U∞

(
a+ b

u′r
Ur

)
, (9)

where a and b are empirical coefficients. Introducing a “free stream” Stanton number as

Str =
h

ρfilmcpfilmUr
, (10)

we may write Eq. 9 as
Str
StNG∞

= a+ b
u′r
Ur

. (11)

Before proceeding with the analysis, it is necessary to determine a suitable “free stream”

location zr for each streamwise station for which we had measurements of both the heat transfer

rate and flow statistics, namely, for X/Lp = 0.03 (x/Ht = 1.8) and X/Lp = 0.52 (x/Ht = 3.3).

This task was complicated by the absence of flow measurements within the boundary layer and

the general turbulence inhomogeneity. We determined zr as the location of optimal fit of Eq.

11 to the available results. Fig. 15 shows the sum of squared residuals res =
∑no

i=1 (Di −Fi)2

and the coefficient of determination R2 = 1 − res/
[∑no

i=1

(
Di − n−1o

∑no
i=1Di

)2], where Di are
the measured values of Str/StNG∞ , Fi are the predictions of Eq. 11, and no = 6 is the number

of considered grids. An “optimal” zr = −0.36Wt, corresponding to a distance of 27 mm from

the plate, was defined confidently for X/Lp = 0.52; at that location, res had a clear minimum,

while also R2 had a high maximum (0.91). One may note that zr = −0.36Wt is also the location

where the anisotropy parameter u′/w′ began to deviate significantly (by approximately 10%)

from its level away from the plate (see Fig. 14(h)). In absence of boundary layer profiles, one
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Fig. 14: Transverse (normal to the plate) profiles of mean velocity (first row), turbulence intensity
(second row), integral length scale (third row) and large-scale anisotropy factor (fourth row) at
X/Lp = 0.03 (left column) and X/Lp = 0.52 (right column). Vertical dashed lines mark the
position (z/Wt = −0.42) of the side of the flat plate where the heat transfer was measured.

can therefore use the ratio u′/w′ as an indicator of proximity to the plate, and predict the heat

transfer coefficient by evaluating the flow properties at the location where this ratio starts to
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Fig. 16: Heat transfer enhancement against turbulence intensity at zr/Wt = −0.39, X/Lp = 0.03
(empty symbols) and at zr/Wt = −0.36, X/Lp = 0.52 (filled symbols). The solid lines are linear
fits (Eq. 11) to the experimental data and dashed lines mark ±5% deviations from the fits.

increase with respect to its plateau value. For X/Lp = 0.03, a weak minimum of res occurred at

zr = −0.39Wt (a distance of 12 mm from the plate), but R2 was very small for the entire range

of z considered.

The ratio Str/StNG∞ at zr is plotted against u′r/Ur in Fig. 16. Near the start of the plate

(X/Lp = 0.03), this ratio was insensitive to u′r/Ur, which indicates that the effect of the nearby

boundary layer trip and that of free stream mean velocity dominated the local heat transfer and

obscured any possible free stream turbulence effect. This explains why R2 had a small value for

the fit of the data at X/Lp = 0.03. On the opposite side, at the downstream station X/Lp = 0.52

the effect of u′r/Ur was significant. This is demonstrated by the rise in the value of the coefficient

b in Eq. 11 from 0.002 at X/Lp = 0.03 to 0.017 at X/Lp = 0.52. For X/Lp = 0.52 the value of
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Fig. 17: Values of integral length scale Lu and dissipation length scale Lε at X/Lp = 0.03,
zr/Wt = −0.39 (a) and X/Lp = 0.52, zr/Wt = −0.36 (b). The dot-dashed lines indicate
Lε = 1.5Lu (Cε = 1).

the fitted origin a of Eq. 11 was remarkably close to 1 (a = 1.01), thus allowing one to recover

Str ≈ StNG∞ in no–grid flow. The observation that the free stream turbulence intensities were

approximately the same for grids SSG150 and SSG150-B shows that the difference in heat transfer

rates for these two grids was entirely due to differences in free stream velocities. The mean shear

rates produced by the present MIGs were too small to allow determination of any mean shear

effect, but it seems clear that a grid that generates a sustainable high velocity near the grid (like

MIG-I) would enhance heat transfer, despite the decay of turbulence with downstream distance

from the grid.

Besides the effect of turbulence intensity, we investigated the possible effect of the length scale

of the energy containing motions in the free stream. We considered measurements of the integral

length scale Lu as well as estimates of the dissipation length scale Lε = 1.5u′3/ε, computed from

measurements of u′ and the kinetic energy dissipation rate ε. Considering that Lε = 1.5Lu/Cε,

where the dissipation coefficient is defined as Cε = εLu/u
′3, the two length scales would be
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proportional to each other only if Cε were constant (see Vassilicos, 2015, for a review on the

topic). Figure 17 shows the values of both Lu and Lε at z = zr for X/Lp = 0.03 (Fig. 17(a)) and

X/Lp = 0.52 (Fig. 17(b)). Despite a considerable variation in the values of Lu and Lε produced

by the six selected grids (the largest value of Lε was approximately four times the smallest one

for X/Lp = 0.52), the ratio Str/St
NG
∞ was not correlated with either length scale, after the

effect of turbulence intensity was accounted for. In conclusion, for the grids and experimental

conditions of the present work, the length scale of the energy containing motions did not have a

measurable effect on the heat transfer enhancement by turbulence.

6 Conclusions

Eleven turbulence-generating grids were investigated for their potential to increase the convective

heat transfer on a flat plate mounted in a wind tunnel and heated by Joule’s effect. The flow

downstream of the grids was characterised with hot-wire (cross-wire) measurements, both with

and without the flat plate in the wind tunnel. Two-dimensional maps of the local heat transfer

coefficient were obtained by measuring the wall temperature distribution on the heated side of the

plate with an IR camera. All grids had approximately the same blockage ratio (σg = 25%−28%)

and were grouped into three classes: regular square-mesh grids (RGs), single-square grids (SSGs)

and multi-scale grids (FSG and MIGs). The three MIGs were designed following the original work

of Zheng et al. (2018), and produced shear flows in which the mean velocity was approximately

linear in the direction z normal to the plate.

In an effort to assist the design of efficient heat transfer systems, we quantified the heat

transfer enhancement produced by each grid and compared results at the same position X on

the plate. We found that a substantial enhancement (with respect to the no grid case) in the

spanwise-averaged values of the Stanton number can be achieved with SSG150 (by approximately

30%) and with MIG-I (by roughly 20%) when the plate is at a short distance (xLE/Ht = 1.5)

from the grids. Grid SSG150-B, similar to SSG150 but with a vertical bar close to the heated

side of the plate, failed to increase the net heat transfer rate for the same U∞. For an increased

separation between the plate and the grid (xLE/Ht = 5), MIG-I was found to be the only grid

causing an appreciable increase in the Stanton number (about 10%) that far downstream. For

each of the MIGs tested here, the heat transfer behaviour on the plate was found to be very

sensitive to the orientation of the grid with respect to the plate, i.e. with the larger (MIG-C,
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MIG-I and MIG-D) or with the smaller (MIG-C−, MIG-I− and MIG-D−) multi-scale iterations

located close to the heated wall.

Velocity profiles in the direction z normal to the plate were taken for a selected number

of grids (RG75, SSG150, SSG150-B, FSG, MIG-I and MIG-D−) in order to explain the heat

transfer results. These measurements, taken with the unheated plate in the wind tunnel, showed

noticeable non-uniformity of the mean velocity and inhomogeneity of the turbulence at down-

stream distances that would be along the plate, when it was inserted in the test section. The

ratio St∞/StNG∞ at the mid-length of the plate (X/Lp = 0.52) was found to increase with mean

velocity and turbulence intensity at a reference downstream distance zr, which was outside the

boundary layer but close enough to the wall for the flow there to be equivalent to a free stream

in uniform flow over a flat plate. The location zr can be approximately predicted as the loca-

tion where the ratio u′/w′ starts to increase with respect to its plateau value (away from the

plate). In the proximity of the step used to promote transition, the ratio St∞/StNG∞ was found

to increase with mean velocity but also to be insensitive to the turbulence intensity in the range

3% < u′/U < 20%. It is speculated that the heat transfer behaviour at the beginning of the

plate was dominated by tripping effects rather than by free stream turbulence. Differently from

other empirical studies (see e.g. Hancock and Bradshaw, 1983; Blair, 1983) on heat transfer

enhancement from a flat plate, neither the integral length scale Lu nor the dissipation length

scale Lε were found to significantly affect the heat transfer augmentation for the range of ex-

perimental conditions tested here. A full resolution of this contradiction is left for future works

where: (i) dedicated boundary layer measurements could be performed, (ii) a larger range of in-

tegral/dissipation length scales could be produced, and (iii) several relative grid-plate positions

could be tested.

From a practical point of view, this work showed that, for the operating conditions of this

experiment and for a value of σg = 28%: (i) single-square grids (SSGs) with large t0/L0 and large

x∗ are a simple and effective solution to increase the heat transfer on a flat plate close to the grid;

(ii) the bars of the SSGs should be placed sufficiently far from the heated wall (SSG150), so that

they would not introduce a strong mean velocity deficit near the wall (SSG150-B), which can

prevent a net heat transfer augmentation despite high local turbulence levels; (iii) multi-scale

inhomogeneous grids (MIGs), which generate turbulent shear flows, are effective in enhancing

heat transfer, even with large separation between the grid and the plate (xLE/Ht = 5), and their

design can be optimised to produce high values of both mean velocity and turbulence intensity
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close to the wall; (iv) the most efficient configuration for the MIGs tested here is that of MIG-I

for which the multi-scale iterations with lower blockage and thicker bars are on the same side of

the plate.

It is important to stress that the mean shear rate produced by the MIGs tested here was too

low to assess its role on the convective heat transfer from a flat plate. New dedicated experiments

with grids and/or other shear flows generators should be carried out to shed light on this issue, i.e.

to investigate the effect of the mean velocity gradient as decoupled to that of mean velocity and

turbulence intensity. Here it has been shown that MIGs can be used to produce mean velocity

profiles which are linear in the transverse direction, and therefore invariant with downstream

distance x from the grid for some appreciable range of x. As a result, producing a turbulent

shear flow with the MIGs is an efficient solution to achieve sustained heat transfer enhancement

over long distances, in contrast to all other types of grids tested here.
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Fig. 18: Centreline mean velocity (first row), turbulence intensity (second row), large-scale
anisotropy factor (third row), integral length scale (fourth row) and Taylor length scale (fifth
row) for RGs (first column), SSGs (second column) and MIGs (third column).

Appendix: Centreline turbulence statistics

The centreline mean velocity Uc for the three categories of grids (RGs, SSGs and MIGs) is shown

in Figs. 18(a)-(c). For configurations for which the centreline passes through an open section of

the grid (RG75 and SSGs, see Fig. 2), rather than through a bar, Uc/U∞ was sensibly larger than

1 in the proximity of the grid (x/Ht . 1) and then decreased downstream. This is consistent
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with the presence of a jet at each opening of the grid and a wake behind each bar, which resulted

in a pronounced inhomogeneity of the flow in the very near-field of the grid. The streamwise

evolution of the centreline turbulence intensity is shown in Figs. 18(d)-(f) and is discussed in

Section 3.1 of this paper.

The large-scale anisotropy factor u′/v′ is shown in Figs. 18(g)-(i) for the various grids.

Following a near-field developing region, the ratio u′/v′ approached a constant value close to 1

for almost all configurations, thus indicating that the centreline large-scale turbulent fluctuations

became isotropic at a sufficient distance from the grid. For MIG-I the ratio u′/v′ increased with

x for x/Ht & 5.5 (see Fig. 18(i)) in contrast to the other configurations. Figs. 18(j)-(l) and Figs.

18(m)-(o) show respectively the integral length scale Lu and the Taylor length scale λ. Both Lu

and λ increased with x but, while Lu also increased with the distance between the bars L0, λ was

found to be on the contrary almost invariant with L0. Note in fact that the centreline profiles

of λ are approximately collapsed for the RGs (Fig. 18(m)) and for the SSGs (Fig. 18(n)). One

can see that both Lu and λ increased faster with x for MIG-I than for MIG-C and MIG-D when

x/Ht & 5.5, this being also the location where the ratio u′/v′ started to increase for MIG-I. Since

the MIGs shared a very similar geometry and considering that the magnitude of the shear rate

was the highest for MIG-I (see Section 3.2), it is possible that the higher shear was the cause for

the higher growth of the turbulence length scales.

For the two grids with the highest values of t0, SSG150 and SSG-150B, one can expect the

vortex shedding from their bars to be clearly detectable, at least close to the grid. For this

purpose, the power spectral densities of u and v, Eu and Ev, are shown in Figs. 19(a)-(b) for

SSG150 and in Figs. 19(c)-(d) for SSG150-B (sketches of the two grids are also shown in the

same figures) at a series of downstream locations. For both grids, the energy spectra exhibit

a well-defined inertial range where Eu ∝ f−pu and Ev ∝ f−pv , with pu and pv both close to

5/3. For the positions closer to the grids (x/xpeak ≤ 1) it is possible to distinguish a dominant

frequency fsh where the energy spectra show a clear peak, i.e. the vortex shedding frequency

of the bars. This frequency was fsht0/U∞ = 0.21 for both SSG150 and for SSG150-B. It is

interesting to note that, differently from SSG150, for SSG-150-B the spectrum of u (see Figs.

19(c)) shows a second clear peak at a higher frequency, ft0/U∞ = 0.33. Since this second peak

is not present in the energy spectrum of v (see Figs. 19(d)), it perhaps appears as a result of

the interaction between the shedding motions from the vertical bars (separated by a distance of

L0/2) of SSG150-B (see Fig. 2(e)).
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(c) SSG150-B - u
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(d) SSG150-B - v

Fig. 19: Power spectral density of u (left) and of v (right) on the centreline for SSG150 (top)
and SSG150-B (bottom).
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