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Abstract— In this work suitable architectures and high-  effect. In order to face the nonlinearities, the use of second
throughput FPGA implementations of Volterra Decision  order Volterra filters as FFF and FBIés been proposed [5]
Feedback Equalizers (VDFEs) for optical communication links  [6].
are presented Two VDFE configurations were selected based on . .
the available resources of the employed FPGA devices, and two _ In hardware implementations of DFEs, the feedback loop
multiplexer-based architectures were developed for each ofégm  limits the achievable frequency imposing an upper bound on
in order to achieve the target throughput. The comparisonfothe ~ the throughput [7]. To avoid this limitation, a multiplexer-
experimental results with respect to different VDFE based approach was proposked [9], where the recursive
configurations, throughput, and FPGA devices points out the scheme was reformulated eliminating the computational units
platform-specific ~design characteristics. The introduced from the feedback loop. Alternative approaches trying to
architectures meet the desired 10Gb/s throughput, so it is reduce the hardware cost of the multiplexer-based method
demonstrated that the FPGA is a suitable platform for high-  were presented in [10] and [11]. However, as they maintain all
speed optical fiber communication systems. or a part of the computational units inside the feedback, loop

which cannot be pipelined, they are not suitable for high-

Keywords— Decision Feedback Equalizer, Volterra Filters throughput FPGA implementations.
FPGA, Fiber Optical Communication Links.

In this paper efficient pipelined and parallel architectures
I INTRODUCTION and high-throughput FPGA implementations of Volterra-

The use of optical communication systeimableto meet based DFEs (VDFEs) are presented. Two particular VDFE
the growing demand for bandwidth as the data transmissigipnfigurations were implemented taking into account the
rates increase. Thus, optical communication systems based bRGA-specific characteristickor the design of the feedback
the Intensity Modulation/Direct Detection (IM/DD) have beenloop the multiplexer-based approach was employed and
used extensively for optical links. Although coherent opticapdapted to the Votlerra filter. The introduced architectures
systems achieve higher transmission rates, direct detectidwlly exploit the platform-specific resources to produce high-
offers low-cost and simple receiver design, since the optical t8P€ed implementations. Both of the architectures meet the

electrical conversion is realized via a photo-detector[?]] target throughput of 10Gb/s, and they are able to achieve rates
of 11Gb/s and 17Gb/s. Despite the significant increase of the

Nevertheless, the limited capacity of the optical fiberscomplexity by the use of the Volterra filters, it is demonstrated
causes important channel impairments that needb&o tnat the FPGA technology can be used as a candidate platform

overcome The advance of the semiconductor technology hag, achieve high-speed implementations amenable for optical
provided a means to electronically compensate all or a part @hmmunication links.

the Chromatic Dispersion (CD), thus reducing or even . ] ]
eliminating the costly optical compensation modules. This The paper is organized as follows. In Sectibnthe

enables the use of high-capacity channels over long distanceardware architecture is presented. The algorithmic
[1]-[3]. transformations are demonstrated and the employed FPGA-

specific features are highlighted. In SectioHl the

~ A widely used structure to suppress signal distortion irexperimental results are provided and discussed. Finally,
high-speed communication systems is the Decision Feedbaggctionv concludes the paper.

Equalizer (DFE) [4]1t uses a Feed-Forward Filter (FFF) and a
Feed-Back Filter (FBF) in order to cancel precursor and . HARDWARE ARCHITECTURE
postcursor InterSymbol Interference (ISI), respectively (i.e.

the overlapping between the current received symbol witg - . :
. . ymbol period and/(t) the electrical signal produced at the
previous and subsequent ondspwever, in IM/DD systems, o qiver” In order the equalizer to be less sensitive to the

the conventional DFE, consisting of linear filters, isnotable tg_ > ", : : S :
efficiently mitigate the ISI, because the CD has a nonline teceiver’s sampling phase, fractional spacing is used, that is

Fwo samples per symbol are processed. THe Fractionally
This work was funded through a grant (THALES PROTOM) the

framework of the O.P. Education and Lifelong Learnfrgm Communit
(EFS) and national funds.

LetI(n) € {0,1} be the transmitted binary sequentgthe




() yea(n) yp(n) ® u(n) i) f/epl)arately and then connected properly to form the plaralle
M olterra filters.
Ye2(N)
v @ B. FB Transformations
a
The application of pipelining is not straightforward in the

case of thd-B loop of the equalizer, since the direct insertion

o
of pipeline registers in the loop alters the implemented
algorithm by changing the transfer function of the system.

clieli—=—1
| 7 3 Moreover due to the quantization of the summed outg(u)
————— ©) b of the FF and FB filters, the outpifh) of the equalizer cannot

Yra2(N)

& © be directly expressed as a function of the previous outputs,
generating a loop with large computational delay after
(b) © unrolling the equation that describes it.

Fig. 1. VDFE: Top-level SFG (a), VFFH) SFG (b). VFBR() SFG (c). To overcome the above limitations, a multiplexer-based

pproach is employed [9]. This approach exploits the specific
roperty of the DFE that the output value of the quantizer
equals to one of a set of predetermined values (“0”, “17). As
the output of the quantizer is fed to the FBF, all the possible
output values of the FBF can be precomputed. This assumes

Spaced (FS) Volterra equalizer aiming at recovering th
transmitted information in the Non-return to Zero On/Off
Keying (NRZ-OOK) optical communications system is
described by the following equation.

2 M1 that the equalizer is not adaptive, which means that the values
u(n) = fLy(n—m+ of the coefficients of the FBF are fixed and known. In the case
; miOM ) of the Volterra filter, the inputs of the FIR filters also have
2% % binary values, since the multiplication of the fed-back binary
(n- - 1 ' - h
i1 m=0 r,;ml . m i M)y (M=) + @ outputs correspond to the operation of logical AND.
M .y .
. r : After the addition of the precomputed values with the
b, .. I(n—-m)I(n- e
le::l m;m o (=M H(0-m) output of the FF part and the quantization of the result, the

B _ possible output values of the equalizer become available.
whereyy(n) = y(nTs+ T/4) andy,(n) = y(nTs+3TJ4) denote the  Thepn  the proper one is selected based on the previous

received FS signals, arh) = Q(u(n)) is the received symbol, equalizer outputs using a multiplexer (Fig. 2a). Iris th
with Q() representing a decision device that maps the Signalyycture, the components that perform arithmetic operations
%leg:g E/lltheMr )1's Orse(c)j 'tngtre%uo%Qotﬁfatglrsdgripc?fr,trggetﬁsllr:gé dgre not included in the feedback loop, which contains only a 1-
' t Mp) 1S U . . hit 2'°-to-1 multiplexer; thus, they can be easily pipelined.
Forward (FF) and Feed-Back (FB) filters, respectively. Thel_he values j i:f > N WhereyN:iob corresp())/nz F;o e
Signal Flow Graph (SFG) of the VDFE is depicted in Fig. 1 the possible values of the outpgtn) of the FBF. In the case

The FF part of the equalizer consists of two linear filterspf the Volterra filter they involve coefficients from all the FIR
with coefficients denoted biyt, andf %, and two second order filters of the FB Volterra kernel Also, the dashed blocks

Volterra kernels, with coefficients denoted fidy ., andf %, ,,  correspond to FPGA specific blocks and are discussed in the

(Fig. 1b) The FB part omprises a second order Volterra following subsection.

kernel, with coefficients denotdty by, m, (Fig. 1c). The linear The parallel architecture of the reformulated feedback
part of the FB filter is incorporated in the diagonal of thestructure is derived by applying the lookahead transformation
corresponding second order Volterra kernel, because in thj]. This transformation adds registers inside the multiplexer
case 1{n) = 1(n). This equalizer is denoted hereafter asioop at the expense of lookahead stages consistingtmil2-
VDFE(My, Mp). multiplexers (Fig. 2b). After unrolling the pipelined structure

To meet the high-throughput requirements of the optic the inner delays are distributed inside the parallel multiplexer
communication systems, the application of the techniques a&?c’p' Hence, if the number of delays inside the initial loop
pipelining and parallelism is compulsory. However, due to th quals to the applied parallelism, the unfolding results in a

recursive nature of the equalizer, different approaches must r#lﬁip;pil'rnedsloofﬁ har\:]lngn?ne; lregllstﬁr tzjetvgleen therrparallr?:j
employed for the FF and FB sections. uliplexers. S0, the amount of lookahead stages corresponds

to the number of the required parallelism.

A FF Transformations o i . ) When the number of the parallel data-paths is greater than
The FF part can be easily pipelined by inserting registerhe order of the FBF, a low-complexity DFE architecture

between the filters’ components (adders, multipliers). The pased on incremental block processing can be employed [12]

synchronization between the parallel data-paths from the inpwccording to this approach, for a parallel architecture of a

to the output is guaranteed if the same amount of delays §g,-th order filter, the firsM, outputs are produced in parallel

inserted in all data-paths [8]. The parallel structure of the Fiyhjle the L-M, outputs are calculated directly from the

Volterra filter can be derived by unrolling the first two terms previous ones, eliminating the lookahead stages and resulting

of (1) so that all the parallel outputs are describedin area reduction. In this work both the straightforward and the
Alternatively, the parallel FIR filterscan be developed jncremental approaesare considered.



o one registers making the correct synchronization of these
Koy o inputs impossible.
Alf;/z((”z) a b I1l. EXPERIMENTAL RESULTS AND DISCUSSION
A1) The presented architectures were described through a
% i parametric VHDL model. fie correct functionality was
verified through extensive Post Place & Route simulations and
woel | - comparisons with a reference fixed-point MATLAB model
At o using various input vectors produced by the simulation model
A“f(”) ﬂ of the optical transmission channel. The devices chosen for the
| A L implementation of the designs were the Xilinx FPGAs
[ e XCBVSX475T and XC7VX8ST. As it is the first time that
| a such systems are implemented on a FPGA, any comparison
bpn(r) with other similar designs cannot be performed.

@) (b)
Fig. 2. a) Reformulated feedback structure b) One stageipgakl
reformulated feedback structure

According to the available DSP resources, two VDFE
configurations among the efficient VDFEs proposed in [6]
were selected, namely the VDFE(5,3) and VDFE(7,4). Also,
C. FPGA Design Particularities three throughput targets (5, 7, and 10Gb/s) were set in order to
To achieve a high-performance implementation thestudy the scalability of the designed architectures, which
specific DSP-oriented features of the Xilinx FPGA devicesgg:/riizzo(n\ﬂrggxéhf \f/'?t\fi?tlg)r:_] 7n _0(/;—? E'JI'thfa Isécégr?g tQO:TJF:nGnA
were fully exploited The dedicated hardware block for ! .
performiné arilt)hmetic operations in Xilinx FPGAs is the corresponds to the employed parallelism and the total latency

; ! . ; , in clock cycles, while the other two columns present the

DSP48EL slice [13]it mainly consists of a 25x18 bits two’s w0 d aren by means of fabric resources and DSP slices.
complement multiplier followed by a 48-bit accumulator,
which can be used separately, along with internal pipeline From the implementation results it can be observed that
registers. To operate at full speed, the use of the adder requithe majority of cases achieves the target throughput with the
two pipeline registerplaced in the adder’s input and output.  same number of parallel data-paths. Consequently, the
However, as the adder cannot be bypassed, the multiply gthievable frequency is the same for all the counterpart
multiply-add operations require additionally one registelgesigns. This is caused by the inability of the designed
between the multiplier and the adder. architectures to fully exploit the dedicated DSP

When the adder is used separately, it is able to operate iifferconnection resources, even though all the components
Single Instruction Multiple Data (SIMD) mode, as dual 24-bitthat perform arithmetic operations were mapped on DSP
or quad 12-bit adder. In our case the required wordlength tglices, as discussed in subsection 11.C.
satisfy the system specification in terms of BER is 14 bits, . . .
whichy was gerived F;fter extensive simulations. So, in th Moreover, the.D.SP mterconngcﬂon_delay IS af_fected by
precomputation stage, one DSP slice is used to perform thrﬁée amount of logic implemented in fabric. When this amount
14-bit additions, as depicted by the dashed block in Fig. 245 Small, the placement of the fabric components and thecfabri
The management of the finite arithmetic was done manuall ipeline registers between the DSP slices is more efficient.

by properly aligning the operands and deriving the resul. hus, the design achieves the target throughput with smaller
_parallelism. On the other hand, for larger designs, further

and dedicated high-speed interconnections exist in ea@tgoing signals of the DSP slice makes the design more
column for cascading two DSP slices. Also, to operate at highsomplex, leading to even larger routing delay.

speed, only one register can be used between two cascaded

DSPs [13]. Thus, this scheme was used for implementing the Comparing the straightforward and the incremental
FIR filters. approacks it is derived that the parallelism and thus the

o _ frequency is the same for the majority of cases. As a result, the
On the other hand, the multipliers and adders, whictyymper of utilized DSP slices is equal in both approaches for
provide the filter’s inputs and sum their outputs (Fig. 1), are  those cases. However, because of the large computational
also implemented in DSP slices but they use fabrigejay of the incremental computation block, this approach
interconnections. This happens beca_use the_ second input_ dhuires more pipeline registers to operate at the same
the DSPs of these components is provided by fabrigrequency as the straightforward one. In other words, the area
interconnection. Hence, to improve the delay, this input mustost of the pipelining compensates for the lower complexity of
be registered, while one or more extra registers areede®d  the incremental approach, resulting in designs of similar fabric
the routing line. However, in that way, the first input of thegreqa utilization. Nevertheless, for large parallelism, the use of
DSP slice is coming through the high-speed interconnectiofycremental processing reduces the occupied slices at the
line having one register in this line, while the second input igxpense of larger latency. The above is a specific feature of
provided via the fabric interconnection employing more tharpgas. In contrast, in ASICs, less registers are needed as the



TABLE 1. IMPLEMENTATION RESULTS FORVDFE(5,3)WITH TABLE I1. IMPLEMENTATION RESULTS FORVDFE(5,3)WITH
STRAIGHTFORWARD PARALLELISM INCREMENTAL PROCESSING
Throughput | Parallelism/ Area Throughput | Parallelism/ Area

[Gbrs] Latency [ slices [ DSPs [Gb/s] Latency | siices | DSPs
5 12/37 3,781 744 5 12/35 3,537 744
7 16/44 7629 | 992 | § 7 16/58 7,022 [ 992 | §
10 24/52 12,787 | 1,488 10 24/62 9,996 | 1,488
5 11/27 3,021 682 5 10/42 3,068 620
7 16/45 6,889 | 992 | S 7 15/56 4543 ] 930 | S
10 24/54 13,023 | 1,488 10 24/62 10,200 | 1,488

TABLE lII. IMPLEMENTATION RESULTSFORVDFE(7,4)WITH TABLE IV. IMPLEMENTATION RESULTS FORVDFE(7,4)WITH
STRAIGHTFORWARD PARALLELISM INCREMENTAL PROCESSING
Throughput | Parallelism/ Area Throughput | Parallelism/ Area

[Gbis] Latency Slices | DSPs [Gb/s] Latency Slices | DSPs
5 12/42 9,538 | 1,224 5 12/50 9,134 | 1,224
7 16/44 12,528 1,632 | § 7 16/64 13,243] 1,632 | §
10 N/A N/AT | N/A 10 N/AT N/AT | N/A
5 12/41 8,878 | 1,224 5 12/50 9,022 | 1,224
7 16/43 12,461 | 1,632 S, 7 16/56 12,162 | 1,632 S,
10 24/60 22,743 | 2,448 10 24/69 18,555 | 2,448

B N/A: Not Available (Not enough DSP slices)

routing delay is not so important and the incremental approaagxperimental
always outperforms the straightforward one in terms of area. architectures are suitable for optical communications systems
with data rates of 10Gb/s and beyond.

In the case of the VDFE(5,3) implemented on Virtex-7 for
the targets of 5 and 7Gb/s, the area reduction due to the use of
incremental computation facilitates the placement and routing
of the architecture components, allowing to achieve the [y
target throughput with smaller parallelism. However, for the
case of 10Gb/s, the reduction is not sufficient to decrease tl&
routing delay. The same holds for the implementation of the
VDFE(5,3) on Virtex-6, since the area reduction is not enougffl
to influence the mapping procedure on a smaller device. On
the contrary, comparing the straightforward parallel approac
of VDFE(5,3), the Virtex-7 implementation achieves 5Gb/s
with lower parallelism than the Virtex-6 one [6]

As the design grows either due to the increase of the
parallelism or the filters’ orders, the use of a larger device 7]
cannot provide better performance in terms of frequency.
Thus, the occupied area by the counterpart designs on
different platforms is owing to the difference in the amount of8l
pipeline registers, since the parallelism is the sameE‘J
Nevertheless, the increase of the available DSP resourc 4
makes the Virtex-7 FPGA a suitable platform for the
implementation of the VDFE(7,4) for 10Gb/s, which cannofio]
be achieved on the Virtex-6 device. Furthermore, after
occupying almost all the available DSP slices of the Virtex-
device, the achieved throughput of the VDFE(5,3) and'!!
VDFE(7,4) was 17Gb/s and 11Gb/s, respectively.

IV. CONCLUSION 2]
In this paper efficient FPGA implementations of two
Volterra-based DFEs have been presented. The architectuféd
were implemented in different FPGA devices and the design
and platform particularities were demonstrated. Based on the

B N/A: Not Available (Not enough DSP slices)

results, it is proved that the
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