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#### Abstract

The purpose of this work is to present a learning workshop covering various physics concepts aimed at strengthening physics/engineering student understanding about the remarkable properties of two dimensional materials, graphene in particular. At the basis of this learning experience is the idea of blending and interconnecting separate pieces of knowledge already acquired by undergraduates in different courses and to help them visualize and link the concepts lying beyond separate chunks of information or equations. Graphene represents an appropriate unifying framework to achieve this task in view of its monatomic structure and various exotic processes peculiar to this and some other two dimensional crystals. We first discuss essential elements of group theory and their application to the symmetry properties of graphene with the aim of presenting to physics/electronic engineering undergraduates that in a system characterized by symmetry properties such as a crystal, the acquisition of the solutions of the Schrödinger equation is simpler and easier to visualize than when these properties are ignored. We have then selected and discussed some remarkable properties of graphene: the linear electron energy-momentum dispersion relation in proximity of some edge points of the Brillouin zone; the consequential massless Dirac behaviour of the electrons; their tunnelling behaviour and the related Klein paradox; the chiral behaviour of electrons and holes; the fractional quantum Hall effect in massless particles; and the quantum behaviour of correlated quasiparticles observable at macroscopic level. These arguments are presented in a context covering related pieces of knowledge about classical, quantum and relativistic mechanics. Finally, we mention current applications and possible future ones with the aim of providing students with an expertise that could be useful for further work


experiences and scientific investigations regarding new materials, having farreaching implications in various fields such as basic physics, materials science and engineering applications.
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## 1. Introduction

The electronic industry has been constrained by the need for making faster and smaller devices characterized by lower and lower power consumption [1]. Conventional technologies based on silicon/germanium seem to be close to their limits. An alternative way, in continuous progress, concerns the synthesis and use of two dimensional (2D) ${ }^{1}$ materials whose groundwork is rather complex and recent, since they were previously considered to be not stable for reasons connected with long range fluctuations, present in large structures of this type, that require little energy to produce breaking of the structure [2]. Although in these structures, both each atom and the entire lattice as a whole are subject to interactions with the environment, and technological difficulties are relevant, different 2D materials consisting of monatomic or diatomic components have become available in the last 10 years. Those of the first type are monolayer or bilayer structures that can be planar or corrugated, those of the second type are almost always bilayer. They may be insulators, semimetals, semiconductors, superconductors or metals [3].

Reduction of dimensionality produces a variety of new effects of interest to research as well as industry, not found in 3D materials. Some of them are: high electronic mobility (appreciably greater than in conventional semiconductors); absence of gap (in monolayer structures and in some bilayer ones) as well as gap presence (mainly in asymmetric bilayer structures), both affect the electron features in a variety of modes; massless behaviour of Dirac electrons that determines tunnelling peculiarities quite different from those usually found in particles subject to quantum mechanics laws; unexpected microscopic collective properties detectable at the macroscopic level (appreciably different from those found in superconductivity or superfluidity); chiral behaviour of electrons and holes (not found in electrons and/or holes in conventional semiconductors); anomalous magnetic properties (the fractional Hall effect) and so on. Well known 2D compounds are: graphene, silicene, germanene, stanene, boron nitride (BN), $\mathrm{MoS}_{2}$, gallium sulphide (GaS), etc [3]. Graphene is a single layer of graphite, obtained by mechanical exfoliation of small mesas of highly oriented pyrolytic graphite by Novoselov et al in 2004 [4]. Since then, there has been a massive explosion of interest in the study of its properties [5-8]. Indeed, thanks to its remarkable unusual electrical, magnetic and optical properties, the scientific and technological applications of this material seem to be unlimited [9]. Graphene has been and is the object of interesting studies (both theoretical and experimental) and findings since a large number of parameters characterizing this material-such as mechanical stiffness, strength and elasticity, electrical and thermal conductivity, very high electron mobility at room temperature, optical absorption, complete absence of permeability to gases, ability to sustain extremely high densities of electric current-are extraordinary and exceed those characteristic of other materials [10]. All these supreme properties justify its nickname of a 'miracle material'. In view of these peculiar properties, the European GRAPHENE Project was launched in October 2013 [11] with

[^0]the aim of building a multidisciplinary research base on this material including electronics, spintronics, photonics, mechanics, etc. Graphene properties are also useful to understand those of other carbon-based materials, including graphite, large fullerenes, nanotubes, etc.

Nowadays, a deeper understanding of the peculiarities characterizing the electron behaviour in graphene is essential in undergraduate education of electronic engineering and physics students, as well as in materials technology, since the current scientific awareness of the quantum peculiarities of graphene is beyond the scope of usual undergraduate courses and outside the experience of most non-specialist physicists. Traditional courses about quantum physics, solid state physics and materials science provide students with a theoretical background on the symmetry properties, free electron and band approximations, relativistic behaviour of the particles, peculiarities of semiconductors, features of 2D materials, etc; however, these courses do not provide students with a sufficient mastery, since the concepts are presented as separate pieces of knowledge, not interconnected. The students, consequently, have difficulties in visualizing and connecting the physics beyond different pieces of information or equations [12, 13]. An efficient instruction method should have a general character, engaging them toward a full comprehension of fundamental concepts and training them to connect transversal facts that at first look may appear to be unrelated [14]. Graphene is a suitable topic to achieve this task.

In the first part of our proposed learning path, we summarize and apply some concepts of solid state physics, such as the symmetry properties of the hexagonal crystal lattice [15], group theory [16] and the calculation of energy states [17, 18]. In fact, the knowledge and application of symmetry operations, peculiar of a periodic structure, allow us to generate a set of wave functions having symmetry properties that greatly help us to visualize the electron state peculiarities and to calculate the energy eigenvalues [17-19]. This phase of the didactic path, designed as an addition to advanced courses in quantum mechanics, could perform several tasks: (i) from an educational point of view, it provides an illustrative example of the advantage of using the concepts of reciprocal space and symmetry; (ii) from a general point of view, it allows the students to achieve a basic awareness of group theory and its use in calculating the electron properties, that could be useful for further work experiences on the structure of other materials; (iii) from a particular point of view, it should provide them with a mastery to deal with the peculiarities of this crystal and of other similar layered hexagonal materials, normally not addressed in standard courses.

The aim of the second part of the learning path is to elucidate some electronic peculiarities of graphene that produce very unusual phenomena, like the Dirac fermions, Klein paradox, chirality and anomalous quantum Hall effect, and their possible technological applications. The proposed activity could be carried out at the end of the regular lectures, in order to avoid interference with the regular classes and to integrate student learning. The learning path could be structured as a five-week workshop with three hours of lectures per week plus two hours of tutorials. An essay should be assigned each week to the class to be due before the next lecture. We believe that the reasoning sequence proposed in this study may help physics/engineering students to surmount eventual epistemological problems and to achieve a mastery of the physics concepts introduced here. Students working in groups should be guided to solve problems, explore models and be engaged in classroom discussions about the problem under study, by assembling links between evidence and explanations. Moreover, such an experience may also help learners to develop the required skills necessary to deal with the inevitable hurdles that are encountered when addressing a research problem [14].

The paper is organized as follows. In section 2, we briefly introduce the crystal structure, electronic configuration and symmetry properties of the hexagonal lattice, often overlooked in the textbooks, and summarize in appendix A some basic definitions of group theory. These are applied to the construction of the symmetry dependent wave functions (some examples are reported in appendix B) and to the calculations of the energy levels in the simplified model of the free electrons. In section 3, we will also deal with the effects of the lattice periodic potential on the electron energies (band theory). Special attention is paid to the K-points in the Brillouin zone. Section 4 includes (i) a discussion of the behaviour of the quasiparticles as Dirac fermions with effective massless properties, as a consequence of the linear dispersion in a limited region of the Brillouin zone close to the K-point; (ii) the Klein paradox and chirality. In section 5, we discuss the Hall effect with a particular emphasis on the anomalous quantum Hall effect. Section 6 summarizes some of the possible technological applications of graphene not possible in semiconductor materials currently used. Educational outcomes and concluding remarks are given in Section 7.

## 2. Crystal structure, electronic configuration and symmetry properties of graphene

### 2.1. General considerations

The structure of graphene monolayer consists of a 2D plane honeycomb lattice of densely packed carbon atoms composed of two interpenetrating triangular sub-lattices A and B (red and blue colours in figure $1(a)$, respectively); by translating a primitive cell (green parallelogram), that contains two non-equivalent carbon atoms, the actual hexagonal lattice is obtained.

The real lattice, as well as the reciprocal one, are simple hexagons [20], as shown in panels (b) and (c) of figure 1. It is convenient to use expressions depending on the primitive vectors $\mathbf{t}$, in the real space and $\mathbf{b}$ in the reciprocal space labelled by the subscripts 1 and 2 indicating the directions of the primitive axes. Their Cartesian components are [17]

$$
\begin{align*}
& \boldsymbol{t}_{1}=\left(\frac{a}{2}\right)(\sqrt{3} \boldsymbol{i}-\boldsymbol{j}) \quad \boldsymbol{t}_{2}=a \boldsymbol{j}  \tag{1a}\\
& \boldsymbol{b}_{1}=\left(\frac{2}{a \sqrt{3}}\right) \boldsymbol{i} \quad \boldsymbol{b}_{2}=\frac{1}{a \sqrt{3}}(\boldsymbol{i}+\sqrt{3} \boldsymbol{j}) \tag{1b}
\end{align*}
$$

where $a$ is the carbon-carbon distance equal to $1.42 \AA$ [21]. The angle between $\mathbf{t}_{1}$ and $\mathbf{t}_{2}$ is $120^{\circ}$, that between $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$ is $60^{\circ}$ (figures $1(\mathrm{~b})$ and (c)).

Figure 1(a) shows that each carbon atom of a sub-lattice is at $1.42 \AA$ from its three neighbours, belonging to the other sub-lattice and shares one $\sigma$ bond with each of them. All carbon orbitals are $\mathrm{sp}_{2}$ hybridized (one 2 s orbital together with the $2 \mathrm{p}_{x}$ and the $2 \mathrm{p}_{y}$ orbitals generate three $\mathrm{sp}_{2}$ orbitals). All $\mathrm{sp}_{2}$ orbitals form in-plane $\sigma$-bonds with the $\mathrm{sp}_{2}$ orbitals of the neighbouring carbon atoms. The bonding orbital associated with each $\sigma$-bond is occupied by two electrons with opposite spin. This configuration gives rigidity to the structure, but it does not contribute to the conductivity. The remaining electron, in the $2 \mathrm{p}_{z}$ orbital, contributes to the fourth covalent $\pi$-bond, which is oriented in the $z$-direction (perpendicular to the planar structure). Two atoms per cell contribute to this bond. One can visualize the $\pi$ orbital as a pair of symmetric lobes oriented along the $z$-axis and centred on the nucleus. Each atom has one of these $\pi$-bonds, which are then hybridized together to form what are referred to as the $\pi$-band
(a)

(b)
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Figure 1. (a) Crystal structure of graphene monolayer; the green parallelogram represents the primitive cell; (b) real lattice and (c) reciprocal lattice.


Figure 2. Diagrams illustrating points to which the point marked $X_{0}$ is transformed by the rotations (a), reflections $\sigma_{\mathrm{v}}(\mathrm{b})$ and $\sigma_{\mathrm{d}}(\mathrm{c})$ constituting the group $\mathrm{C}_{6 \mathrm{v}}$.
and $\pi^{*}$-band. These bands are responsible for most of the peculiar electronic properties of graphene.

### 2.2. Symmetry properties of the free electron wave functions in the graphene lattice

The point group of the hexagonal lattice (denoted $\mathrm{D}_{6 \mathrm{~h}}$, see appendix A for the notation used in group theory) consists of 24 operations. Of these, 12 refer to the rotations about the $z$-axis and reflections about vertical planes. These operations constitute the group $\mathrm{C}_{6 \mathrm{v}}$, subgroup of $\mathrm{D}_{6 \mathrm{~h}}$, and are: the identity (E), five rotations about the $z$-axis: two by $60^{\circ}\left(\mathrm{C}_{6}\right.$ and $\left.\mathrm{C}_{-6}\right)$, two by $120^{\circ}$ $\left(\mathrm{C}_{3}\right.$ and $\left.\mathrm{C}_{-3}\right)$, one by $180^{\circ}\left(\mathrm{C}_{2}\right)$, six reflection vertical planes, three of them bisect two opposite faces ( $\sigma_{\mathrm{v} 1}, \sigma_{\mathrm{v} 2}$ and $\sigma_{\mathrm{v} 3}$ ), the others connect two opposite corners ( $\sigma_{\mathrm{d} 1}, \sigma_{\mathrm{d} 2}$ and $\sigma_{\mathrm{d} 3}$ ). The panels of figure 2 show the effects of $\mathrm{C}_{6 \mathrm{v}}$ on a generic point $\mathrm{X}_{0}$ [17].

To determine the effects of $\mathrm{C}_{6 \mathrm{~V}}$ on a plane wave, it is convenient to operate in the hexagonal coordinate system. Introducing the dimensionless quantities $\mathrm{h}_{1}, \mathrm{~h}_{2}, \xi, \eta$ peculiar to this system, we have [17]

$$
\begin{equation*}
\psi(\mathbf{r})=\mathrm{e}^{2 \pi \mathrm{i}(\mathbf{k} \cdot \mathbf{r})}=\mathrm{e}^{2 \pi \mathrm{i}\left(\mathrm{~h}_{1} \mathbf{b}_{1}+\mathrm{h}_{2} \mathbf{b}_{2}\right) \cdot\left(\xi \mathbf{t}_{1}+\eta \mathbf{t}_{2}\right)} \tag{2}
\end{equation*}
$$

To visualize the effects of the symmetry operations, we consider, as an example, the rotation of the coordinate system by an angle $+60^{\circ}$. We obtain

Table 1. Effect of the symmetry operation on a generic coordinate function $\psi\left[\xi \mathbf{t}_{1}+\eta\right.$ $\left.\mathbf{t}_{2}\right]$. The two last columns show how the primitive vectors $\mathbf{t}_{1}$ and $\mathbf{t}_{2}$ transform under the operations of the point group.

| Symmetry operation | Effect of the operation | on $\mathrm{t}_{1}$ | on $\mathrm{t}_{2}$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{E} \psi[\mathbf{r}]=\psi\left[\xi \mathbf{t}_{1}+\eta \mathbf{t}_{2}\right]$ | Identity | $\mathrm{t}_{1} \rightarrow \mathrm{t}_{1}$ | $\mathrm{t}_{2} \rightarrow \mathrm{t}_{2}$ |
| $\mathrm{C}_{6} \psi[\mathbf{r}]=\psi\left[(\xi-\eta) \mathbf{t}_{1}+\xi \mathbf{t}_{2}\right]$ | Rot $60^{\circ}$ counterclockwise | $\mathrm{t}_{1} \rightarrow \mathrm{t}_{1}+\mathrm{t}_{2}$ | $\mathrm{t}_{2} \rightarrow-\mathrm{t}_{1}$ |
| $\mathrm{C}_{-6} \psi[\mathbf{r}]=\psi\left[\eta \mathbf{t}_{1}+(-\xi+\eta) \mathbf{t}_{2}\right.$ | Rot $60^{\circ}$ clockwise | $\mathrm{t}_{1} \rightarrow-\mathrm{t}_{2}$ | $\mathrm{t}_{2} \rightarrow \mathrm{t}_{1}+\mathrm{t}_{2}$ |
| $\mathrm{C}_{3} \psi[\mathbf{r}]=\psi\left[-\eta \mathbf{t}_{1}+(\xi-\eta) \mathbf{t}_{2}\right]$ | Rot $120^{\circ}$ counterclockwise | $\mathrm{t}_{1} \rightarrow \mathrm{t}_{2}$ | $\mathrm{t}_{2} \rightarrow-\mathrm{t}_{1}-\mathrm{t}_{2}$ |
| $\mathbf{C}_{-3} \psi[\mathbf{r}]=\psi\left[(-\xi+\eta) \mathbf{t}_{1}-\xi \mathbf{t}_{2}\right]$ | Rot $120^{\circ}$ clockwise | $\mathrm{t}_{1} \rightarrow-\mathrm{t}_{1}-\mathrm{t}_{2}$ | $\mathrm{t}_{2} \rightarrow \mathrm{t}_{1}$ |
| $\mathrm{C}_{2} \psi[\mathbf{r}]=\psi\left[-\xi \mathbf{t}_{1}-\eta \mathbf{t}_{2}\right]$ | Rot $180^{\circ}$ | $\mathrm{t}_{1} \rightarrow-\mathrm{t}_{1}$ | $\mathrm{t}_{2} \rightarrow-\mathrm{t}_{2}$ |
| $\sigma_{\mathrm{v} 1} \psi[\mathbf{r}]=\psi\left[\xi \mathbf{t}_{1}+(\xi-\eta) \mathbf{t}_{2}\right]$ | Refl plane vert $\mathrm{y}=0$ (\\|x) | $\mathrm{t}_{1} \rightarrow \mathrm{t}_{1}+\mathrm{t}_{2}$ | $\mathrm{t}_{2} \rightarrow-\mathrm{t}_{2}$ |
| $\sigma_{\mathrm{d} 2} \psi[\mathbf{r}]=\psi\left[\eta \mathbf{t}_{1}+\xi \mathbf{t}_{2}\right]$ | Refl plane diag $\theta=30^{\circ}$ | $\mathrm{t}_{1} \rightarrow \mathrm{t}_{2}$ | $\mathrm{t}_{2} \rightarrow \mathrm{t}_{1}$ |
| $\sigma_{\mathrm{d}-2} \psi[\mathbf{r}]=\psi\left[\left[(\xi-\eta) \mathbf{t}_{1}-\eta \mathbf{t}_{2}\right]\right.$ | Refl plane diag $\theta=-30^{\circ}$ | $\mathrm{t}_{1} \rightarrow \mathrm{t}_{1}$ | $\mathrm{t}_{2} \rightarrow-\mathrm{t}_{1}-\mathrm{t}_{2}$ |
| $\sigma_{\mathrm{v} 2} \psi[\mathbf{r}]=\psi\left[(-\xi+\eta) \mathbf{t}_{1}+\eta \mathbf{t}_{2}\right]$ | Refl plane vert $\theta=60^{\circ}$ | $\mathrm{t}_{1} \rightarrow-\mathrm{t}_{1}$ | $\mathrm{t}_{2} \rightarrow \mathrm{t}_{1}+\mathrm{t}_{2}$ |
| $\sigma_{\mathrm{v}-2} \psi[\mathbf{r}]=\psi\left[-\eta \mathbf{t}_{1}-\xi \mathbf{t}_{2}\right]$ | Refl plane vert $\theta=-60^{\circ}$ | $t_{1} \rightarrow-t_{2}$ | $\mathrm{t}_{2} \rightarrow-\mathrm{t}_{1}$ |
| $\sigma_{\mathrm{d} 1} \psi[\mathbf{r}]=\psi\left[-\xi \mathbf{t}_{1}+(-\xi+\eta) \mathbf{t}_{2}\right]$ | Refl plane diag $\mathrm{x}=0(\\| y)$ | $\mathrm{t}_{1} \rightarrow-\mathrm{t}_{1}-\mathrm{t}_{2}$ | $\mathrm{t}_{2} \rightarrow \mathrm{t}_{2}$ |

$$
C_{6} \psi(\mathbf{r})=\mathrm{e}^{\left.2 \pi \mathrm{i}\left\{\left(\mathrm{~h}_{1} \mathbf{b}_{1}+\mathrm{h}_{2} \mathbf{b}_{2}\right) \cdot\left[(\xi-\eta) \mathbf{t}_{1}+\xi \mathbf{t}_{2}\right)\right]\right\}}=\mathrm{e}^{2 \pi \mathrm{i}\left[\left(\mathrm{~h}_{1}+\mathrm{h}_{2}\right) \cdot \xi-\mathrm{h}_{1} \eta\right]}
$$

where the last term has been obtained by taking into account the relations between the real and reciprocal lattice; the factor $\left[(\xi-\eta) \mathbf{t}_{1}+\xi \mathbf{t}_{2}\right]$ is a consequence of the effects of this rotation on the coordinates that are $t_{1} \rightarrow t_{1}+t_{2}, t_{2} \rightarrow-t_{1}$.

Table 1 shows, in analytic format, how a generic function of the coordinates $\psi\left[\xi \mathbf{t}_{1}+\eta \mathbf{t}_{2}\right]$ transforms.

The remaining 12 operations are obtained from the former operations through reflection about the horizontal plane $\left(\sigma_{\mathrm{h}}\right)$ that changes the $\mathbf{z}$-component of an orbital into $-\mathbf{z}$. In the present simplified analysis, based on the free electrons model in a planar structure, the symmetry properties of the wave function of a free electron moving in the $x y$-plane are analyzed using $\mathrm{C}_{6 \mathrm{v}}$. When complete band theory calculations are carried out, the symmetry properties discussed here are still valid but the group $\mathrm{D}_{6 \mathrm{~h}}$ must be used and the Hamiltonian as well as the wave functions are formally more intricate since they involve $\mathrm{s}, \mathrm{p}_{x}$ and $\mathrm{p}_{y}$ orbitals ( $\sigma$-bonds even with respect to $\sigma_{\mathrm{h}}$ ) and $\mathrm{p}_{z}$ orbitals ( $\pi$-bonds odd with respect to $\sigma_{\mathrm{h}}$ ).

## 3. Lower electron energy states for monolayer graphene

### 3.1. Free electron model

The symmetry operations of a lattice leave its Hamiltonian unchanged since it reflects the symmetry of the system. In view of this property and of the orthogonal condition among bases of different irreducible representations, the Hamiltonian has diagonal matrix elements between bases belonging to the same irreducible representation. It follows that when we factorize the secular determinant into blocks of lower order, we shall deal with differential equations whose degree is smaller than that encountered in the case in which the symmetry properties are ignored. If a representation has dimensionality greater than one, we will have a number of degenerate states equal to its dimensionality and their eigenfunctions will behave as bases for that irreducible representation [17]. The knowledge of the energy states allows us to locate eventual degenerations, in the proximity of them there may be an accumulation of energy states available to the charge carriers.


Figure 3. High symmetry points and lines in the graphene reciprocal lattice.
In the free electrons model the electrons are not bound to any particular atom, but the effects of the symmetry related to the presence of the periodicity are accounted for.

The electron wave function $\psi_{\mathbf{K}}(\mathbf{r})$ is characterized by a wave vector $\mathbf{K}$, whose components are along the directions of $\mathbf{b}_{\mathbf{1}}$ and $\mathbf{b}_{\mathbf{2}}$. Since the range of variability of $\mathbf{K}$ is very large and the reciprocal lattice is periodic, it is customary to consider the sum $\mathbf{K}=\mathbf{k}+\mathbf{h}$, where $\mathbf{k}$ may vary inside the first Brillouin zone (reduced wave vector), whereas $\mathbf{h}$ is a reciprocal lattice vector. They are defined as follows:

$$
\begin{equation*}
\boldsymbol{k}=\left(\boldsymbol{k}_{1}+\boldsymbol{k}_{2}\right), \quad \boldsymbol{h}=\left(\boldsymbol{h}_{1}+\boldsymbol{h}_{2}\right)=\left(h_{1} \boldsymbol{b}_{1}+h_{2} \boldsymbol{b}_{2}\right) \tag{3}
\end{equation*}
$$

with $h_{1}$ and $h_{2}$ integers; the subscripts 1 and 2 indicate the components of $\mathbf{k}$ and $\mathbf{h}$ along the directions of the primitive axes. The Hamiltonian eigenvalues are

$$
\begin{equation*}
\varepsilon_{K}=\frac{\hbar^{2}}{2 m} K^{2}=\frac{\hbar^{2}}{2 m} \cdot\left[\left(\boldsymbol{h}_{1}+\boldsymbol{k}_{1}\right)+\left(\boldsymbol{h}_{2}+\boldsymbol{k}_{2}\right)\right]^{2} \tag{4}
\end{equation*}
$$

The application of the $h$ operations of the point group on $\mathbf{K}$ will change its direction, leaving its modulus unchanged. The set of these $h$ values is called star of $\mathbf{K}$. However, some particular cases of relevant importance may occur: (i) $\mathbf{K}$ lies along a symmetry direction, (ii) $\mathbf{K}$ touches an edge of the Brillouin zone, (iii) $\mathbf{K}$ terminates at a generic point. The first two cases, denoted as special points, are of interest since the number of different values of $\mathbf{K}$ in the star $\left(h^{\prime}\right)$ is smaller than $h$. These vectors form a new group (g), that is a subgroup of G. The energies of the vectors obtained upon application of the symmetry operations are equal since they depend on $\mathrm{K}^{2}$.

In the calculation of the electron energy states and degenerations, it is convenient to pay attention to some high symmetry points and/or lines of relevant importance. They are (see figure 3):

- the centre of the Brillouin zone ( $\Gamma$-point);
- the centres of the face of the hexagon ( $\mathrm{M}_{j}$-points);
- the lines $\Gamma$ - $\mathrm{M}_{j}$ (lines $\sum_{\mathrm{j}}$ );
- the verticess of the face ( $\mathrm{K}_{j}$ points);
- the lines $\Gamma-\mathrm{K}_{j}$ (lines $\mathrm{T}_{j}$ ).

In order to calculate the wave functions, related eigenvalues and degeneracies, the procedure is
(1) to choose the line or point of interest and determine the eventual subgroup of the crystal full point group;
(2) to determine the range of variability of $\mathbf{k}$ or its value if a line or a point are considered;
(3) to work out the explicit wave function $\psi_{\mathbf{k h}}(\mathbf{r})$;
(4) to apply to $\psi_{\mathbf{k h}}(\mathbf{r})$ the projection operator defined in appendix A.

Some useful examples of wave function calculations are reported in appendix B.

### 3.2. Effects of the periodic potential

In a periodic structure, a Bloch wave function is

$$
\begin{equation*}
\psi_{\mathbf{K}}(\mathbf{r})=\varphi_{\mathbf{K}}(\mathrm{r}) \mathrm{e}^{\mathrm{i} \mathbf{K} \cdot \mathbf{r}} \tag{5}
\end{equation*}
$$

where $\varphi_{\mathbf{K}}(\mathrm{r})$ has the periodicity of the lattice and $\mathbf{K}$ is the wave vector. It describes a oneelectron state (or two if spin is considered) and has the same amplitude at equivalent positions in the lattice.

A translation of a quantity $\mathrm{T}_{\mathrm{n}}=\mathrm{nr}_{\mathrm{j}}$ adds to the wave function a phase factor according to

$$
\begin{equation*}
\psi_{\mathbf{K}}\left(\mathbf{r}+\mathbf{T}_{\mathbf{n}}\right)=\psi_{\mathbf{K}}(\mathbf{r}) \mathrm{e}^{\mathrm{i} \mathbf{K} \cdot \mathbf{T}_{\mathrm{n}}} \tag{6}
\end{equation*}
$$

If the potential energy is null, constant or weak with respect to the kinetic energy of the electrons being considered, the free electron approximation applies since $\varphi_{\mathbf{K}}(\mathrm{r})$ reduces to a normalization constant. When we are dealing with bound electrons (the valence states, $\sigma$ bonds in graphene), $\varphi_{\mathbf{k}}(\mathrm{r})$ will be appreciably varying in the neighbourhood of the nuclei where it tends to approximate the wave function of an inner shell electron of the free atom, whereas it tends to become a smooth function in the intermediate regions.

A method used in calculations that take into account the presence of the crystal potential in the Hamiltonian is the tight binding method. We give a short summary of it [22, 23]. Consider two atoms each with a valence electron in the outer shell. When they are brought together, their wave functions $\psi_{1}$ and $\psi_{2}$ partially overlap. The possible combinations are: $\psi_{1} \pm \psi_{2}$. These new states are characterized by different energies since the charge distributions in the space in between the two nuclei are different. Consequently, a twofold degenerate state corresponding to the two atoms far apart splits into two non-degenerate states. This argument can be extended to a long chain of atoms; the periodic perturbation due to the crystal potential removes almost completely the degeneration and the N -degenerate states are replaced by N levels constituting a bunch. The new wave functions are Bloch functions and are used in the calculation of the electron energies by diagonalizing the Hamiltonian. It follows that the crystallographic potential determines rearrangements of the dispersion curves both in value and shape with respect to those found in the free electron model. A pioneering work about disclosing the band features of the graphite lattice has been carried out by Wallace [21] in 1947, using the tight binding approximation. Other relevant papers are those by Lomer [24], Malard et al [7] and the recent and exhaustive papers by Kogan et al [8, 25, 26]. These authors have prevalently used the tight binding method, occasionally the OPW-pseudopotential approximation [23].

The panels of figure 4 report the dispersion curves in the reduced Brillouin zone, calculated according to the free electron model (left panel) and to the tight binding model (right panel). It must be taken into account that in the free electron model the energy is always positive, whereas in band energy calculations the zero energy is taken at the Fermi level. For the sake of comparison between the two panels, we have shifted the energy scale in the left panel, setting the zero value at the same value of the right panel.


Figure 4. Left: Lowest energy values in the hexagonal lattice along the symmetry lines $\mathrm{T}(\Gamma-\mathrm{K}), \mathrm{T}^{\prime}(\mathrm{K}-\mathrm{M}), \sum(\mathrm{M}-\Gamma)$ and at their edge points, calculated by ignoring the crystal potential. Right: Band structure evaluated with the use of the full potential linearized plane wave method (FP-LAPW). The red-marked lines are well converged single graphene layer bands, while the grey background corresponds to a continuous spectrum. Figure adapted with permission from Ref. [8]. Copyrighted by the American Physical Society.

The parabolic shape of the dispersion curves in the free electron model becomes approximately parabolic in the tight binding model; the values of $\varepsilon(\mathbf{k})$ consequently differentiate and some degenerations typical of the free electron approximation are removed. A remarkable result is the unusual behaviour near the K-points at zero energy in the right panel of figure 4. The valence band and the conduction band touch each other (absence of gap) and the $E-k$ curve becomes linear with good approximation. Due to this linear behaviour, both electrons and holes behave as relativistic fermions obeying the Dirac equation, discussed in section 4.1. Consequently, the six K-points are denoted Dirac points. They are the principal points of interest when studying the electronic properties of graphene. This is noteworthy in comparison to conventional semiconductors where the primary point of interest is generally $\Gamma$, where momentum is zero [27].

This linear behaviour, noted by Wallace [21], has been explained by Katsnelson et al [28] as a consequence of the graphene crystal structure consisting of two non-equivalent carbon lattices. Quantum mechanical hopping between the two lattices determines the formation of two bands that intersect at the edge of the Brillouin zone at the K-point where the dispersion is linear and the particles exhibit a massless behaviour. The Fermi level crosses the energy scale at this K-point [6]. Both electrons and holes in the upper band and in the lower one, respectively, contribute to the electric conductivity [21].

At the end of this part of the workshop our students should have acquired a necessary knowledge of the effects of the crystal potential useful to treat the problem of calculating the energy levels in the context of band theory. This knowledge/expertise could be useful for further work experiences on other crystalline materials.

## 4. Massless fermions, Dirac equation and the Klein paradox

### 4.1. Dirac equation

As mentioned above, the dispersion curve, obtained by expanding the full band structure in proximity of the K-points as $\mathbf{k}=\mathbf{K}+\mathbf{q}$, with $|\mathbf{q}| «|\mathbf{K}|$, has an approximately linear shape [21]:

$$
\begin{equation*}
E_{ \pm}(\boldsymbol{q})=\hbar v_{F}|\boldsymbol{q}|+O\left[\left(\frac{q}{K}\right)^{2}\right] \tag{7}
\end{equation*}
$$

where $\boldsymbol{q}$ is the momentum measured relatively to a K-point, $v_{F}$ is the Fermi velocity, ( $v_{F} \approx 10^{6} \mathrm{~m} \mathrm{~s}^{-1}$, or $1 / 300$ th the speed of light in vacuum [27]) and zero energy has been taken at the K-point [8].

It follows that the dispersion relation depends only on the magnitude of the wave vector and represents a set of modes forming the surface of a pair of cones in the energy-momentum space that touch at the K-point in monolayer graphene. The upper cone represents modes with positive energy with respect to the K-point energy, the lower one represents negative energy modes. In this approximation, there is no gap and these quasiparticles (Dirac fermions) behave differently from the charge carriers in metals or semiconductors, where the energy spectrum has an approximate parabolic dispersion relation.

To deepen this aspect it is worth recalling and comparing the equations governing a quantum free particle with those to be used for a relativistic one.

The Schrödinger equation is homogenous and linear in order to respect the property of superposition, and it is a differential equation of first order with respect to time specifying that the solution $\psi(\mathrm{r}, \mathrm{t})$ at a given initial state uniquely defines the time evolution of the system. This equation does not satisfy the principle of relativity that treats space and time as a whole. In the relativistic context both space and time derivatives should enter symmetrically in the differential equation and must be of the same order. The momentum and energy that are derivatives of the space-time vector are related by the relation

$$
\begin{equation*}
E^{2}=\left(p^{2} c^{2}+m^{2} c^{4}\right)=\left(k^{2} \hbar^{2} c^{2}+m^{2} c^{4}\right) \tag{8}
\end{equation*}
$$

where $m c^{2}$ is the relativistic particle (the electron) rest energy. It follows that

$$
\begin{equation*}
E= \pm \sqrt{\left(p^{2} c^{2}+m^{2} c^{4}\right)}= \pm \sqrt{\left(k^{2} \hbar^{2} c^{2}+m^{2} c^{4}\right)} \tag{9}
\end{equation*}
$$

which infers positive as well as negative energy values for a free particle. In order to solve this puzzle, Dirac suggested the existence of antiparticles occupying the states with negative energy. If the available states are completely occupied the exclusion principle forbids transitions among them. Vice versa, at $\mathrm{T}>0$, transitions become possible: some electrons occupying the upper states of the lower band move in the upper band and the empty states in the lower band are occupied by holes, their antiparticles.

Proceeding in a similar way to that adopted to obtain the Schrödinger equation, it is possible to formulate the equation

$$
\begin{equation*}
-\hbar^{2} \frac{\partial^{2}}{\partial t^{2}} \psi(\mathrm{r}, \mathrm{t})=-\hbar^{2} c^{2} \nabla^{2} \psi(\mathrm{r}, \mathrm{t})+m^{2} c^{4} \psi(\mathrm{r}, \mathrm{t}) \tag{10}
\end{equation*}
$$

known as the Klein-Gordon equation, that satisfies the criteria of homogeneity and linearity, but it does not satisfy the criterion of being of first order with respect to time.

### 4.2. Klein paradox and chirality

An interesting feature of relativistic particles is their insensitivity, under some conditions, to external electrostatic potentials, known as the Klein paradox. According to it, the Dirac fermions can be transmitted with probability close to unity through a classically forbidden region. We here give a simplified visualization of the Klein paradox similar to that used by other authors in dealing with graphene [28-30]. An exhaustive account can be found in [31]. The behaviour of a moving particle when it encounters a step potential $V_{0}$, greater than its kinetic energy, depends critically on its nature. A classical particle is reflected; a quantum one


Figure 5. Schematic diagram of the spectrum of quasiparticles in single-layer graphene. The diagrams illustrate the values of the Fermi energy $E$ across the potential barrier of height $V_{0}$.
can tunnel though the barrier although the tunnelling probability decreases exponentially with the thickness and height of the barrier. For relativistic particles, governed by the Dirac equation, the situation is more complex: consider an electron in the upper state of figure 5, travelling in the direction of increasing values of $x$ with a positive value of $k$ in the absence of potential. If the particle encounters a potential step $V_{0}$, one must take into account whether the quantity $E-V_{0}$, is greater than zero or not. In the first case, the electron will continue to propagate with a new value of $k$ satisfying the relation

$$
\begin{equation*}
E-V_{0}=\sqrt{\left(k^{2} \hbar^{2} c^{2}+m^{2} c^{4}\right)} \tag{11}
\end{equation*}
$$

In the second case, one must distinguish two cases: (i) if $E-V_{0}<m c^{2}$, it will be $k^{2}<0$, the momentum inside the potential barrier is imaginary and the wave function decays exponentially, (ii) if $V_{0}$ is sufficiently high so that $E-V_{0}<-m c^{2}$, it can be $E-$ $V_{0}=-\left[\hbar^{2} \mathrm{k}^{2} c^{2}+m^{2} c^{4}\right]^{1 / 2}$ and again $k^{2}>0$. In this case, the propagation of an electron becomes possible for states in the lower branch since the electron is turned into a hole inside the barrier and changed back to an electron outside the barrier. Therefore the propagation is possible and the transmission probability approaches the value 1 only for low-energy electrons and very high values of the potential barrier $V_{0}$, in stark contrast with nonrelativistic particle tunnelling.

The group velocity $\mathrm{d} k / \mathrm{d} x$ is positive for particles of the upper branch with positive values of $k$ as well as for particles of the lower branch with negative values of $k$. Consequently, an electron continues to propagate with a negative momentum. Two particles, one in the upper band and one in the lower band, behave as an electron and a hole (or a positron in nuclear physics) since they have identical properties, except for their charges that are opposite [9, 28]. This property is called chiral behaviour ${ }^{2}$. This behaviour does not occur in semiconductors in which the Schrödinger equations as well as their solutions are different for electrons and holes, due to the different effective masses and shapes of the dispersion curves.

At the end of this part of the workshop our students should have gained familiarity with the main peculiarities of the electron behaviour of graphene, consolidating their knowledge

[^1]about the equations governing the motion of a classical free particle, a quantum free particle, or a relativistic one.

## 5. The Hall effect

The Hall effect is peculiar of systems with free or nearly free charged particles whose motion is affected by a magnetic field in the presence of an electric field. We here consider 'different' Hall effects, characteristic of 2D materials:

1. The classical Hall effect (CHE): it occurs at room temperature in the presence of a longitudinal electric field and a transverse weak magnetic field in a conductor;
2. The integer quantum Hall effect (IQHE): it occurs at low temperature in the presence of strong transverse magnetic fields. It cannot be treated as a perturbation since it requires a new quantization rule;
3. The fractional quantum Hall effect (FQHE): it is a particular case of the previous one. It occurs in few 2D materials (graphene is one of them) in which the electrons acquire a collective behaviour and exhibit unexpected features.

### 5.1. Classical Hall effect

Consider a 2D conductor lying in the $x y$-plane, and apply an electric field $\boldsymbol{E}_{\mathbf{x}}$ and a magnetic field $\boldsymbol{B}_{\mathbf{z}}$. The total force $\mathbf{F}$ acting on a charge $-e$ moving with velocity $\mathbf{v}$ is [22]

$$
\begin{equation*}
\mathbf{F}=-\mathrm{e}\left(\mathbf{E}_{\mathbf{x}}+\frac{1}{\mathrm{c}} \mathbf{v} \times \mathbf{B}_{\mathrm{z}}\right) . \tag{12}
\end{equation*}
$$

The two contributions in equation (12) influence the electrons lying in the Fermi sphere by impressing upon them a longitudinal acceleration and a centripetal acceleration. The effect of the random collisions, with average time $\tau$, acts as a frictional damping term in the equation of motion:

$$
\begin{equation*}
\mathbf{F}=\frac{\mathrm{d} \mathbf{p}(t)}{\mathrm{d} t}+\frac{\mathbf{p}}{\tau}=m\left[\frac{\mathrm{~d} \mathbf{v}(t)}{\mathrm{d} t}+\frac{\mathbf{v}}{\tau}\right] \tag{13}
\end{equation*}
$$

At equilibrium, the induced current I is constant and the field $E_{y}=-E_{x} \mathrm{e} B_{z} \tau / m c$ (Hall field, whose value is deducible from the above equations subject to the condition $\mathbf{v}=$ const), set up by the electrons that accumulate on one $y$-direction and deplete on the opposite one, prevents further charge accumulation balancing the Lorentz force. This effect is called the Hall effect.

Some other quantities or effects deducible from the above relations, valid at equilibrium $(\mathrm{d} \mathbf{p}(t) / \mathrm{d} t=0)$, will be of central interest in the following discussion. They are:
(i) the cyclotron frequency, $\omega_{\mathrm{c}}=\mathrm{e} B_{z} / m c$. It is the frequency of the rotatory motion impressed in the $x y$-plane by the Lorentz force acting on a moving free charge;
(ii) the Hall coefficient, $\mathrm{R}_{\mathrm{H}}=E_{y} / \mathrm{j}_{x} B_{z}=-1 /$ nec. It is proportional to the Hall field and depends on the sign and value of the surface charge concentration; it is often used to determine both quantities [22];
(iii) the material resistivity or magnetoresistance $\rho_{\mathrm{xx}}$. It is a constant, in fact it only depends on some peculiarities such as the surface charge density;
(iv) the Hall resistivity $\rho_{\mathrm{xy}}$, defined as $V_{\mathrm{H}} / I\left(V_{\mathrm{H}}\right.$ is the Hall voltage along the $y$-side) is proportional to $B_{z}$.


Figure 6. Left: Quasi-continuous states of a Fermi electron gas at $T=0$ in the absence of perturbations. Centre: rearrangement of the electron distribution on the left in the presence of a magnetic field and absence of impurity/phonon scattering (Landau levels). Right: Rearrangement of the electron states in the presence of impurities that cause scattering and electron trapping (localized states). Reproduced with permission from [33].

### 5.2. Integer quantum Hall effect

This effect was discovered by von Klitzing [32] a century after the discovery of the CHE. Before entering into its details, we must point out some peculiarities:
(a) If the product $\omega_{\mathrm{c}} \tau$ is small, the electrons cannot complete an orbit between two collisions. To enhance it, there are two ways that can be added together. One consists of reducing the temperature $T$ dependent processes that are responsible for the electron-phonon collisions: as $T$ is lowered, $\tau$ is enhanced. The other consists in increasing $B_{\mathrm{z}}$ and, consequently, $\omega_{\mathrm{c}}$. Temperatures of the order of 1 K or less and magnetic fields of $1-10$ Tesla are necessary to carry out the experiments discussed below; under these conditions, $\omega_{\mathrm{c}} \tau » 1$ and the electrons may complete many orbits without suffering collisions.
(b) Let us consider a gas of independent (free) electrons. As a consequence of their quantum behaviour, in the absence of external fields the quantum numbers $\mathrm{k}_{x}$ and $\mathrm{k}_{y}$ are equally spaced in a square sample (see for example figure 9.24a in [22]) and the energy levels are $\mathrm{E}(\mathrm{k})=\left(h^{2} / 2 m\right)\left(\mathrm{k}_{x}{ }^{2}+\mathrm{k}_{y}{ }^{2}\right)$. The presence of a field $B_{\mathrm{z}}$ produces a rearrangement of both electron motion and related energies. The orbits become circular (see figure 9.24 b in [22]), $\mathrm{k}_{x}$ and $\mathrm{k}_{y}$ are no longer good quantum numbers and the quasi-continuous quadratic dispersion law is replaced by a discrete one, whose values $E_{n}$, denoted Landau levels, are quantized and proportional to $B_{\mathrm{z}}$ according to

$$
\begin{equation*}
E_{n}=\left(n+\frac{1}{2}\right) \hbar \omega_{\mathrm{c}}, \quad(n=1,2,3 \ldots) \tag{14}
\end{equation*}
$$

The number of allowed orbitals on each orbit is constant for a given value of the magnetic field. The electrons cannot reside in the energy gaps in between or in the quasi-continuous $\mathrm{k}_{z}$ (unaffected by $B_{z}$ ) states that do not exist in a 2D crystal. Figure 6 shows how the transition


Figure 7. $\rho_{x x}$ and $\rho_{x y}$ of a relatively low-mobility 2 D electron gas in $\mathrm{GaAs} / \mathrm{Al}_{x} \mathrm{Ga}_{1-x} \mathrm{As} ; T=66 \mathrm{mK}, n=1.93 \cdot 10^{11} \mathrm{~cm}^{-3}$. Reproduced with permission from [34]. Copyrighted by the American Physical Society.
from the quasi-continuous Fermi levels to the highly degenerate Landau levels occurs. The degeneration $D$ increases with $B_{\mathrm{z}}$ according to the law $D=\rho \mathrm{B}_{\mathrm{z}}$ with $\rho=\mathrm{e}_{\mathrm{L}_{x}} \mathrm{~L}_{y} / h c$ [22]. The population of the occupied Landau levels consequently depends on $B_{\mathrm{z}}$ (to be considered as a variable) and on the size of the conductor (a constant). The electrons occupy these levels in increasing order up to the last one that may be completely filled or not. These properties apply to an ideal crystal structure.

In a real lattice, in which defects and impurities are unavoidable, things may be different. Let us suppose that only the lowest Landau level is completely filled and keep reducing $B_{z}$; the degeneration reduces too and an increasing number of electrons is compelled to migrate to the contiguous level that may be too high. From the energetic point of view, it will be more convenient for them to be trapped at localized impurity sites. Such electrons are not mobile and, consequently, they do not participate in the conductivity. A further reduction of $B_{z}$ reduces the Landau energy separation and it becomes convenient for the trapped electrons to occupy an available lower empty level. It turns out that the Landau levels in a real lattice are completely filled up or completely empty over a wide range of $B_{\mathrm{z}}$.

The IQHE shown in figure 7 consists of the concomitant quantization of the Hall resistivity $\rho_{x y}$ characterized by a step behaviour and in the drop of the magnetoresistance $\rho_{x x}$ to very low values [34]. Both are bound to the phenomenon of electron localization-delocalization and deserve a simultaneous discussion. The plateau in each step is explained in the context that there are always filled Landau levels with the exception of those values of $B_{\mathrm{z}}$ falling in the narrow ranges in which a transition from the last occupied Landau level to the next one occurs.

The experiments show that $\rho_{x y}$ varies by steps governed by the law

$$
\begin{equation*}
\rho_{x y}=\frac{\mathrm{h}}{s \mathrm{e}^{2}} \tag{15}
\end{equation*}
$$

where $s$ is an integer greater than zero and depends on $B_{\mathrm{Z}}$. The coefficient $\mathrm{h} / \mathrm{e}^{2}$ is a universal constant independent of the sample employed. It only depends on the value of the electronic charge.

The magnetoresistance $\rho_{x x}$ is consequently null since when some Landau levels are completely filled and others completely empty, there is no possibility of electron scattering, $\tau$ is extremely large and $\rho_{x x}$ is consequently null. In the narrow transition region in which $s$ assumes the contiguous value there are non-completely filled levels, scattering is possible, consequently $\rho_{x x}$ is not null.

It is worth observing that in an ideal structure, without defects, the IQHE will not be possible.

### 5.3. Fractional quantum Hall effect

This effect was discovered by Tsui et al in 1981 in 2D heterojunctions in which the lowest Landau level is partially occupied because of the low electron density [34]. The FQHE is detectable in these materials at very low temperatures ( $<0.5 \mathrm{~K}$ ) and extremely high magnetic fields ( $>150 \mathrm{~T}$ ). The main difference between the IQHE and the FQHE is that electrons behave as free (non-interacting) particles in IQHE and correlated interacting particles in the second case. The equal spacing of the Landau levels is here replaced by a collective behaviour of composite particles whose charge is smaller than $e$ and the level separation is proportional to $B_{z}{ }^{1 / 2}$. This effect was not expected since the charge of composite particles, such as the Cooper pairs in superconductivity, is a multiple of $e$. It has been explained in the context that bits of magnetic field are attached to each electron creating a new object whose properties are different from those of a free electron [32]. These particles experience an effective magnetic field $B_{\mathrm{z}}{ }^{*}$ that is different from the applied field $B_{z}$. Their motion seems to not depend strictly on the magnetic field and they may behave as bosons as well as fermions depending on the magnetic field. Due to the complexity of the problem, the treatment of the FQHE cannot be as rigorous as that in the IQHE.

The most relevant outcomes can be resumed as follows [35]:
(a) electron condensations occurs at about 1 K in the presence of magnetic fields of the order of 150 T ;
(b) about half of the lowest Landau level is complete;
(c) the electric conductivity is extremely high and the Hall conductance changes from $\mathrm{e}^{2} / \mathrm{h}$ to $\mathrm{e}^{2} / 2 \mathrm{~h}$;
(d) this process is little affected by the presence of small deviations of the electron density;
(e) condensation does not occur in all samples;
(f) particle masses are bound to the interactions with $B_{z}$ and to the particle-particle interactions and can be different from the free electron mass.

The consequence is that strongly interacting fermions in an external magnetic field $B_{z}$ transform into weakly interacting ones in the presence of a residual field $B_{z}{ }^{*}$ smaller than $B_{z}$.

To conclude, both quantum Hall effects are rare examples of microscopic effects on a macroscopic scale and have allowed us to establish very precise values of microscopic quantities such as the electron charge and the Planck constant that can be measured without being disturbed by the influence of the materials being used. Moreover, the fractional Hall effect helps us understand some physics governing interacting particles.
5.3.1. FQHE in massless particles (graphene in particular). Graphene differentiates from heterojunctions for the linear dispersion relation in the proximity of Dirac points [36]. We recall that near these points of the Brillouin zone, electrons exhibit a relativistic massless behaviour characterized by the dispersion law $E(\mathbf{q})= \pm \mathrm{h} \nu_{F}(\mathbf{q})$. It is obvious to expect the occurrence of processes not possible in the cases in which the usual dispersion law applies


Figure 8. Hall conductivity $\sigma_{x y}$ and longitudinal resistivity $\rho_{x x}$ of graphene as a function of their concentration at $B=14 \mathrm{~T}$ and $T=4 \mathrm{~K}$. Adapted by permission from Macmillan Publishers Ltd: Nature Publishing Group [37], Copyright (2005).
and, in fact, some aspects of the FQHE in graphene differentiate from those previously described.

The FQHE effect in graphene, discovered by Novoselov et al [37], is characterized by the following experimental peculiarities: (i) the conductivity never falls below a given minimum, (ii) the quantum Hall effect occurs at certain half values, (iii) the cyclotron electron mass is no longer their effective mass by the mass of a relativistic particle given by $E=m c^{2}$, and (iv) the Landau energy levels are now proportional to $B^{1 / 2}$.

To discuss these results, we must recall that at the K-points the conduction and valence bands have a conical behaviour. For the energy values, solutions of the relativistic equation are positive for the upper band and negative for the lower one. Their degeneracy obeys the following criterion: let us call $\mathrm{N}_{\mathrm{L}}$ the number of available sites in a level, the degeneracy of the ground state is $N_{L}$; it is occupied by $\mathrm{N}_{\mathrm{L}} / 2$ electrons and by an equal number of holes although with opposite chirality. The degeneracy of the other levels is $2 \mathrm{~N}_{\mathrm{L}}$ : they are occupied by $N_{L}$ electrons and by $N_{L}$ holes [38]. This fact helps us to understand the experimental results found by Novoselov et al reported in figure 8 [37].

The transversal conductance $\sigma_{x y}$ (along the $y$-direction) is quantized in steps with half integer multiples of $4 \mathrm{e}^{2} / \mathrm{h}$ (right hand scale in figure 8) and can assume positive as well as negative values ascribed to the electrons whose energy is greater than zero with respect to the Fermi level or to the hole conductivity whose energy is negative, respectively. The longitudinal resistivity $\rho_{x x}$, whose scale is on the left, is close to zero in each plateau interval.

It is worth comparing figure 7 for the IQHE to figure 8 for the FQHE in graphene. The main difference is bound to the presence of electrons in the first case and to both massless degenerate states of electrons and holes (chiral particles) in the second case. The horizontal and the vertical scales must be different: in figure 7 the results are plotted as a function of $B_{\mathrm{z}}$, in figure 8 the horizontal axis represents the density of charge that is zero at the lowest Landau level (Dirac point), it increases on the right hand side for the electrons and on the left for holes. The plateaus are present in both figures although with different meanings: in
figure 7, they indicate when a variation of the magnetic field is capable of producing the occupation of a previously empty Landau level, as stated before, the degeneracy of these levels depends on $B_{z}$. Vice versa, in the second case the results are plotted as function of the particle density.

The major limit to commercial applications of the quantum Hall effects is inherent to the need for extremely low temperatures (less than 1 K ) and high magnetic fields. The former is a more relevant limitation than the latter. However, Novoselov et al in 2007 have pioneered research having the aim of avoiding the first difficulty [39]. They were successful in showing that in single-layer graphene the quantum Hall effect can be observed at room temperature. This is possible for various reasons. The most relevant is the unusual nature of the charge carriers in this material, they behave as massless relativistic particles whose motion is little affected by scattering. The large value of the cyclotron frequency ( $\omega_{\mathrm{c}}$ proportional to $\mathrm{m}^{-1}$ ), characteristic of these fermions determines an energy gap equivalent to about $3 \cdot 10^{3} \mathrm{~K}$ between the ground state $(\mathrm{N}=0)$ and the first excited state $\mathrm{N}= \pm 1$ that exceeds the thermal energy by a factor of about 10 . Other effects that help the survival of the quantum Hall effect at room temperature are bound to the graphene high carrier concentration, essential for an appreciable population of the lowest Landau level (this does not occur in heterostructures such as GaAs) and to quasi-temperature independent mobility.

At the end of this part of the workshop our students should have consolidated their knowledge about the Hall effect and achieved a more meaningful understanding of relevant concepts regarding the quantum behaviour of correlated particles [40]. In particular they should be able to make an analogy between the Cooper pairs in superconductor materials and the composite electrons in graphene, and appreciate analogies/differences between the concepts of the effective mass of electrons in semiconductors and the effective charge of Dirac fermions in graphene.

## 6. Possible technological applications of graphene and other two dimensional structures.

Graphene is a no gap semimetal characterized by a number of extremely useful properties, including very fast electrical mobility (the speed at which electrons move when a voltage is applied) an order of magnitude higher than that of Si , high transparency, high mechanical strength and excellent thermal conductivity, which make it suitable for building nanoelectromechanical devices. The gapless nature of its band structure makes it capable of absorbing light across a very broad range, from UV to IR. Since each atom of carbon resides on the crystal surface, it offers the largest possible contact area with its environment; this makes it an ideal platform for sensors. A graphene monolayer on a semiconductor constitutes a Schottky junction [41]. Whereas the Fermi level is stable in a metal, it can be adjusted in graphene in various manners: by applying an appropriate bias voltage; by chemically doping the material with impurities; by shining light on the junction. The possibility of manipulating and controlling these external factors makes it a valuable component for optoelectronic devices. As an application, we remark that the graphene based Schottky junctions form the basis for solar cells, with efficiency comparable with that of commercial Si cells, photodetectors, lasers, LEDs, chemical sensors and so on [41].

As we have seen in section 4, in proximity to the Dirac points the low-energy excitations are massless, chiral, Dirac fermions. However, due to the zero density of states at the Dirac points, electronic conductivity is actually quite low, but it can be increased by doping (with either acceptors or donors) in order to create a material that is potentially a better conductor
than copper at room temperature. Unlike conventional semiconductors, the absence of an energy band-gap in graphene makes it unsuitable for building digital switches, but very appropriate for very fast analogue electronics like high-frequency transistors or RF mixer circuits.

The unusual behaviour of the Dirac electrons can be controlled by the application of external electric and magnetic fields, or by altering the sample geometry and/or topology. In particular, the tunnelling properties in graphene monolayer, discussed in section 4.2, are expected to play an important role in its transport properties, especially in the regime of low carrier concentrations where disorder induces significant potential barriers and the system is likely to split into a random distribution of p-n junctions. In fact, in conventional 2D systems, strong enough disorder is the cause of the presence of electronic states separated by barriers whose transparency decreases exponentially [28]. This behaviour is known to conduct to the Anderson localization [42]. In contrast, all potential barriers in graphene are relatively transparent at least for some angles. This fact does not allow the confinement of charge carriers by potential barriers that are smooth on the atomic scale. Therefore, different electron and hole 'puddles' induced by disorder are not isolated but effectively percolate, thereby suppressing localization. In this case, it has been experimentally established that electrons can propagate in graphene without scattering over distances of the order of micrometres [6]. Their chiral nature can be used for applications where one can manipulate the valley index besides its charge $[43,44]$ (valleytronics), in a way similar to the control of the spin in mesoscopic devices (spintronics [45-47]). Very recently, it has been found that thanks to electronelectron scattering in highly pure graphene the electrons collectively flow as a viscous liquid [48, 49].

Graphene can be considered the starting point for all investigations regarding different carbon allotropes, very important from a technological point of view. In particular, fullerenes can be obtained from graphene with the use of pentagons that produce curved surfaces to be considered as wrapped-up graphene. Carbon nanotubes [50,51] are obtained by rolling graphene along a given direction and reconnecting the carbon bonds.

Finally, since graphene, being composed of carbon, is intrinsically biocompatible, it is expected to be suitable for some biological applications.

At the end of this part of the workshop our students should have become aware of the fact that graphene is a unique crystal in the sense that it combines many superior properties, from the mechanical to the electronic viewpoint, that could be exploited in various forthcoming technological applications [52].

## 7. Conclusion

We have presented and discussed a possible workshop activity designed for students of a Master's degree in physics/electronic engineering, focused on the unique and exceptional properties characterizing the behaviour of electrons in graphene. At the end of the workshop, the students should be acquainted with the basic idea that graphene is a remarkable material from the electronic point of view and, since its various properties are different from those found in usual metals and semiconductors, it is versatile for a large number of technological applications not possible in conventional materials.

In particular, the first part of the learning activity aims to deepen student understanding about fundamental concepts of advanced physics, such as the symmetry properties of the hexagonal lattice, group theory and their application to the constructions of symmetrized wave functions in the free electron model. Great emphasis has been placed on the knowledge
and application of group theory, stressing the fact that it allows us to predict the nature of the matrix elements of the Hamiltonian without solving the complete secular determinant. The symmetry-related aspects assume relevant importance when the crystal potential is included in the Hamiltonian. In this case, some degeneracies are removed, others may appear. It follows that the dispersion curves are appreciably deformed and affect various crystal properties such as electric, thermal, magnetic, etc.

The second part of the workshop deals with the discussion of some exotic properties, such as the behaviour of the electrons near the K-point, Klein paradox, quantum Hall effect, etc, and the technological applications of graphene, such as in solar cells, photodetectors, lasers, LEDs, chemical sensors, and so on. The quantum Hall effect in graphene, and the Cooper pairs in superconductors represent two of the very few quantum effects observable at the macroscopic level. In both cases, the correlated behaviour of the particles gives rise to effects not observable when we are dealing with processes typical of independent or weakly interacting particles, such as free electrons in metals or nearly free electrons in semiconductors. The training path also allows us to compare/differentiate the physical origin of apparently different concepts such as those of the effective mass (different from free electron mass) with that of the fractional charge and to be aware of the motivations why the interactions with the lattice affect the electron mass, whereas those with the magnetic field in a massless electron gas affect the electron charge.

The workshop, presented here, attempts to bind together concepts, such as those illustrated above, that from a superficial viewpoint may seem to be unrelated. It should be very useful to physics/engineering students because it guides them to expand their theoretical knowledge about graphene and to tackle similar problems regarding new layered materials.

Our educational environment, focused on an active engagement and application of the concepts previously introduced as separate pieces of knowledge in conjunction with the traditional lecture setting, could help students manage the physical properties of new materials more effectively and to provide them with a valuable experience useful for their future instruction. This learning path represents a viable example of integration between a theoretical teaching approach and effective learning strategies aiming to provide physics/electronic engineering students with the opportunities to apply condensed matter physics concepts and to be able to manage relevant experimental and technological aspects of graphene and other new 2D materials.

To conclude, we stress the fact that graphene is not the only stable 2D material of technological importance. By exploiting other layered crystals, such as silicene, stanene, germanene, boron nitride and molybdenum disulphide, it will be possible to create new 2Dbased heterostructures, and reveal and explore interesting new physical features useful to realize new ultrathin devices.
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## Appendix A. Basic concepts of group theory

Group theory is a powerful theoretical tool to determine the features of wave functions and to evaluate eventual degeneracies of eigenvalues. The symmetry of a body determines the ensemble of transformations that leave it unaltered. Each of them consists of one or more of
the fundamental transformations: translation of a given quantity or its multiples, rotation through a definite angle about some axis, reflection with respect to some plane and inversion (present only in some groups). A rotation through an angle $2 \pi / n$ ( $n$ is an integer) about an axis of symmetry and a reflection plane are denoted by $\mathrm{C}_{n}$, and $\sigma$, respectively. The full set of transformations constitutes the symmetry group of a certain crystal structure. They are denoted elements of the group, and indicated with A, B, C, etc. The number of elements is called order (indicated by the symbol $h$ ). The following conditions must be satisfied:
(1) The product of two or more elements of a group (that is the successive application of two or more operations) or the square of an element is also an element of that group. The associative law is valid $((\mathrm{AB}) \mathrm{C}=\mathrm{A}(\mathrm{BC}))$, but does not necessarily have to be the commutative law, i.e. it could be $\mathrm{AB} \neq \mathrm{BA}$.
(2) Each group must contain the element E (called the unit element or identity), that commutes with the other elements of the group and leaves them unchanged: $\mathrm{EA}=\mathrm{AE}=\mathrm{A}$.
(3) Each element A has a reciprocal element $\mathrm{A}^{-1}$ (the inverse transformation), such that $\mathrm{AA}^{-1}=\mathrm{E}$. The reciprocal of the product of two or more elements is equal to the product of the reciprocals in inverse order, i.e. $(\mathrm{ABC} \ldots)^{-1}=\ldots . \mathrm{C}^{-1} \mathrm{~B}^{-1} \mathrm{~A}^{-1}$.
(4) If we can isolate from a group $G$ a set of elements $g$ that constitute a group, then this group is called a subgroup of G. Its order $g$ is an integer factor of $h$.
(5) Two elements of a group A and B are said conjugate if there exists at least an element X of the group that satisfies the relation $A=X B X^{-1}$. The converse relation $B=X^{-1} A X$ is also valid. If $\mathrm{X}=\mathrm{E}$ then $\mathrm{B}=\mathrm{A}$, that implies that each element is conjugate with itself. An important property of conjugate elements is that, if $A$ is conjugate to $B$, and $B$ to $C$, then A is conjugate to C . The sets of conjugate elements of a group are called classes of the group. The order of a class is an integer factor of the order of the group.
The set of rotations, reflections and any combination of them that leave at least one point unchanged, constitutes a point group. We will deal with groups of this type.

From a formal point of view, we define a representation of a group as a set of mathematical operators that combine among themselves according to the rules valid for the operations of the group; they represent the group. It is customary to choose square matrices [16]. By applying a similarity transformation that scrambles rows and columns, it is possible to reduce a matrix repenting all the elements of a group to the block form. The matrices constituting the various blocks are called irreducible representations and are indicated by the symbol $\Gamma$. The order of each matrix gives the dimensionality of that representation. For most physical applications, it is sufficient to know the sum of the diagonal elements (trace) of each representation, called the character $(\chi)$.

Let us choose a generic operation R of a group and indicate with $\Gamma_{i}(\mathrm{R})_{\mathrm{mn}}$ the matrix element that corresponds to the row $m$ and column $n$ of the corresponding matrix in the $i$ th irreducible representation $i$ and with $l_{i}$ its dimensionality. This [16] implies that any irreducible representation is 'orthogonal' to the other ones, according to the expression

$$
\begin{equation*}
\sum_{R} \Gamma_{i}(R)_{m n} \Gamma_{j}(R)_{m^{\prime} n^{\prime}}=\frac{\mathrm{h}}{\sqrt{1_{\mathrm{i}} \mathrm{l}_{\mathrm{j}}}} \delta_{i j} \delta_{m m^{\prime}} \delta_{n n^{\prime}} \tag{A1}
\end{equation*}
$$

Explicitly:
If $\mathrm{i}=\mathrm{j}, \mathrm{m}=\mathrm{m}^{\prime}$ and $\mathrm{n}=\mathrm{n}^{\prime}$ the sum will give $\mathrm{h} / \mathrm{l}_{\mathrm{i}}$ If $\mathrm{m} \neq \mathrm{m}^{\prime}$ or $\mathrm{n} \neq \mathrm{n}^{\prime}$ or $\mathrm{I} \neq \mathrm{j}$, the sum will give 0 .

Moreover, the following five properties are valid:
(1) The sum of the squares of the dimensionality $\left(l_{\mathrm{i}}\right)$ of the matrices of all irreducible representations is equal to the order of the group: $\sum l_{\mathrm{i}}^{2}=\mathrm{h}$.
(2) The sum of the squares of the characters of all irreducible representations is equal to h : $\sum_{R}\left[\chi_{i}(R)\right]^{2}=h$.
(3) The vectors whose components are the characters of two different representations are orthogonal:

$$
\begin{equation*}
\sum_{R}\left[\chi_{i}(R)\right]\left[\chi_{j}(R)\right]=0 \quad \text { if } i \neq j . \tag{A2}
\end{equation*}
$$

(4) If the dimensionality of the matrix is greater than one, the diagonal elements are the same for all operations belonging to the same class.
(5) The number of different irreducible representations of a group is equal to the number of the classes of operations in the group.

From these properties it follows that in a crystal structure a point group has a finite number of both operations and irreducible representations. An appropriate manner for generating the basis functions for an irreducible representation, provided that its matrix elements are known, consists of applying the projection operator ${ }^{3} \mathrm{P}_{\Gamma j \mathrm{~d}}$ [17] to a generic function $\psi$ (considered as a combination/product of various simple functions such as $x, y, x y, x^{2}+y^{2}$ and so on). Its definition is

$$
\begin{equation*}
P_{\Gamma j d}=\sum_{R i} \chi_{j d, R i} R_{i} \tag{A3}
\end{equation*}
$$

where $\Gamma_{\mathrm{jd}}$, d and $\chi_{\Gamma \mathrm{jd}, \mathrm{Ri}}$ indicate a representation, a diagonal element and the character, respectively. If the function $\psi$ contains terms that are bases for the selected representation, these will persist in the result, otherwise they will vanish. To simplify the calculations of the expressions and the reading of the results, bases of the lowest order are habitually chosen.

## Appendix B. Calculation of the lower electron energy states in monolayer graphene

Consider, as a first example, the centre of the Brillouin zone. The $\Gamma$ point is important since almost all high symmetry lines of interest have this point as an extreme. The symmetry group is $\mathrm{C}_{6 \mathrm{v}}$, since all the operations of the symmetry group transform $\mathbf{k}$ into itself rather than into a distinct one [17]. The lowest energy point corresponds to $\mathbf{K}=0\left(\mathrm{k}_{1}=\mathrm{k}_{2}=\mathrm{h}_{1}=\mathrm{h}_{2}=0\right)$, the wave function is a constant and, consequently, it is a basis for the first irreducible representation of $\mathrm{C}_{6 \mathrm{v}}$, denoted $\Gamma_{1}$.

Higher energy states in which either $h_{1}$ or $h_{2}$ or both are not zero require more complex calculations. The next four higher states are $h_{1}= \pm 1 ; h_{2}=0$ or $h_{1}=0 ; h_{2}= \pm 1$. We analyze in detail the state in which $\mathrm{h}_{1}=1, \mathrm{~h}_{2}=0$ and use table 1 to derive the symmetry combinations of the degenerate functions relative to this state:

$$
\begin{equation*}
\psi(\mathbf{r})=\mathrm{e}^{2 \pi \mathrm{i}[1 \xi+0 \eta]}=\mathrm{e}^{2 \pi \mathrm{i} \xi} \tag{B1}
\end{equation*}
$$

The result of the application of these symmetry operations is shown in table B1. Inspection of the table shows that: (i) only six functions are linearly independent (those in the first six

[^2]Table B1. $\mathrm{C}_{6 \mathrm{~V}}$ symmetry operation effects on $\psi(\mathbf{r})$ at the $\Gamma$-point, if $\mathrm{h}_{1}=1, \mathrm{~h}_{2}=0$.

$$
\begin{aligned}
& \mathrm{E} \psi[\mathbf{r}]=\exp \left\{2 \pi \mathrm{i}\left[\mathrm{~h}_{1} \xi\right]\right\}=\sigma_{\mathrm{v} 1} \\
& \mathrm{C}_{6} \psi[\mathbf{r}]=\exp \left\{2 \pi \mathrm{i}\left[\mathrm{~h}_{1}(\xi-\eta)\right]\right\}=\sigma_{\mathrm{d}-2} \\
& \mathrm{C}_{-6} \psi[\mathbf{r}]=\exp \left\{2 \pi \mathrm{i}\left[\mathrm{~h}_{1} \eta\right]\right\}=\sigma_{\mathrm{d} 2} \\
& \mathrm{C}_{3} \psi[\mathbf{r}]=\exp \left\{2 \pi \mathrm{i}\left[-\mathrm{h}_{1} \eta\right]\right\}=\sigma_{\mathrm{v}-2} \\
& \mathrm{C}_{-3} \psi[\mathbf{r}]=\exp \left\{2 \pi \mathrm{i}\left[\mathrm{~h}_{1}(-\xi+\eta)\right]\right\}=\sigma_{\mathrm{v} 2} \\
& \mathrm{C}_{2} \psi[\mathbf{r}]=\exp \left\{2 \pi \mathrm{i}\left[-\mathrm{h}_{1} \xi\right]\right\}=\sigma_{\mathrm{d} 1} \\
& \left.\sigma_{\mathrm{v} 1} \psi[\mathbf{r}]=\exp \left\{2 \pi \mathrm{i}\left[\mathrm{~h}_{1} \xi\right)\right]\right\} \\
& \sigma_{\mathrm{d} 2} \psi[\mathbf{r}]=\exp \left\{2 \pi \mathrm{i}\left[\mathrm{~h}_{1} \eta\right]\right\} \\
& \sigma_{\mathrm{d}-2} \psi[\mathbf{r}]=\exp \left\{2 \pi \mathrm{i}\left[\mathrm{~h}_{1}(\xi-\eta)\right]\right\} \\
& \sigma_{\mathrm{v} 2} \psi[\mathbf{r}]=\exp \left\{2 \pi \mathrm{i}\left[\mathrm{~h}_{1}(-\xi+\eta)\right]\right\} \\
& \sigma_{\mathrm{v}-2} \psi[\mathbf{r}]=\exp \left\{2 \pi \mathrm{i}\left[-\mathrm{h}_{1} \eta\right]\right\} \\
& \sigma_{\mathrm{d} 1} \psi[\mathbf{r}]=\exp \left\{2 \pi \mathrm{i}\left[-\mathrm{h}_{1} \xi\right]\right\}
\end{aligned}
$$

Table B2. Character table and some simple basis functions of the irreducible representations constituting the group $\mathrm{C}_{6 \mathrm{~V}}[16,53]$.

| $\mathbf{C}_{\mathbf{6 v}}$ | E | $2 \mathrm{C}_{6}$ | $2 \mathrm{C}_{3}$ | $\mathrm{C}_{2}$ | $3 \sigma_{\mathrm{d}}$ | $3 \sigma_{\mathrm{v}}$ | Bases |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | :--- |
| $\Gamma_{1}$ | 1 | 1 | 1 | 1 | 1 | 1 | $\mathrm{z}, \mathrm{x}^{2}+\mathrm{y}^{2}, \mathrm{z}^{2}$ |
| $\Gamma_{2}$ | 1 | 1 | 1 | 1 | -1 | -1 |  |
| $\Gamma_{3}$ | 1 | -1 | 1 | -1 | -1 | 1 | $\mathrm{x}^{3}-3 \mathrm{xy}^{2}$ |
| $\Gamma_{4}$ | 1 | -1 | 1 | -1 | 1 | -1 | $\mathrm{y}^{3}-3 \mathrm{yx}^{2}$ |
| $\Gamma_{5}$ | 2 | 1 | -1 | -2 | 0 | 0 | $(\mathrm{x}, \mathrm{y})$ |
| $\Gamma_{6}$ | 2 | -1 | -1 | 2 | 0 | 0 | $\left(\mathrm{x}^{2}-\mathrm{y}^{2}, \mathrm{xy}\right)$ |

lines); (ii) each wave function has its complex conjugate. For example, the result of $\mathrm{C}_{6}$ is the complex conjugate of $\mathrm{C}_{-3}$.

A simple method for determining the symmetrized wave functions that are not null consists of inspecting the characters of two equal functions for a given irreducible representation. If they are equal, the two functions add together, if they are opposite their contributions cancel out. The formal method consisting of the application of the projection operator will give the same result. It becomes compulsory when more complex groups and higher order irreducible representations occur. Table B2 reports the characters and simple bases of the six irreducible representations constituting the group $\mathrm{C}_{6 \mathrm{v}}$.

We first consider the irreducible representation $\Gamma_{1}$. Since the characters reported in table B2 are all 1, the application of the projection operator belonging to this representation gives the symmetrized function:

$$
\begin{equation*}
\psi(\mathbf{r})_{\Gamma 1}=4\left\{\cos 2 \pi \mathrm{i}\left[\mathrm{~h}_{1} \xi\right]+\cos 2 \pi \mathrm{i}\left[\mathrm{~h}_{1} \eta\right]+\cos \left\{2 \pi \mathrm{i}\left[\mathrm{~h}_{1}(\xi-\eta)\right]\right\}\right. \tag{B2}
\end{equation*}
$$

that is a basis for $\Gamma_{1}$ since it behaves similarly to $\mathrm{x}^{2}+\mathrm{y}^{2}$.
When we consider the next irreducible representation $\Gamma_{2}$ we note that all operations that give the same wave function have opposite characters. Consequently, the first six functions cancel out with the remaining ones and there is no symmetrized combination belonging to $\Gamma_{2}$. A similar result is found when we select the representation $\Gamma_{4}$. For the other 1D representation $\Gamma_{3}$ all equal terms have the same sign, but the complex conjugate of a couple of functions has opposite sign with respect to the original one. Consequently, only imaginary terms appear in the symmetrized contribution to the representation

$$
\begin{equation*}
\psi(\mathbf{r})_{3}=4 \mathrm{i}\left\{\sin 2 \pi \mathrm{i}\left[\mathrm{~h}_{1} \xi\right]+\sin 2 \pi \mathrm{i}\left[\mathrm{~h}_{1} \eta\right]+\sin \left\{2 \pi \mathrm{i}\left[\mathrm{~h}_{1}(\xi-\eta)\right]\right\}\right. \tag{B3}
\end{equation*}
$$

The computation is more complex for the 2 D representations, $\Gamma 5$ and $\Gamma_{6}$. In this case we have two symmetrized combinations for each representation that are the result of the application of the two projection operators: the first combination transforms as the first basis, the second as the second basis. The set of symmetry operators corresponding to the reflection planes does not contribute since the characters are zero. The calculation of the symmetrized combination can be carried out according to the guidelines illustrated above, with the difference that the extended character table (reported in various textbooks [16-18,53]) must be used. Similar results are obtained when the remaining three wave functions are selected.

The lines $\mathrm{T}_{\mathrm{i}}$ join the point $\Gamma$ with the points $\mathrm{K}_{\mathrm{i}}(\mathrm{i}=0, \ldots, 5)$; the first one, $\mathrm{T}_{0}$, joins $\Gamma$ with $K_{0}$, whose coordinates are $\left[1 / 3 \mathbf{b}_{1}, 1 / 3 \mathbf{b}_{2}\right]$, located at a reciprocal distance $2 /(3 a)$ from $\Gamma$. A wave propagating along $T_{0}$ is characterized by $k_{1}=k_{2}$ and its function is

$$
\begin{equation*}
\psi_{K}(\mathbf{r})_{T 0}=\psi_{k h}(\mathbf{r})=\mathrm{e}^{2 \pi \mathrm{i}\left[\left(\mathrm{k}_{1}+\mathrm{h}_{1}\right) \cdot \xi+\left(\mathrm{k}_{1}+\mathrm{h}_{2}\right) \eta\right]} \tag{B4}
\end{equation*}
$$

In the lowest energy level, both $\mathrm{h}_{1}$ and $\mathrm{h}_{2}$ are zero and the function reduces to

$$
\begin{equation*}
\psi_{K}(\mathbf{r})_{T 0}=\psi_{k h}(\mathbf{r})=\mathrm{e}^{2 \pi \mathrm{i}\left[\mathrm{k}_{1} \cdot(\xi+\eta)\right]} \tag{B5}
\end{equation*}
$$

The application of the symmetry operations of the $\mathrm{C}_{6 \mathrm{v}}$ group gives some redundant results. In fact, only two functions are physically different, they are $\exp \left\{2 \pi \mathrm{i}\left[\mathrm{k}_{1}(\xi+\eta)\right]\right\}$ and $\exp \left\{2 \pi \mathrm{i}\left[\mathrm{k}_{1}(\xi-\eta)\right]\right\}$, the others are their complex conjugate. It follows that the symmetry group is the subgroup $\mathrm{C}_{2 \mathrm{v}}$ of $\mathrm{C}_{6 \mathrm{v}}$; it consists of the symmetry operations $\mathrm{E}, \mathrm{C}_{2} \sigma_{\mathrm{v}}(\mathrm{xz})$ and $\sigma_{\mathrm{v}}(\mathrm{yz})$. Using the table of characters reported in several textbooks [16-18,53] and following the procedure adopted for the $\Gamma$ point, it is straightforward to deduce the symmetrized combinations. Analogous reasoning can be carried out for other values or combinations of $h_{1}$ and $\mathrm{h}_{2}$.

Finally, we consider the symmetry properties at the K-points. The coordinates of the first three are $\mathrm{K}_{0}=\left[1 / 3 \mathbf{b}_{1}, 1 / 3 \mathbf{b}_{2}\right], \mathrm{K}_{1}=\left[-1 / 3 \mathbf{b}_{1}, 2 / 3 \mathbf{b}_{2}\right]$ and $\mathrm{K}_{2}=\left[2 / 3 \mathbf{b}_{1},-1 / 3 \mathbf{b}_{2}\right]$. The others $K_{3}, K_{-1}, K_{-2}$ are symmetric with respect to $K_{0}, K_{1}$ and $K_{2}$, respectively. They can be obtained by adding/subtracting a reciprocal lattice vector to those of the first set; consequently, they are not noteworthy. The points $\mathrm{K}_{1}$ and $\mathrm{K}_{2}$ can be obtained from $\mathrm{K}_{0}$ through the rotations $\mathrm{C}_{6}$ and $\mathrm{C}_{-6}$, respectively, $\mathrm{K}_{3}, \mathrm{~K}_{-1}, \mathrm{~K}_{-2}$ through the rotations $\mathrm{C}_{2}, \mathrm{C}_{3}$ and $\mathrm{C}_{-3}$, respectively. The vertical reflection planes $3 \sigma_{\mathrm{d}}$ and $3 \sigma_{\mathrm{v}}$ produce the same results, consequently the symmetry group is $\mathrm{C}_{6 \mathrm{v}}$ and the same considerations discussed for the $\Gamma$ point apply [17].
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[^0]:    ${ }^{1}$ Research about 2D materials was carried out in the recent past in other fields such as high temperature superconductivity in layered materials.

[^1]:    2 An object is said to be chiral if it exists in two forms which are mirror images of one another; the human hands are a simple example of chiral objects, in fact the mirror image of the right hand is the left hand.

[^2]:    ${ }^{3}$ This definition applies to 1D matrices or to the diagonal matrix elements if the dimensionality of the matrix is greater than one.

