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Abstract

A novel hybrid strategy for modelling intergranular hydrogen embrittlement in polycrystalline mi-

crostructures is proposed. The technique is based on a grain-boundary integral representation of the

polycrystalline micro-mechanics, numerically solved by the boundary element method, coupled with

an explicit finite element model of the intergranular hydrogen diffusion. The intergranular inter-

action between contiguous grains in the aggregate is modelled through extrinsic cohesive-frictional

traction-separation laws, whose parameters depend on the concentration of intergranular hydrogen,

which diffuses over the interface according to the Fick’s second law, inducing the weakening of the

interface itself. The model couples the advantages of the boundary element representation of the

polycrystalline micro-mechanics, namely the reduction of the mechanical degrees of freedom, with

the generality of the finite element modelling of the diffusion process, which in principle allows the

straightforward coupling of the interfacial effective diffusivity with other local mechanical param-

eters, e.g. the interfacial damage or displacement opening. Several numerical tests complete the

study, showing the potential of the proposed technique.

Keywords: Polycrystalline materials, Stress corrosion cracking, Hydrogen embrittlement,

Micro-mechanics, Boundary element method

1. Introduction

Stress Corrosion Cracking (SCC) is a specific case of environmentally assisted cracking in which

the interaction between a definite susceptible material, a definite aggressive environment and sus-
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tained local stresses may induce failures at load levels lower than the nominal design loads. SCC

may trigger structural failures without early visible or detectable deformation and it is then recog-5

nised as a common issue for engineering applications in the oil, off-shore, nuclear and aviation

industries. The experimental characterisation of the behaviour of mechanical structures in aggres-

sive environments is generally a long and expensive process, further complicated by the need to

assess different operating conditions. For such reasons, there is relevant interest in the develop-

ment of mathematical and computational models for the assessment of structures subjected to SCC10

conditions [1, 2, 3].

The occurrence of SCC is induced by complex nano/microscopic mechanic-chemical interactions

between susceptible grain materials, grain-boundary segregation of impurities [4, 5] and aggressive

environments, in which the chemical kinetics and material deformation processes, induced by local

stresses, are mutually enhanced. Due to the complex and system-specific nature of such interactions,15

there is shared awareness that a universal explanation of environmental assisted cracking may not

be possible.

However, for structures operating in hydrogen-rich environments, common for example in marine

and nuclear engineering, one of the fundamental and most studied SCC mechanisms is the material

embrittlement caused by the diffusion of environmental hydrogen within the material itself, known as20

Hydrogen Assisted Stress Corrosion Cracking (HASCC) or Hydrogen Embrittlement (HE). Several

HE mechanisms have been suggested in the literature [6, 7, 8], such as hydrogen enhanced decohesion

(HEDE), hydrogen enhanced localised plasticity (HELP), absorption induced dislocation emission

(AIDE) and delayed hydride cracking (DHC). The picture is further complicated by the dependence

of the transport of hydrogen within the crystal lattice on various factors such as temperature,25

pressure, microstructure, hydrostatic stress, plastic strain.

Several studies have focused on modelling the effects of hydrogen embrittlement on engineering

structures. A popular methodology is based on the use of cohesive zone modelling within a finite

element framework [1]. In this approach, the cohesive laws, namely the cohesive strength and

critical separation, and then ultimately the cohesive energy, are modified to take into account the30

local concentration of hydrogen, which acts so to degrade the interface strength, thus reducing

the cohesive energy. The relationship between material degradation and hydrogen concentration is

supported by first principles calculations [9, 10], as shown in Ref.[11], where a quantum mechanics

informed cohesive law for hydrogen embrittlement modelling is proposed. In Ref.[2] the diffusion
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of hydrogen within a compact test specimen under mode I loading is analytically solved and the35

hydrogen concentration profile is in turn used to accordingly degrade the cohesive law used in

front of the specimen notch, thus triggering the crack propagation. In Ref. [3], a hydrostatic stress

dependent model for hydrogen diffusion is adopted and solved through a finite difference scheme and

subsequently coupled with a cohesive finite element model to study the effect on the propagation

of annular cracks in round specimens; the effect of the inclusion of the hydrostatic terms is also40

critically assessed.

While the above models focus on the component scale, some SCC models explicitly taking into

account the metal polycrystalline microstructure have been developed [12, 13], also motivated by

the experimental observation of intergranular stress corrosion cracking [14, 15, 16]. Musienko and

Cailletaud [17] have developed a grain-scale model for inter/trans-granular iodine-assisted stress45

corrosion cracking (IASCC) in Zircaloy tubes used in nuclear power plants, based on the explicit

modelling of the fully three-dimensional diffusion process. Kamaya and Itakura proposed a three-

dimensional Voronoi-based continuum damage mechanics model for intergranular SCC [18]. A

multiscale model for hydrogen assisted SCC was developed by Rimoli and Ortiz [19], using the

explicit representation of an idealised micro-morphology and segregation-dependent cohesive laws50

based on Ref.[11].

In the present study, an original grain-boundary formulation for hydrogen assisted intergranular

stress corrosion cracking is proposed. The model is based on a boundary integral framework for

the analysis of polycrystalline materials [20, 21, 22] and explicitly models the hydrogen diffusion at

the grain boundaries through Fick’s second law. The degradation of the intergranular interfaces,55

due to hydrogen diffusion, is captured by degrading the cohesive strength of the traction-separation

laws employed between adjacent grains; the effect of hydrogen concentration is reflected in the

degradation of cohesive energy. From the numerical point of view, the proposed formulation is

hybrid, as a boundary integral model is used to represent the mechanics of bulk grains, while a

finite element scheme is employed to capture the diffusion at the grain boundaries: this hybrid60

strategy retains the advantages of the grain-boundary model and ensures simplicity and generality

in the modelling of the diffusion process.

The outline of the paper is as follows. The key elements of the formulation, i.e. the mechanical

boundary integral formulation, the cohesive laws and the model for the diffusion process, are given

in Section 2 . The numerical discretisation and the evolution algorithms are addressed in Section65
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3. Section 4 reports the results of the performing computations, highlighting the capability of the

method. Some observations about further research are discussed in Section 5, before the concluding

remarks.

2. Grain-scale hybrid formulation

The proposed grain-scale formulation for hydrogen assisted stress corrosion cracking is built70

starting from a Voronoi representation of the polycrystalline aggregate [22]: each grain is represented

as a Voronoi convex polygon bounded by flat convex polygonal faces, which provides a first-order ap-

proximation of real polycrystalline microstructures and offers definite computational advantages (re-

lated to the use of flat surfaces), see Fig.(1). The tessellations in this study have been built by using

either Voro++ (http://math.lbl.gov/voro++/) [23] or Neper (http://neper.sourceforge.net)75

[24].

(a) (b)

Figure 1: Example of artificial polycrystalline morphology: a) Voronoi tessellation with 200 grains; b) Voronoi grain

with local reference systems set on different faces (note that the local reference systems are not generally aligned

with grain faces edges).

The formulation is built by coupling: a) a grain-boundary integral representation of the me-

chanics of the bulk grains; b) a suitable set of intergranular interface conditions, including cohesive

traction-separation laws embodying irreversible damage and hydrogen-segregation-dependent co-

hesive energy; c) a grain-boundary model for hydrogen diffusion, with a definition of effective80
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diffusivity phenomenologically accounting for the complex processes related to the hydrogen diffu-

sion.

For the sake of clarity, it is worth stressing that the primary variables of the formulation are

grain-boundary displacements and tractions, so that these fields can be directly used to enforce the

necessary interface equations.85

2.1. Bulk grains integral modelling

The polycrystalline micro-morphology is modelled employing a multi-region boundary inte-

gral formulation in which a generic grain g within the aggregate is considered as a linear elastic

anisotropic domain, with a specific crystallographic orientation in the three-dimensional space. The

grain g is bounded by the grain boundary Sg, which is formed, as already mentioned, by the union

of flat convex polygonal faces. The displacement boundary integral equation [25, 26]

c̃ gij(ξ)ũ gj (ξ) +−
∫
S g

T̃ g
ij (ξ,η)ũ gj (η)dS(η) =

∫
S g

Ũ g
ij (ξ,η)t̃ gj (η)dS(η) (1)

can be written for each grain g of the aggregate. In Eq.(1), ξ is the generic collocation point, at

which the boundary integral equation is evaluated, while η is the generic integration point, which

runs over the boundary of the grain Sg; ũ gj and t̃ gj are components of the displacement and traction

fields over Sg, with the symbol ˜ denoting quantities calculated over a specific face of the grain’s90

boundary, i.e. with respect to the grain-face local reference system, which varies as the integration

point runs over the grain’s boundary, see e.g. Refs.[20, 21] and Fig.(1); Ũ g
ij (ξ,η) and T̃ g

ij (ξ,η) are

obtained by suitably rotating the components of the 3D anisotropic fundamental solutions of the

grain material, which are computed as explained in Ref.[27] and recalled in Appendix A; c̃ gij(ξ) are

the free terms arising from the boundary limiting procedure and depending on the smoothness of95

the boundary Sg [25, 26]. In summary, Eq.(1) allows to express the displacements at the collocation

points in terms of the displacements and tractions over the grain-boundary.

2.2. intergranular interfaces modelling

To model the polycrystalline aggregate, the equations written for the individual bulk grains

must be coupled through suitable interface equations. A region on an intergranular interface may

be pristine, damaged or failed. Let us consider a couple of homologous intergranular points P a and

P b, belonging to the two contiguous grains a and b; if damage is not yet initiated under the given
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local loading conditions, then no relative displacements are allowed between them and interface

continuity requires displacements continuity

tractions equilibrium

δũabi = −
(
ũai + ũbi

)
= 0

t̃ ai = t̃ bi

i = 1, 2, 3. (2)

In each solution step, the displacement and traction fields at the grain boundaries are completely

resolved; the local tractions can then be employed to check the threshold condition

te =

[
〈t̃n〉2 +

(
β

α
t̃s

)2
] 1

2

≥ TM (φ) , (3)

where te is an effective traction expressed in terms of the normal traction component t̃n = t̃3 and

tangential traction component t̃s =
√
t̃ 21 + t̃ 22 and TM (φ) is a cohesive strength depending on the100

hydrogen relative concentration φ, defined in Section 2.3; the coefficients α and β are cohesive

constants, see e.g. [28, 21], while 〈·〉 denotes the Macauley’s brackets.

The degradation of the cohesive strength with the hydrogen concentration is expressed in this

work by the relation

TM (φ) = (1− γ φ)T0, (4)

where T0 is the cohesive strength of the interface without the presence of diffused hydrogen, γ is

a non-dimensional parameter expressing the interface degradation accompanying the diffusion of

hydrogen [1, 2, 3].105

When the threshold condition in Eq.(3) is fulfilled, then damage initiates and continuity does

not hold anymore; the displacement continuity relationships in Eq.(2) are then replaced by the ex-

trinsic mixed-mode traction-separation laws with irreversible damage and hydrogen-concentration-

dependent cohesive energy t̃s

t̃n

 = TM (φ)
1− d∗

d∗

 α
δucr

s
0

0 1
δucr

n

 δũs

δũn

 (5)

where

d∗ = max
Hd

{d} ∈ [0, 1] with d =

[〈
δũn
δucrn

〉2

+ β2

(
δũs
δucrs

)2
] 1

2

, (6)

is the damage parameter, which is always given by the maximum value reached by the effective

displacement d during the loading history Hd of the considered interface pair. In Eq.(6), δũn = δũ3
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and δũs =
√
δũ 2

1 + δũ 2
2 are the normal and tangential displacement jumps and δucrn and δucrs are

the critical jumps in pure mode I and II, respectively. It is worth noting that Eqs.(4-5) correspond

to the assumption that the hydrogen absorption affects simultaneously both mode I and mode II,110

with the same percentage degradation with respect to the original values of strength.

Upon failure, when the critical condition d∗ = 1 is reached, the cohesive laws no longer apply and

frictional contact mechanics is introduced to model the micro-cracks, whose surfaces may separate,

slip or stick.

2.3. Hydrogen diffusion modelling115

In this work, only the intergranular diffusion of hydrogen is considered, in agreement with the

assumptions also adopted in Ref.[19], which apply to large grains at room temperature.

Considering the generic intergranular interface I ab between the two contiguous grains a and b,

which in the Voronoi representation of the polycrystalline microstructure is a flat convex polygon

bounded by straight segments, hydrogen diffusion is modelled introducing a relative concentration120

function φ (η, t) = C (η, t) /Csat, where η = (η1, η2) denotes the coordinates of a generic interfacial

point P ∈ I ab expressed in a local reference system, see Fig.(1b), t represents the time variable and

C (η, t) and Csat are the local absolute and saturation values of hydrogen concentration respectively.

It is worth noting that Csat is a material parameter that could be experimentally determined; how-

ever, the knowledge of its specific value does not play any role in the present diffusion formulation,125

which is expressed in terms of relative concentration, as the truly relevant information is how much

the strength of a generic intergranular interface is degraded at saturation, which is expressed by

the non-dimensional material parameter γ entering Eq.(4).

Hydrogen diffuses over each generic interface I ab according to the two-dimensional second

Fick’s law
∂φ

∂t
=

∂

∂ηi

(
D
∂φ

∂ηi

)
∀η = (η1, η2) ∈ I ab (7)

with the associated initial and boundary conditions

φ (η, 0) = φ̄0 ∀η ∈ I ab,

φ (η, t) = φ̄ (t) ∀η ∈ C ab
φ = ∂I ab

φ

q (η, t) = q̄ (t) ∀η ∈ C ab
q = ∂I ab

q

(8)

where q = −Dni (∂φ/∂ηi) and D is the interface effective diffusivity accounting for the effects of the

grain-boundary microstructural features [11]. In general, the effective diffusivity is related to the130
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local interface state, e.g. intergranular opening δũ and damage state d∗, thus affecting the micro-

fluidic penetration of the aggressive agents. The dependency of D on the interface local opening

and/or degradation status introduces a mechanic/chemical coupling in the formulation. However,

as pointed out by Rimoli and Ortiz [19], the reliable determination of such dependency is a difficult

task and it goes well beyond the scope of the present study, so that a constant value of effective135

diffusivity is assumed in the implemented formulation.

The definition of the boundary conditions of the problem, especially in the case of fully developed

cracks within the microstructure, deserves some considerations. Depending on the nature of the

aggressive environment, the development of cracks would induce the penetration of the aggressive

agents within the microstructure itself, thus redefining the extension of the area affected by the140

external conditions, as the newly formed crack surfaces would get in contact with the environment

[19]. However, the inclusion of such effects in the present framework would require the explicit

modelling of the material/environment interaction, with specific chemical kinetics considerations.

These effects are neglected in this study and simple Dirichlet boundary conditions on the external

walls of the polycrystalline aggregate are adopted. More specifically, the walls of the aggregate145

exposed to the environmental action are forced to values of relative hydrogen concentration varying

from zero to one, corresponding to the saturation value, within a finite time Tsat, in order to avoid

physical inconsistence of the diffusion process and ensure numerical stability. Further comments

about this aspect are given at the beginning of Section 4.

3. Numerical discretisation and algorithms150

The numerical solution of the HASCC problem is obtained by adopting a hybrid approach

based both on the boundary element treatment of the integral equations used for polycrystalline

mechanics and on the finite element discretisation of the intergranular diffusion equations.

3.1. Boundary element discretisation of the bulk grains

To solve numerically the polycrystalline problem, Eq.(1) is employed in the framework of the155

boundary element method for each grain g of the aggregate, according to the following steps:

• The boundary of each grain is subdivided into a collection of non-overlapping quadrangular

and triangular elements, following the meshing strategy developed in Ref.[22];
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• The boundary displacement and traction fields are expressed in terms of suitable shape func-

tions Nel (η1, η2), defined over each element in a local 2D (surface) coordinate system (η1, η2),160

and nodal values of boundary displacements Ũg and tractions T̃ g, expressed in a face-local

reference system. After this discretisation procedure, a set of nodal points and boundary

elements are associate to each grain;

• Eq.(1) is collocated at each node of the considered grain and it is numerically integrated,

considering the explicit approximation of the boundary fields in terms of shape functions and165

nodal values, as detailed in Ref.[22]

In this way, a set of 3 ×Ng
p equations, where Ng

p is the number of discretisation nodes associated

with the grain g, is written in terms of nodal values of displacements and tractions for each node

as

H̃g · Ũg = G̃g · T̃ g, (9)

where H̃g and G̃g are the matrices stemming from the boundary integration of the kernels T̃ g
ij

and Ũ g
ij respectively. During the numerical integration, care must be taken when integrating over

the elements that contain, for a given collocation point, the collocation point itself. Such singular

elements must be suitably treated [25, 26].170

Enforcing displacement and traction boundary conditions on the faces of the grains lying on the

loaded walls of the aggregate leads, for each grain, to the following system of equations

Ag ·Xg = Cg · Y g (10)

where Xg collects the unknown values of grain-boundary displacements and tractions, Y g collects

prescribed values of boundary displacements and tractions, and A and C collect suitably related

combinations of columns of the matrices H̃g and G̃g [26].

Equation (10) is written for each grain of the aggregate; the enforcement of suitable intergranular

conditions then leads to the system A ·X

I (X,φ,d∗)

 =

 C · Y (λ)

0

 (11)
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where

A =


A1 0 · · · 0

0 A2 · · · 0
...

...
. . .

...

0 0 · · · ANg

 , C =


C1 0 · · · 0

0 C2 · · · 0
...

...
. . .

...

0 0 · · · CNg


being Ng the number of grains of the aggregate, XT =

{
X1T , . . . ,XNg T

}
the vector collect-

ing the unknown degrees of freedom, i.e. displacements and tractions of the overall aggregate,175

Y T =
{
Y 1T , . . . ,Y Ng T

}
the vector collecting the prescribed values and λ a suitable load factor.

Eventually, I(X,φ,d∗) implements the interface conditions, which are in general function of the

interface displacement jumps and traction fields, of the hydrogen concentration, whose nodal values

are collected in the vector φ, see Section 3.3, and of the interface damage status, represented by

the nodal damage variables collected in the vector d∗.180

3.2. intergranular interface equations

The interface equations account for the relationships between displacements and traction nodal

values at the interface between contiguous grains. Denoting with I ab the interface between two

grains a and b, the interface conditions can be generally expressed, ∀η ∈ I ab, as

Ψ ab
i

[
ũ aj (η), ũ bj (η), t̃ aj (η), t̃ bj (η), φ(η), d∗(η)

]
= 0

Φ ab
i

[
t̃ aj (η), t̃ bj (η)

]
= 0

i, j = 1, 2, 3, (12)

where Ψ ab
i implements either continuity, cohesive or frictional contact laws, depending on the

state d∗(η) of the interface and on the local hydrogen concentration φ(η), while Φ ab
i expresses

traction equilibrium equations. Eqs.(12), written for all the interface node pairs, are collected in the

matrix block I(X,φ,d∗) appearing in Eq.(11). Further details about intergranular micro-cracking185

modelling are given in Refs.[21, 22].

3.3. Finite element discretisation for diffusion over the grains boundaries

Hydrogen diffuses at the intergranular interfaces according to Fick’s second law, as discussed

in Section 2.3. For the numerical treatment of the diffusion equation, the generic interface I ab

is subdivided into a set on non-overlapping triangular and quadrangular elements, following the

discretisation strategy presented in Ref.[22] and outlined in Section 3.1. A standard finite element

formulation can be obtained from a weighted residuals statement of the diffusion problem and then
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employing the approximation φ = Nα (ξ)φα (t) for both trial and test functions, where Nα (ξ) are

suitable shape functions, specialised to triangular or quadrangular elements, and φα (t) are relative

concentration nodal values, with α = 1, ..., Ne, with Ne expressing the number of element nodal

points [29]. For the individual element Sk ∈ I ab, the following elemental algebraic equations are

written

Mk
αβ φ̇

k
β +Kk

αβ φ
k
β +Qkα + Q̄kα = 0 α, β = 1, . . . , Ne (13)

where

Mk
αβ =

∫
Sk

Nα (ξ)Nβ (ξ) dS, Kk
αβ =

∫
Sk

D
∂Nα (ξ)

∂ξi

∂Nβ (ξ)

∂ξi
dS (14)

and

Q̄kα =

∫
∂Sq̄

k

Nα (ξ) q̄ (ξ) dC, (15)

while Qkα are the nodal flux sources (or sinks).

A diffusion finite element system for the whole polycrystalline morphology is obtained writing

Eq.(13) for each interface element and following the standard finite element procedure, from the

global re-numbering of nodes to the population of the global matrix, which eventually leads

M · φ̇+K · φ+Q = 0 (16)

where the vector φ collects the nodal values of relative concentrations and Q collects the nodal

fluxes. In this work, only Dirichlet boundary conditions are considered for diffusion: for some

nodes the relative concentration is assigned as a known function of time, while it is unknown

for the remaining nodes. The boundary conditions then induce a partition of the system that,

considering that no sources or sinks are located within the polycrystalline morphology, reads as M11 M12

M21 M22

 φ̇1

φ̇2

+

 K11 K12

K21 K22

 φ1

φ2

+

 0

Q2

 = 0, (17)

where φ1 (t) collects the unknown nodal values of concentration and φ2 (t) collects the known nodal

concentrations. The unknown φ1 are determined by solving the sub-system

M11 · φ̇1 +K11 · φ1 = −M12 · φ̇2 −K12 · φ2 = R (t) , (18)

where φ2, and then R (t), is a linear function of time ∀t ∈ [0, Tsat], while it remains constant

∀t ≥ Tsat.190
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3.4. System coupling and incremental-iterative solution

The hydrogen assisted stress corrosion cracking problem is numerically solved by simultaneously

employing Eq.(18) and Eq.(11). The problem is formulated in incremental terms, looking for the

solution of the diffusion/mechanical system at the time t + ∆t once the solution at the time t is

known. Since the effective diffusion at the intergranular interfaces is assumed as independent from

the opening displacement jump and interface status, the diffusion evolution can be analytically

determined from Eq.(18) as [30]

φ1 (t+ ∆t) = exp
{
−M−1

11 ·K11 ∆t
}
· [φ1 (t)− φ1p (t)] + φ1p (t+ ∆t) , (19)

where exp {·} denotes the exponential matrix and φ1p (t) is a particular solution of Eq.(18) that,

due to the form of R (t), can be at most linear. In this work, the software package Expokit [31]

(https://www.maths.uq.edu.au/expokit/) has been employed to compute the exponential matrix

needed to solve the diffusion step. It is worth noting that, in principle, being it uncoupled from the195

micro-cracking evolution, the diffusion problem could be solved independently from time t = 0 to

the end of the time window of interest, without subdividing it into time steps ∆tk. However, the

incremental algorithmic structure has been maintained to allow for more general solution cases.

Once the diffusion is solved, Eq.(11) can be rewritten as A ·X

I [X,φ(t),d∗]

 =

 C · Y [λ (t)]

0

, (20)

which is solved employing the incremental-iterative technique developed in Refs.[21, 22]. Due to the

highly sparse nature of system (20), PARDISO (http://www.pardiso-project.org/) [32, 33, 34] is200

used as solver. Enhanced computational efficiency, in the context of the boundary element method,

could be achieved using fast iterative solvers in conjunction with special matrix representations,

e.g. fast multipoles [35] or hierarchical matrices [36, 37, 38] for the solution of system 20.

4. Computational simulations

The developed formulation has been implemented and tested to assess its performance and205

robustness and simulate the behaviour of polycrystalline aggregates under the combined action of

a mechanical load and an aggressive environment.
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The simulations have been performed on CINECA’s Galileo HPC infrastructure, employing 2.40

GHz nodes with 16 cores. Each node could access 128 GB of RAM and the maximum wall time

was set to 24 hours for each computation. The allocated resources and actual computation time210

for each simulation have not been accurately tracked, but all tests have been completed within 24

hours, the longest times typically being required by the 3D tests in which the mechanical loading

and the diffusive process were closely time coupled, see e.g. comments on Fig.(5d); on the other

hand, the 2D tests have been performed using only 8 cores and would typically run to completion

in around 8 hours.215

The first set of tests simulates the relaxation of a 200-grain polycrystalline aggregate subjected

to constant uniaxial strain along the x3 direction and exposed to prescribed values of hydrogen

concentration on the four lateral walls (Dirichlet boundary conditions), see Fig.(2). The material

properties for the grains and aggregate interfaces are given in Table 1; in particular, for the bulk

grains, the elastic constants of single crystal AISI 304 stainless steel are used, see e.g. Ref.[12].220

The uniaxial strain is enforced applying a uniform displacement ∆u3 = λ0 on the top surface

of the aggregate; the initial quasi-static non-linear mechanical solution is computed, employing the

incremental/iterative procedure developed in Refs.[21, 22], before the diffusion process is started,

which results in an effective mechanical pre-load of the specimen.

No hydrogen is present at the intergranular interfaces at the beginning of the simulation, while225

the prescribed uniform concentration on the lateral walls of the aggregate evolves linearly from zero

to the saturation value within a time interval Tsat = 10 s, which has been used throughout the

whole set of tests. This is done to avoid both physical inconsistency in the diffusion physics and to

enhance the numerical convergence of the solution iterations. In fact, setting the external walls at

the free-surface saturation concentration value while keeping at zero concentration the immediately230

contiguous interfaces would force a non-physical diffusion landscape (unless the characteristic time of

the free-surface hydrogen absorption is order of magnitude faster than the characteristic time of the

intergranular diffusion). As a consequence, taking into account the mechanical/chemical coupling

expressed in the interfacial evolution laws, in the first solution step the specimen could be too far

from the equilibrium, which could require also hydrogen-related degradation and damage, and this235

could in turn induce numerical convergence issues. Similar, although non identical, convergence

issues were discussed and addressed in Ref.[12].

A parametric analysis has been performed to explore the effect of the effective diffusivity D
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∆u3 = λ0

φ = φ(t)

x1 x2

x3

Figure 2: Schematic of the boundary conditions used in the relaxation tests: a 200-grain aggregate subjected to

uniaxial constant strain along x3 and exposed to an aggressive environment on the four lateral walls; the hydrogen

concentration on the walls varies linearly from zero to the saturation value in a finite time Tsat.

and degradation parameter γ on the relaxation curves; also the role of morphological changes and

the influence of the pre-load level has been assessed and the results are summarised in Fig.(3).240

Fig.(3a) reports the time evolution of the macro-stress component Σ33, obtained from the micro-

stress volume average over all the grains of the aggregate, for four different 200-grain morphologies.

The four different morphologies have been randomly generated using Neper [24]; it is shown how,

under the combined action of the pre-load and aggressive environment, they exhibit an analogous

stress relaxation trend. In this sense, such morphologies can be assumed as representative of the245

material behaviour and subsequent tests are not biased by the morphological features of the specific

considered aggregate. Such conclusion is based on the feeling matured in the use of the present

framework also in previous studies [20, 21, 22]; however, a systematic statistical investigation in

this is sense has not been performed and it should be based on the analysis of a higher number of

specimens.250

Fig.(3b) explores the effect of the pre-load level on the stress relaxation of a selected aggregate,

for a fixed value of the effective diffusivity and degradation parameter. It is seen that, as expected,

the stress relaxation is more pronounced for aggregates subjected to higher initial strains. This

is consequence of the fact that, although the aggressive environment acts in the same way on the

aggregates subjected to different pre-loads, damage evolution is actually triggered only when the255

local intergranular stresses overcome the degraded activation threshold; low local stresses may not
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Table 1: Material properties of the simulated aggregate [12, 21].

Domain Property Component Value

Bulk crystals (cubic) Elastic constants [GPa] c11, c22, c33 204.6

c12, c13, c23 137.7

c44, c55, c66 126.2

Elastic anisotropic factor Z = 2c44/(c11 − c12) 3.77

Grain boundaries Interface strength [MPa] T0 205

Cohesive law constants [-]
α 1

β
√

2

Critical displacements jumps [µm]
δucrn 5.01 · 10−2

δucrs (β2/α)δucrn

activate the damage evolution, despite the environmentally induced degradation of the intergranular

cohesive strength. It is worth noting that specimens subjected to higher pre-loads may relax more

and faster than specimens subjected to milder initial conditions, due to the higher levels of damage

reached at the interfaces. In other words, in specimens subjected to high pre-loads, the initial260

diffusion induces the quick failure of the interfaces close to the lateral walls, which in turn induces a

likely stress concentration on contiguous, but more internal interfaces. In such cases, the mechanical

stress concentration, although triggered by the initial diffusion, may play a more important role

than the diffusion itself with respect to the speed of the relaxation process. The effect of the

degradation parameter γ is reported in Fig.(3c): the same morphology relaxes more for higher265

values of γ; however, it is worth noting that the relaxation time is the same for all values of γ,

as the speed of the relaxation is controlled by the diffusion process. Fig.(3d) shows the relaxation

curves for different values of the effective diffusivity D. It clearly appears that all the curves attain

the same relaxed value of macro-stress and that D affects the speed of the relaxation process, by

directly affecting the intergranular diffusion of the aggressive species.270

Fig.(4) shows, for a fixed value of diffusivity D = 1µm2/s, the contour plots, at different

times, of the relative hydrogen concentration and damage levels, for different levels of pre-load λ0

and degradation parameter γ. In Fig.(4a), it is shown how, at t = 10 s, the interfaces close to

the external walls are already affected by hydrogen; this is due to the fact that, while the walls’

15
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Figure 3: Stress relaxation curves Σ33(t) for 200-grain morphologies subjected to uniaxial pre-strain: a) behaviour

of four different randomly generated morphologies; b) effect of pre-strain level; c) effect of the degradation parameter

γ; d) effect of the diffusivity D.
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concentration evolves from zero to the saturation level in the interval [0, 10 s], the diffusion at275

the intergranular interfaces is not constrained, but follows the second Fick’s law. Moreover, it is

confirmed that, for a fixed value of γ, a higher pre-strain induces higher and more spread levels of

damage; on the other hand, for fixed pre-strain, the higher the value of γ, the higher the average

level of damage.

In the second series of tests, a 200-grain polycrystalline aggregate is simultaneously subjected280

to the action of an aggressive hydrogen environment and of a progressive uniaxial strain, applied

by enforcing the displacement ∆u3(t) = λ(t) = λ̇ t on the aggregate top surface, see Fig(5a). A

parametric study is performed to assess the combined influence of the applied displacement rate

and of the hydrogen diffusion for different values of effective diffusivity and degradation factor.

Figs.(5b-5c) show the macro stress-strain curves obtained under the action of a top-surface285

applied displacement rate of λ̇ = 3.36 · 10−4 µm/s and λ̇ = 1.05 · 10−4 µm/s (the specimen has

an overall height of ≈ 56µm) for different values of the diffusivity/degradation parameter. The

degradation parameter has a direct effect on the peak values of macro stress-strain curves.

On the other hand, an interesting interplay between the applied displacement rate λ̇ and the

speed of the diffusion process, expressed by D, emerges from the comparison of the same two figures.290

This aspect is explicitly highlighted in Fig.(5d), where it is pointed out that, for sufficiently high

values of D, the loading rate may not induce a difference between the stress-strain curves; this is

due to the comparatively higher speed of the diffusion process with respect to the selected loading

rates, so that the degradation threshold is met at the local interfaces at the same level of applied

displacement. For smaller values of diffusivity, and then slower hydrogen diffusion, the effect of the295

loading rate becomes more apparent. It is stressed that this aspect does not depend on the value of

γ, although different values of this parameter are selected in the figure for clarity of presentation.

Fig.(6) shows the damage evolution contour plots for the progressive loading tests with hydrogen

environment acting over the four lateral faces of the aggregate. Different values of diffusivity,

degradation parameter and loading rate are considered: in each case, the damage patterns appear300

quite spread, before the final localisation over a well defined crack surface.

In the third set of tests, a pseudo-3D (columnar) morphology subjected to the combined action

of a progressive uniaxial strain load and a concentrated hydrogen source is analysed. The boundary

conditions for this tests are represented in Fig.(7a), where the boundary region over which the

external hydrogen concentration acts is highlighted; also in this case the external concentration is305

17



t
=

1
0

s
t

=
2
5

s
t

=
5
0

s
t

=
10

0
s

(a) (b) (c) (d)

Damage / Concentration
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Figure 5: Progressive loading tests under the action of external hydrogen environment: a) Schematic representation

of the boundary conditions for the 200-grain morphology subject to prescribed progressive uniaxial strain and exposed

to the aggressive species over the four lateral faces. Macro stress-strain curves for b) λ̇ = 3.36 · 10−4 µm/s and c)

λ̇ = 1.05 · 10−4 µm/s. d) Effect of different loading rates λ̇ on the macro stress-strain curves.
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Figure 7: Tests for uniaxial strain progressive loading of a 200-grain pseudo-3D morphology exposed to a localised

external source of hydrogen: a) Schematic representation of the boundary conditions; b) Macro stress-strain curves

for different values of γ and D.

smoothly increased from zero to the saturation value.

The purpose of this set of tests is the investigation of cases of specific susceptible grain boundaries

or of localised environmental action due to the damage or reduced performance of a coating layer.

Fig.(7b) shows different macro stress-strain curves at a fixed loading rate for different combi-

nations of effective diffusivity D and degradation parameter λ. The same considerations as those310

valid in the previously analysed fully 3D test apply for the macro-curves, in terms of the overall

effect of D and γ on the features of the diffusion/degradation process.

On the other hand, the contour plots shown in Fig.(8) highlight how the presence of a concen-

trated diffusion source results in a clearly identifiable damage and crack path; in particular the

figure renders the evolution of the hydrogen concentration for a fixed value of D and the damage315

levels and crack evolution for two different values of γ at different times.

Fig.(9) shows the final crack path for a pseudo-3D morphology in the cases of no hydrogen

diffusion and of a concentrated hydrogen diffusion source, with different combinations of D and γ.

It is highlighted again how in the presence of concentrated diffusion the damage process localises

in a well defined crack path.320

In the last test, the fully 3D counterpart of the previous case is analysed, with a fully 3D

morphology subjected to a progressive tensile uniaxial strain and a localised environmental agent.
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Figure 8: Contour plots for uniaxial strain progressive loading of a 200-grain pseudo-3D morphology exposed to

a localised external source of hydrogen (loading rate λ̇ = 0.75 · 10−4 µm/s). a) Relative hydrogen concentration
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22



(a) (b) (c) (d) (e)

Figure 9: Developed crack paths for the progressive loading tests with localised hydrogen environment (λ̇ = 0.75·10−4

µm/s): a) no hydrogen-related interface degradation, i.e. γ = 0; b) γ = 0.9, D = 5.0 µm2/s; c) γ = 0.5, D = 5.0

µm2/s; d) γ = 0.9, D = 1.0 µm2/s; e) γ = 0.5, D = 1.0 µm2/s.

Fig.(10a) schematises the boundary conditions with the localised hydrogen source on one of the

external faces. The macro stress-strain curves, for different combinations of the diffusive/degradation

parameters, are shown in Fig.(10b).325

Fig.(11) shows the contour plots, at different times, of the hydrogen concentration associated

with different values of D; also shown are the damage levels associated with the two tested values

of diffusion, compared with the damage evolution induced by the purely mechanical loading, with-

out environmental degradation. Also in the present tests, the localised environmental aggressive

action results in the localisation of damage in the microstructure, with a clearly identifiable 3D330

intergranular crack path.

In concluding this section, it may be relevant to give some additional considerations about the

applied boundary conditions. In the above tests, displacement boundary conditions have been

enforced. In particular, constant displacements (and then macro-strains) have been applied to sim-

ulate the relaxation of polycrystalline specimens in aggressive environment. On the other hand, it335

could be of interest to study the creep of specimens subjected to corrosion, measuring the evolution

of macro-strains under the action of constant external loads, applied for example through constant

boundary tractions. Being the primary variables of the formulation both boundary displacements

and tractions, the proposed technique can naturally handle constant or variable traction bound-

ary conditions, allowing to follow the specimen creep up to the failure, as shown for example in340
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Figure 10: Tests for uniaxial strain progressive loading of a 200-grain fully 3D morphology exposed to a localised

external source of hydrogen: a) Schematic representation of the boundary conditions; b) Macro stress-strain curves

for different values of γ and D.

Ref.[39], in which grain-boundary cavitation in polycrystalline materials has been modelled within

the present framework.

5. Discussion and future research

The developed framework offers the advantage of a simplified computational representation of

the aggregate, by virtue of the boundary integral formulation of the polycrystalline mechanics, which345

expresses the problem in terms in intergranular variables only, i.e. displacements and tractions.

The model is suitable for aggregates that mainly experience environmentally induced intergran-

ular degradation under the effect of the external environment; the individual grains are in fact

represented as anisotropic elastic domains not undergoing any bulk transformation or degradation.

In other words, the diffusion of environmental agents, the subsequent degradation and the nucleation350

and evolution of irreversible damage under local effective tractions all take place at the intergran-

ular interfaces, modelled through cohesive traction-separation laws embodying concentration and

damage related parameters.

On the other hand, the choice of modelling the intergranular diffusion process through a finite

element formulation, together with the lack of specific restrictions on the choice of the specific form355
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Figure 11: Contour plots for uniaxial strain progressive loading of a 200-grain fully 3D morphology exposed to

a localised external source of hydrogen (loading rate λ̇ = 1.05 · 10−4 µm/s). a) no hydrogen-related interface

degradation, i.e. γ = 0; b) Hydrogen relative concentration evolution: D = 1.0 µm2/s; c) Damage evolution:

γ = 0.5, D = 1.0 µm2/s; d) Hydrogen relative concentration evolution: D = 5.0 µm2/s; e) Damage evolution:

γ = 0.9, D = 5.0 µm2/s.
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of the diffusion equation and the cohesive laws, except the requirement of physical consistence,

ensures a certain generality in terms of representation of the behaviour of the aggregate interfaces.

In this respect, the framework could incorporate more sophisticated diffusion models [29], over-

coming for example the Fourier paradox. On the other hand, the selection of the traction-separation

laws recalled in Section 2.2, included the specific functional form of the cohesive strength degrada-360

tion, is by no means constrained in the present model: general cohesive laws can be selected and

interesting developments could in fact be related to the formulation of functional forms derived

from lower scale analyses, e.g. atomistic simulations addressed at resolving the interface decohesion

process [11, 40].

The effect of cyclic loading could be included in the framework following for example the ap-365

proach suggested by Bomidi et al. [41], within the scope of continuum damage mechanics. However,

the most critical aspect in this sense would be the formulation of suitable laws expressing the mate-

rial degradation due to the simultaneous effect of both the cyclic loads and the aggressive environ-

ment, which cannot generally be expressed as a simple superposition [42]. The method could also

be formulated in a dynamic boundary element framework, either in time or Laplace domain[43, 44],370

although the likely demanding computational requirements would necessitate suitable acceleration

[45, 46] to render the analysis amenable.

Another aspect worth investigating could be the simulation of the penetration of the hydrogen-

rich environment in the intergranular space between loosening grains, at interfaces experiencing

damage, opening and failure and simultaneously exposed to the aggressive environment. Opening375

grain boundaries could in fact be expected to exhibit absorption features intermediate between the

free surface and the bulk values. This aspect has been addressed in the literature by employing

mixed Dirichlet-Neumann boundary conditions [47]. In the present formulation, the penetration of

the aggressive environment could be simulated by making the effective diffusivity dependent on the

local value of damage and opening and forcing the relative concentration at the exposed intergran-380

ular crack flanks at the saturation concentration levels. Moreover a macroscopic consistence flag

could be used to avoid artifacts, e.g. at isolated failing interfaces located within the specimen but

not yet possibly reached by the aggressive agents. These aspects could certainly be accommodated

within the presented framework; however, as discussed in Ref.[19], the conditions prevailing within

failing interfaces are complex and not perfectly understood, especially with respect to the chemi-385

cal interaction between the newly formed surface and the aggressive environment. For these very
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reasons, this could be an intriguing research direction.

An interesting application of the framework could involve the study of specific materials in

specific environments, with a more realistic representation of the interface properties, for example

a distinction between susceptible and resistant intergranular interfaces or the representation of390

intergranular precipitates and/or inclusions. In other words, the inclusion of additional and more

realistic intergranular physics, to be included in the model in agreement with available statistical

information, and the study of specific materials in specific environments (known to experience

intergranular degradation) would constitute an interesting research development.

Further developments could involve the inclusion of more complex constitutive behaviours for395

the bulk grains, e.g. crystal plasticity [48, 49] or trans-granular cracking ([50]), coupled with intra-

granular diffusion [17].

Another interesting research direction could be the inclusion of the developed scheme into a

multi-scale computational framework [51, 52], which would allow linking the nucleation and evo-

lution of material damage at the grain-scale with the failure of engineering components under the400

action of aggressive environments.

6. Conclusions

In this study a novel computational model for hydrogen assisted intergranular stress corrosion

cracking in polycrystalline microstructures has been proposed, developed, implemented and tested.

The developed framework is based on the use of a hybrid BEM-FEM computational strategy:405

a boundary element formulation is employed to represent the mechanics of the crystal aggregate,

whereas a finite element implementation is used to capture the intergranular diffusion of hydrogen,

whose interfacial concentration evolves according to the Fick’s second law. The link between the

polycrystalline mechanics and the diffusion process, as well as between the two methods, is provided

by intergranular cohesive interfaces, whose mechanical strength is degraded by the concentration410

of the diffused species.

The performed parametric analyses confirm the computational robustness of the developed

framework and provide a qualitatively sound representation of the hydrogen assisted intergranular

stress corrosion cracking. The developed formulation and implemented framework may constitute

a valuable tool in the study of polycrystalline materials and components subjected to aggressive415

environments.
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Appendix A. Anisotropic Green’s functions420

The kernels Uij(ξ,η) and Tij(ξ,η) appearing in Eqs.(1) are computed as

Uij(ξ,η) = Gij(ξ,η), Tij(ξ,η) = nk(η)cjkpq
∂Gip
∂ηq

(ξ,η) (A.1)

where n(η) = {ni(η)} is the unit outward vector normal to the boundary at the point η and

Gij(ξ,η) are the 3D Green’s functions for anisotropic elasticity, which are obtained as the solution

of partial differential equations

cikjl
∂2Gpj
∂ηk∂ηl

(ξ,η) + δpiδ(η − ξ) = 0 (A.2)

where ξ and η are the collocation and observation points, respectively, cijkl is the anisotropic

fourth-order elasticity tensor, δpi is the Kronecker delta and δ(η − ξ) is the Dirac delta function.

By applying the Fourier transform with respect to the variable η to Eq.(A.2) and following the

approach proposed in Ref.[27], the Green’s functions Gij(ξ,η) and their derivatives can be obtained

in terms of spherical harmonics as follows

∂(I)Gij

∂r
(α1)
1 ∂r

(α2)
2 ∂r

(α3)
3

(r) =
1

4πrI+1

∞∑
`∈L

P I` (0)
∑̀
m=−`

G̃`,mij,(α1,α2,α3)
Y m` (r̂), (A.3)

where r ≡ η − ξ, r =
√
rkrk, r̂ = r/r; I = α1 + α2 + α3 denotes the order of derivation and L is

the set of positive even (odd) integers when I is even (odd). P I` (0) is the `-th associated Legendre

polynomials of degree I evaluated at 0 and Y m` (r̂) is the spherical harmonic of order ` and degree

m. The coefficients G̃`,mij,(α1,α2,α3)
of the series are computed by means of the following integral over

the unit sphere S1:

G̃`,mij,(α1,α2,α3)
=

∫
S1

(ξ̂1)α1(ξ̂2)α2(ξ̂3)α3G̃ij(ξ̂)Ȳ m` (ξ̂)dS(ξ̂), (A.4)

being G̃ij(ξ) = [cikjlξkξl]
−1

and Ȳ m` the complex conjugate of Y m` . The interested readers are

referred to Ref.[27] for further details about the spherical harmonics expansions of the fundamental

solutions.
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