
 

University of Bradford eThesis 
This thesis is hosted in Bradford Scholars – The University of Bradford Open Access 
repository. Visit the repository for full metadata or to contact the repository team 

  
© University of Bradford. This work is licenced for reuse under a Creative Commons 

Licence. 

 

https://bradscholars.brad.ac.uk/
http://creativecommons.org/licenses/by-nc-nd/3.0/
http://creativecommons.org/licenses/by-nc-nd/3.0/
http://creativecommons.org/licenses/by-nc-nd/3.0/
http://creativecommons.org/licenses/by-nc-nd/3.0/


 

 

 

 
 

M. SUSANTO 
 
 
 

PhD 
 

UNIVERSITY OF BRADFORD 
 
 
 

2015 

NETWORK CODING FOR MULTIHOP 
WIRELESS NETWORKS 



 

 

NETWORK CODING FOR MULTIHOP  

WIRELESS NETWORKS 

 

 

Joint Random Linear Network Coding and Forward Error 

Correction with Interleaving for Multihop Wireless Networks 

 

 

 

 

Misfa SUSANTO 

 

 

Submitted for the Degree of Doctor of Philosophy 

 

 

 

Faculty of Engineering and Informatics – School of 

Electrical Engineering and Computer Science 

 

 

University of Bradford 

2015 



Abstract 

i 
 

ABSTRACT 
Name:  Misfa Susanto 

Title:  Network Coding for Multihop Wireless Networks: Joint Random Linear 

Network Coding and Forward Error Correction with Interleaving for 

Multihop Wireless Networks 

Keywords: Modulation Scheme, Convolutional Code, Reed Solomon Code, 

Serial Concatenated Code, Interleaving Schemes, Random Linear Network 

Coding, Symbol Level Network Coding, Multihop Transmission, Interleaved 

Network-Forward Error Correction Coding, Bit and Block Error Rates. 

Optimising the throughput performance for wireless networks is one of the 

challenging tasks in the objectives of communication engineering, since wireless 

channels are prone to errors due to path losses, random noise, and fading 

phenomena. The transmission errors will be worse in a multihop scenario due to its 

accumulative effects. Network Coding (NC) is an elegant technique to improve the 

throughput performance of a communication network. There is the fact that the bit 

error rates over one modulation symbol of 16- and higher order- Quadrature 

Amplitude Modulation (QAM) scheme follow a certain pattern. The Scattered 

Random Network Coding (SRNC) system was proposed in the literature to exploit 

the error pattern of 16-QAM by using bit-scattering to improve the throughput of 

multihop network to which is being applied the Random Linear Network Coding 

(RLNC). This thesis aims to improve further the SRNC system by using Forward 

Error Correction (FEC) code; the proposed system is called Joint RLNC and FEC 

with interleaving. 

The first proposed system (System-I) uses Convolutional Code (CC) FEC. The 

performances analysis of System-I with various CC rates of 1/2, 1/3, 1/4, 1/6, and 

1/8 was carried out using the developed simulation tools in MATLAB and compared 

to two benchmark systems: SRNC system (System-II) and RLNC system (System-

III). The second proposed system (System-IV) uses Reed-Solomon (RS) FEC 

code. Performance evaluation of System IV was carried out and compared to three 

systems; System-I with 1/2 CC rate, System-II, and System-III. All simulations were 

carried out over three possible channel environments: 1) AWGN channel, 2) a 

Rayleigh fading channel, and 3) a Rician fading channel, where both fading 

channels are in series with the AWGN channel. The simulation results show that 

the proposed system improves the SRNC system. How much improvement gain 

can be achieved depends on the FEC type used and the channel environment.  
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CHAPTER 1: INTRODUCTION 

 

1-1 BACKGROUND 

Network coding is a new paradigm for networking and is a rapidly growing 

research area since its introduction in 2000 [1]. The idea behind network coding 

is to combine different incoming packets arriving at an intermediate node from 

different paths such that bandwidth utilisation efficiency and throughput of the 

network as well as the information content for each transfer can be increased.  

This is rather different from the traditional networking paradigm where 

intermediate nodes perform only ‘store and forward’ functions and can quickly 

become bottlenecks to the network when encountering heavy incoming 

information flows.  

The origins and basic concepts and mathematical foundations behind network 

coding are given, along with some simple examples, in [1]. In this treatment, an 

intermediate node not only forwards its incoming flows, but also encodes the 

independent incoming flows before forwarding them; the results showed that a 

higher throughput could be achieved for multicast transmissions. Subsequently, 

it was shown in [2] that linear network coding (LNC) is enough to achieve the 

high capacity needed for multicast transmission. It was then explained in [3] 

how to determine the coefficients for LNC. Following on from this development, 

network coding has received much attention from the networking and 

information theory research communities and a solid theoretical foundation of 

network coding has been developed. An information theoretic review of network 

coding is given in [4] – [5]. More practical review is given in [6]. Since its 
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inception, major scientific publications on network coding are recorded in the 

bibliography of network coding [7], however many recent papers [8] – [20],  

among others, are not included. Inevitably, as the approach has gained 

acceptance, focus has moved from purely theoretical foundations to 

applications. 

One of the more interesting network coding types that has been explored is 

LNC [2]. In LNC, a coded packet is a linear combination of independent 

packets, which consist of several incoming packets to an intermediate node, or 

segmented from a large packet in a source node. Each block of the coded 

packet is appended to a vector of linear coefficients. This type of network 

coding has some advantages. Firstly, LNC has improved throughput in 

communications networks, and the approach enables improvements to be 

obtained from a dense network environment. Secondly, since the network 

coding idea comes from the reduction of number of transmissions, bandwidth 

saving is a feature of this technique. LNC is robust with respect to link failures 

and errors, as long as the receiver has sufficient rank of global information to 

decode the coded packet. Finally, since any information flowing out from an 

intermediate node or a source is a coded packet, LNC is robust to any tapping 

attempt by an unintended third party. LNC can be considered as bit level 

Network Coding. Bit-Level Network Coding in theory could achieve 1.33 times 

the throughput of network coded vs. conventional coding for 3-node chain 

topology as shown in Figure 1.1. In addition, bit level network coding or digital 

network coding has been successfully implemented for wireless IEEE 802.11-

based networks [21] – [24], and wired networks as in [25] – [26]. 
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The higher throughput gain improvement than bit level network coding (digital 

network coding – DNC) can be achieved by applying signal level network 

coding. There are several types of signal level network coding which have been 

tested and verified through simulation and actual field studies, these include 

physical layer network coding [27], analogue network coding [28], and complex 

field network coding [29]. 

 

Figure 1.1 Comparison without and with Network Coding in Chain Topology 

Suppose two wireless terminals A and B are required to exchange their 

information, but they are limited by transmission range. However they could use 

a suitable intermediate node C. In the first time slot, signal level network coding 

enables two signals to meet at node C, whereas in a traditional network the two 

signals would be considered as interference – and as such could not be used at 

C. By signal level network coding, the intermediate node C amplifies and 

broadcasts the combined signals in the second time slot, and nodes A and B 

can receive the combined signals sent by node C. Since node A knows the 

signal that it sent, it can use that signal to get node B’s signal and use it to 

1 2

34
Node A

Node C

Node B

1 2

33
Node A

Node C

Node B

Without network coding needs 4 
timeslots for nodes A and B to 
exchange their packets via 
node C (2 packets/4 timeslots)

With bit level network coding 
(digital network coding) needs 3 
timeslots for nodes A and B to 
exchange their packets via 
node C (2 packets/3 timeslots)Legend: Number = timeslot number

Legend: Number = timeslot number

1 1

22
Node A

Node C

Node B

With signal level network coding 
(analog network coding) needs 
2 timeslots for nodes A and B to 
exchange their packets via 
node C (2 packets/2 timeslots)Legend: Number = timeslot number
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obtain node B’s packet. Similarly node B can obtain node A’s packet. This 

mechanism of signal level coding has already been successfully tested within 

the software radio environment [28]. Its throughput rate is double that of the 

traditional network without network coding. It is also shown in Figure 1.1. 

Although signal level network coding offers higher throughput improvement 

compared to bit level or digital network coding, it has proved difficult to 

implement due to the synchronisation problem of mixing signals. The complexity 

substantially rises when more than two signals are considered. By contrast, bit 

level network coding or digital network coding (DNC) has been widely 

implemented in wireline and wireless networks for various applications, ranging 

from the application layer to the physical layer. LNC has two broad variants – 

specifically, deterministic and random (RLNC). Deterministic LNC is generally 

less applicable than RLNC. This is because of the difficulty in defining the 

encoding coefficient vector, and the need for a central node to control the 

distribution of vector of encoding coefficients. Full knowledge of the network 

topology is also required. RLNC offers the advantages of having no need for a 

central node, and no need for detailed knowledge of the network topology. 

Wireless networks need to maintain flexibility in their network connections, and 

mobility capabilities to meet demand. These wireless services need to offer the 

same quality of services in term of bandwidth, throughput, and end-to-end 

delay, to those offered by the wired network. However, the wireless channel is 

prone to errors and unpredictable time-varying fluctuations in signal amplitudes 

due to random fading phenomena which cause higher fluctuations in the 

received signals. This degrades the performance of wireless networks in terms 

of the throughput that can be provided by the network. The need to provide high 
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throughput for wireless network is a challenging task, which it is not the case in 

wired networks, which are stationary. Wireless networked information 

transmission can be either centralised or decentralised. In both cases, there is a 

case where multihop transmissions cannot be avoided. A central node in the 

centralised approach, and/or a mobile terminal can act as a relay to 

forward/route information from a source node to a destination node, facing a 

multihop scenario. In wireless multihop networks, the wireless network 

performance will degrade significantly compared to one hop scenario. 

1-2 MOTIVATION AND OBJECTIVES  

The potential for applying network coding in wireless networks is substantial. 

When information is sent through a wireless channel, it is well-known that 

unpredictable errors appear in the transmission due to the unreliability of the 

channel. These errors can be caused by objects around the path between 

transmitter and receiver nodes, multipath propagation, shadowing, and path 

loss. The situation degrades when information is sent through multihop wireless 

networks. Transmission errors occurring in a single hop can be expanded as 

information travelling through more than one hop, and the error will be 

accumulated in the destination node assuming the intermediate or relay node 

does not have any error correction capabilities. However, not all bits in a 

modulation symbol have the same bit error rates. Following [30], it has been 

pointed out that there is an error pattern in 16-Quadrature Amplitude 

Modulation/QAM (and higher order of square QAM schemes) with Gray 

mapping. For example, 16-QAM uses 4 bits for one modulation symbol, the first 

and third bits have similar bit error rate (BER) and is lower than those of the 

second and fourth bits, which also exhibit similar BER per code symbol. 
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Following on from this result, a wireless multihop network transmission scheme 

known as the scattered random network coding (SRNC) combining random 

linear network coding (RLNC) on the symbol level with the bit scattering method 

was proposed to increase throughput [31]; this is referred to as the scattered 

random network coding (SRNC) method. The SRNC system groups bits having 

similar bit error rates into a same group of bits (symbols/blocks) after RLNC 

encoding. The blocks with lower bit error rates will have correspondingly lower 

block error rates compared to those with higher bit error rates. This enables the 

RLNC decoder to collect enough coded blocks, ensuring that the RLNC 

encoding coefficient matrix is of sufficient rank. The performance of SRNC can 

be improved by adding a forward error correction (FEC) code to the SRNC 

system such that RLNC decoder can collect the correct blocks more quickly, 

and the matrix of encoding coefficient achieves sufficient rank. In other words, 

the SRNC system will define the baseline system performance. This raises 

some significant questions: (i) “which FEC code can be beneficial to the 

proposed system?”, (ii) “will the proposed system still promote the higher 

throughput in the same situations?”; and (iii) “how is that additional module 

integrated to the baseline system?”. 

This PhD thesis aims to improve the performance of SRNC system by 

integrating FEC code into the system. In other words, this PhD thesis uses 

SRNC system as a baseline system and as a benchmark system to evaluate 

the achieved results. Which can FEC code be beneficial to the proposed 

system? Will the proposed system still promote to offer the higher throughput in 

the same situations? How is that additional module integrated to the base line 

system? Such questions are the major concern of this thesis. Hence this thesis 

has the following objectives: 
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-  Conduct a comprehensive overview of the network coding in general and its 

application in a wireless network scenario. 

-  Review the SRNC system and identify areas for improvements.  

-  Incorporate AWGN, Rayleigh and Rician fading channels for the construction 

of a realistic communication channel model as an extension to the SRNC 

system 

- Identify suitable FECs and combine with the RLNC scheme to be 

incorporated in the extended SRNC system 

-  Develop and implement a simulation framework to be used in evaluating the 

joint RLNC and FECs, together with interleaving and comparing its 

performance with the baseline SRNC system. 

-  To analyse and validate the collected performance. 

1-3 CONTRIBUTED WORKS AND ACHIEVEMENTS 

The contributions of the PhD work are listed in the followings. 

 Extension of the SRNC with FEC codes – The SRNC system has not 

been applied any FEC code before. In this thesis, the investigation of FEC 

codes for SRNC system has been carried out. Two independent FEC 

codes; convolutional and Reed-Solomon codes have been explored 

separately.     

 Development of the Theoretical Framework for Joint RLNC and FEC 

code with interleaving for Multihop Wireless Network Scenarios – The 

theoretical framework to analyse the proposed system of joint RLNC and 

FEC code with interleaving has been accomplished. In the proposed 
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system, the framework included convolutional code and Reed-Solomon 

codes, separately.     

 Investigation of the Joint RLNC and FEC Codes with Interleaving 

Systems Using the AGWN Channel – The evaluation of the proposed 

system using both of convolutional and Reed-Solomon codes has been 

carried out using the AWGN channel, then the characteristics of the 

proposed system under AWGN conditions can be understood. 

 Investigation of the Joint RLNC and FEC Codes with Interleaving 

System Using the Rayleigh Channel – The testing of the proposed 

system using both of convolutional and Reed-Solomon codes has been also 

carried out using the Rayleigh fading channel which gives a more realistic 

channel condition for wireless environments.   

 Investigation of the Joint RLNC and FEC code with Interleaving 

System Using the Rician Channel – The SRNC system has not been 

evaluated using the Rician fading channel. Both the proposed system and 

the baseline SRNC system have been tested using the Rician fading 

channel. 

 Simulation Framework for Scattered/Interleaved Random Linear 

Network Coding – A simulation framework has been built for the SRNC 

system using programming script in MATLAB and as a base to develop 

simulation experiment for the proposed systems. 

 Joint Random Linear Network Coding and Convolutional Code with 

Interleaving for Multihop Wireless Network Scenario – The performance 

improvement in terms of block error rate, decoding error probability, delivery 
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rate, and bit error rate for SRNC is investigated for the proposed system 

that combines convolutional code and the system with interleaving. The 

proposed system is called as System-I. Row-to-Column interleaving is 

implemented in the system. Performance analysis is done through 

simulation under various channel conditions. The channel conditions affect 

the achieved performance gains of the proposed system as well as the 

convolutional coding rate used.    

  Joint Random Linear Network Coding and Reed Solomon Code with 

Interleaving for Multihop Wireless Network Scenario – A system of joint 

RLNC and RS code with interleaving is proposed and explored, this is 

designated as System-IV. The evaluation of System-IV is done under 

various channel conditions through simulation. The performance 

comparisons to the baseline SRNC, the RLNC, and the System-I with 1/2 

CC rate systems has been explored. The performance gains vary under 

different channel conditions. The simulation results show that this System-

IV are more robust in the Rayleigh channel conditions due to the RS code 

properties of correcting the burst errors caused by Rayleigh channel. 

 The Impact of Convolutional Code Parameters on the System of Joint 

RLNC and Convolutional Code with Interleaving for Multihop Wireless 

Network Scenario – There are some parameters of convolutional code that 

affects the performance of the system. The evaluation of System-I under 

various channel conditions raises the parameters of convolutional code to 

be retuned. An evaluation of convolutional code parameters is performed 

and the optimal parameters of convolutional code are determined. 

The following papers have been published during this study. 
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- Misfa Susanto, Yim Fun Hu, Prashant Pillai, “Joint Random Linear Network 

Coding and Convolutional Code with Interleaving for Multihop Wireless 

Network”, the Eight International Workshop on the Performance Analysis 

and Enhancement of Wireless Networks 2013 (PAEWN 2013) – the 27th 

IEEE International Conference on Advanced Information Networking and 

Applications 2013 (IEEE AINA 2013), Barcelona, Spain, March 25th – 

March 28th, 2013. 

- Misfa Susanto, Yim Fun Hu, Prashant Pillai, “Performance Evaluation of a 

Combined System of Random Linear Network Coding and Convolutional 

Code with Interleaving for Two-hop Wireless Networks under Rician Fading 

Channel”, IFIP Seventh International Working Conference HET-NETs 2013, 

Ilkley – West Yorkshire, UK, November 11th – November 13th, 2013. 

1-4 THESIS LAYOUT 

Following this introduction chapter, the thesis is structured as follows. 

 Chapter 2: An Introduction to Network Coding – Based on a literature 

survey, this chapter discusses the definition and classification of network 

coding. Variants of each class of network coding are discussed and a survey 

on the use of network coding applications in wireless network is also 

presented.  

 Chapter 3: Joint Random Linear Network Coding and Convolutional 

Code with Interleaving for Multihop Wireless Network under AWGN 

Channel – This chapter discusses a proposal of using a convolutional code 

added to the baseline system to improve further the baseline system 

performance. The details of the proposed system and performance 
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evaluation through simulation under Additive White Gaussian Noise (AWGN) 

are presented and discussed. 

 Chapter 4: Evaluation of Joint Random Linear Network Coding and 

Convolutional Code with Interleaving for Multihop Networks in Fading 

Channels – This chapter discusses an evaluation of the proposed system in 

chapter 3 under fading channel conditions. Several fading channel models 

are overviewed. Simulation of the proposed system is carried out and the 

simulation results are presented and analysed.   

 Chapter 5: Joint Random Linear Network Coding and Forward Error 

Correction Code with Interleaving for Multihop Networks Using Reed 

Solomon Code – This chapter explores another type of FEC code for the 

system of joint RLNC and FEC code with interleaving for multihop wireless 

network. The FEC code that has been chosen is Reed Solomon (RS) code. A 

justification of this choice is discussed in this chapter. The details of 

proposed system of joint RLNC and RS code with interleaving are also 

presented. System analysis using simulation is carried out under AWGN, 

Rayleigh fading, and Rician fading channels. The comparison between the 

proposed system in this chapter and other threes systems is presented and 

discussed. Those other three systems are 1) system of joint RLNC and 

convolutional code with interleaving using 1/2 convolutional coding rate, 2) 

SRNC system: RLNC system with bit scattering, and 3) system with RLNC 

only.  

 Chapter 6: Conclusions and Recommendations for Further Work – This 

chapter presents the conclusions of this PhD work and discusses the likely 

future work that could be carried out. 
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CHAPTER 2: AN INTRODUCTION TO NETWORK CODING 

 

 

2-1  SCOPE 

Network coding is an elegant concept which generalises well in practice for 

digital wireless communications. Following its introduction into the mainstream 

literature in 2000 [1], considerable effort has been devoted in applying the 

concept to improvements in communications network bandwidth and efficiency 

[2] – [3], [8] – [29], and [31] – [41]. 

This chapter seeks to establish the definition and classification of network 

coding schemes, and their variants, with reference to the literature. In particular, 

it explains digital network coding (DNC), also known as bit-level network coding; 

and also, analogue network coding (ANC), also known as signal level (network) 

coding. Illustrative examples are provided for each sub-category. Variants of the 

same network coding types are grouped and discussed where relevant to 

developments in future chapters. 

This chapter will also focus on the overhearing aspects of wireless networks. It 

is well-known that any closed-form formulation of throughput gain when 

overhearing occurs, is difficult for wireless networks, and is still an open issue. 

The throughput gains for both DNC and ANC without overhearing are derived, 

which provides a basis for establishing the upper bounds for the throughput 

gains. 



An Introduction to Network Coding 

13 
 

2-2 DEFINITIONS AND CLASSIFICATION OF NETWORK 

CODING SCHEMES 

Three definitions are presented and reviewed [42]. The first definition follows 

the pioneering work of Ahlswede et al [1] which states that “…coding at a node 

in a network as network coding.” Coding in this context means by allowing an 

intermediate node to perform a (coding) scheme to the input stream and then 

forwarding the encoded stream to the destination that is able to decode it. In 

other words, coding may be understood as an arbitrary causal mapping from 

input streams to output streams. By adopting the graph ,  as the network 

model, Ahlswede et al show that the maximum capacity of a multicast network 

is equal to the min-cut of the graph (Max-flow min-cut theorem, [1]). The links 

and edges of ,   are assumed to be noise free in this model. A more 

precise definition would distinguish between network coding from that of 

channel coding in the presence of noise – viz “coding at a node in a network 

with error-free links” [42]. These definitions deal with network coding in the 

physical layer, a further definition is needed for coding above the physical layer 

[42]: “coding at a node in a packet network where data are divided into packets 

and applying coding to the contents of packets”. This third definition was 

subsequently used in [42] for their entire discussion. This third definition is also 

agreed for the network coding terminology in this thesis due to two main 

reasons. Firstly, that third definition does not explicitly state error-free link as in 

two other previous definitions, it opens the field to explore the error effects for 

network coding. Secondly, the third definition works on packet level which is 

more suitable for network layer and layers above the network layer.  
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2-3  DIGITAL NETWORK CODING  

Any network coding at bit level may be thought of as a form of Digital Network 

Coding (DNC). In order to have a better insight into the basic idea of network 

coding, it is necessary to take a look at two canonical examples. The first 

example is the well-known butterfly network as shown in Figure 2.1. This 

network example is first presented in [1].  

Figure 2.1 The Butterfly Network, One-Source Two-Sink Network 

 

 

In this example, each link connecting two nodes has unit capacity, as shown in 

Figure 2.1 (a). Capacity is defined as the number of information bits per unit 

time that may be accommodated by a link. A source node  generates two 

independent information bits,  and , each of length one bit, to be 

simultaneously sent to two sink nodes  and  (the multicast case) through 

intermediate nodes 1, 2, 3 and 4.  
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It is easy to see that without network coding (Figure 2.1 (b)), the intermediate 

node 3 has to decide which bits of information (  or ) are to be forwarded first. 

If node 3 decides to forward a first, the sink node  will receive all the 

information  and , whereas the sink node  only receives a for the first round 

of transmission time (of node 3). Node 3 needs to send the b in the next round 

of transmission time, so that node  receives all the information,  and . 

Therefore in this case, node 3 introduces the bottleneck for such multicast 

settings. If network coding is applied, then node 3 can mix the received 

information from all the incoming edges (incoming links) through a simple 

bitwise XOR-operation, before forwarding the XORed information  to node 

4. By doing so, node  uses information  directly obtained from node 1 and 

 from node 4 to recover the information  by XORing  and ; 

similarly node  could recover the information , by XORing  and . As a 

result, both sink nodes can recover all information sent by the source node, , 

through node 3, which needs only send the encoded information once. It could 

be noticed that by applying network coding, the number of transmissions 

needed to multicast  and  to both  and  is 9 bits. Without network coding, 

at least one more bit transmission must be performed. If the multicast rate is 

defined as the average number of information bits which are simultaneously 

received by the destination nodes per unit time [1], then in the butterfly network 

example, a multicast rate of 2 is be possible with network coding in contrast with 

the store-and-forward conventional method. Note that in this example, the 

source node and each intermediate node can simultaneously send the different 

bits to different outgoing links. In addition, each sink node and each 

intermediate node can receive simultaneously the different bits from different 

incoming links. It is worth pointing out in this example, that all the links 
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connecting any pair in the network are assumed to be noiseless, which is 

applicable to wired channels. However, it is well known that the wireless 

channel varies over time and is prone to errors. This example shows that 

network coding can improve the throughput performance of a multicast network. 

Another simple example of a wireless network application is presented in COPE 

[21] – [22], this is shown in Figure 2.2.  

 

Suppose that nodes  and  are out of range of one another, so exchange their 

information through a relay , and that a TDMA system is assumed. In this 

case, the conventional approach is shown in Figure 2.2 (a) using four 

transmission time slots. In the first time slot, node  sends its information to the 

relay node, which forwards the packet from node  to node  in the second 

time slot. In the third time slot, node  sends its packet to node , and in the 

fourth time slot, node  forwards node ’s packet to node .  With network 

coding, in the first time slot node  sends its packet, , to node  which stores 

that packet. In the second time slot node  sends its packet b to , which will 

perform a bitwise XOR operation, , to mix the packets  and . The relay 

node then broadcasts the encoded packets to nodes   and  in the third time 

slot. Here node  could recover node ’s packet by decoding the encoded 

packet broadcasted by relay node through bitwise XOR operation with its own 

Figure 2.2  A Simple Example of Two Terminals Exchanges Information Using a 
Relay Node without and with Network Coding 
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packet, i.e.    . Similarly, B could recover ’s packet by the same 

operation. By applying network coding, it can be deduced that the number of 

transmissions needed is 3 rather than the 4 in the conventional approach. This 

second example shows that network coding could be applied in wireless 

networks by taking advantage of the broadcast nature of wireless channel to 

improve throughput and conserve the bandwidth; an improvement in the 

throughput of 33% can be gained in this case. A requirement for network coding 

is that an intermediate node is allowed to perform network coding functions in 

contrast to the conventional approach in which an intermediate node is only 

responsible for packet forwarding. It should be noted that a source node may 

also perform network coding (mixing) operations on its own information packets.  

2-3-1 BENEFITS OF WIRELESS NETWORK CODING 

There are some advantages which may be expected through the application of 

network coding in wireless networks. These benefits are mostly in energy 

saving and efficiency, which are related to wireless bandwidth, throughput and 

delay. 

Energy Saving/Efficient Energy. Energy is an important issue in battery 

operated devices such as a wireless sensor node. Network coding offers the 

possibility of energy saving by reducing the number of transmissions for a node. 

This is illustrated in the second example in section 2.3. The relay node sends 

once rather than twice. 

Wireless Bandwidth. The benefits of energy saving/efficient energy also apply 

to bandwidth saving. In the second example of section 2.3, it can be seen that 

the number of transmissions is reduced to 3 by the network coding approach 
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rather than 4 in the conventional approach. This implies that the occupied 

bandwidth is 3 timeslots rather than 4 timeslots. One timeslot could be used for 

another transmission. 

Throughput. In the first example, the multicast rate could be achieved at a rate 

of 2 by allowing the intermediate node to process the incoming information 

streams, which it is not achievable in the traditional store-and-forward routing 

protocol. This implies that network coding could improve throughput in multicast 

scenarios for directed networks. 

Delay. By reducing the number of transmissions the total end-to-end delay is 

also reduced, as shown in Figure 2.2. In the second example, the transmission 

could be concluded after 3 transmissions rather than 4 transmissions. This is 

only achievable when all the necessary packets for the decoding have been 

received correctly, and are only transmitted once. 

Robustness. Network coding naturally offers robustness to network security 

through forwarding the encoded packet instead of the un-encoded packets. For 

example, using the second example, suppose that there is a third party who 

accesses the encoded broadcasted data packet. Although this third party could 

‘hear’ the encoded packet, this packet is not useful unless this third party has 

the packet from node  and/or node . 

2-3-2 DISADVANTAGES OF WIRELESS NETWORK CODING 

Having established the fundamental concepts of network coding, several 

possible disadvantages can be identified which may need to be addressed in 

practice. 
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1. Network coding is sensitive to packet loss. As the encoded packet is 

transmitted to the desired end node, and consists of some original packets (also 

known as native packets), all or part of the packets necessary for the decoding 

must be received correctly at the destination node. If some of the received 

packets contain errors, the destination node will not be able to decode the 

received packets, which in effect will render the other received packets useless. 

2. A further disadvantage is in the increased end-to-end latency. This is 

particularly true for very long multihop situations, due to the fact that each 

intermediate node will mix/encode the incoming packets, this implies that the 

accumulated processing times will contribute to the additional latency. A further 

contribution to the latency comes about from the fact that a destination node 

has to wait for all necessary and error-free packets in order to decode the 

original data sent by a source node. In an environment in which the error 

probability is high, an appropriate network coding scheme needs to be selected. 

3. Each node has to maintain its own packet in its own buffer for a given period 

of time until the decoding is concluded (see Figure 2.2); alternatively the 

destination node has to keep all received packets until the intended original 

packet is retrieved, and intermediate node has to keep all incoming packets 

necessary for encoding at least until the encoding process is done (Figure 2.1). 

This means that there is a need for additional memory storage, this is not 

suitable for memory limited applications, e.g. a wireless sensor node. 

4. Since there are multiple incoming packets at an intermediate node, it is 

necessary to consider synchronisation among these packets. This 

synchronisation problem will rise in real-time applications such as video and 

voice transmissions, but the problem will diminish in the non-real time 
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applications, e.g., FTP. In [43], the concept of flow synchronization was 

introduced to overcome the synchronization problem arising from the different 

packet sizes and different traffic-rates. This is realized by combining buffering, 

fragmentation, and queue management techniques. Multiple buffers are 

introduced to accommodate various incoming packets. These incoming packets 

are identified and stored to the appropriate buffers before entering the 

aggregation/fragmentation unit; this unit produces packets of equal size, and 

hence network coding can be applied to these equal sized packets. The 

performance of this approach was established through simulation, for different 

packet sizes, and packet inter-arrival time in wired butterfly network. The results 

show improvements in the packet success rate, byte success rate, and in the 

end-to-end delay. It should be noted that another way to mitigate the 

synchronisation problem is using Random Linear Network Coding (RLNC) 

which is discussed later on in Section 2.3.4. 

2-3-3 THE PRINCIPAL CONCEPTS OF NETWORK CODING 

The underlying principle of network coding is derived from the max-flow min-cut 

theorem for use in multicast networks.  

A network is represented as a directed graph G(V,E) with a source , a number 

of intermediate nodes, and destination nodes or sinks, : 1,2,3, … . V is the 

set of vertices in the graph, analogous to a set of nodes in the network, and E is 

the set of edges connecting pairwise vertices, each edge Eij  E, is analogous to 

a link connecting two nodes i and j in a network, such that information may be 

sent noiselessly   .  is a positive real number which represents the 
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capacity of an edge . The graph ,  represents the sub-graph of 

 from  to  with  

:  is on a directed path from , 1, 2, 3…  (2.1)

Denote Fij as the value of flow, F, in  from  to       , where Fij satisfies 

the following conditions: 

1. Capacity constraint: 

0       (2.2)

2. Skew symmetry constraint:  

Fij = -Fji                                                                               (2.3) 

3. Flow conservation constraint:  

   
 


E Eii ijEi Ej

ijii' FF
':' :

     i  V- { , , , , ,…                           (2.4) 

which means that the total flow into node i is equal to the total flow out of 

node i.  

A flow Fij is referred to as a maximum flow if it is feasible and maximize 
j

sjF  : 

 Fij    = max 
j

sjF )( = max (
i

itl
F )

 (2.5)
 

By conditions above, for a graph with one source and one sink (e.g. the graph 

Gl), the value of a max-flow from the source to the sink defines the capacity of 

the graph [1]. 

A cut between s and tl is a subset U of V such that s  U and tl  U, i.e. a cut 

between s and tl is a set of the graph whose removal disconnects s from tl. A 
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minimal cut (min-cut) is a cut in which its value is the smallest. The value of the 

cut is the summation of the capacities of the edges in the cut [5]. A min-cut from 

s to tl implies a bottleneck between node s and tl. Thus, a min-cut can always be 

achieved in a multicast and max-flow from s to tl cannot exceed the capacity of 

min-cut between s and tl. This is known as the max-flow min-cut theorem: 

Max-Flow Min-Cut Theorem [32]: Let G be a graph with source node s, sink 

node tl, and rate constraint R. Then the value of a max-flow from node s to node 

tl is equal to the capacity of a min-cut between the two nodes. 

Figure 2.3 (a) and (b) show the possible cuts for s to t1 and for s to t2, 

respectively. The value for each cut in each figure can be calculated by taking 

the summation of capacities of all edges in the same cut. It is clear that both of 

the min cuts are 2, hence the max flows from s to t1 and to t2 are 2. It means 

that two bits (b1, b2,) can be sent simultaneously from s to both of t1 and t2, i.e. 

the optimal solution for multicast situations [1]. 

 

 Figure 2.3 The Butterfly Network with Unit Capacity on Each Edge and All Possible 
Cuts for (a) s to t1 and (b) s to t2 
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Figure 2.4 shows the Max-Flow Min-Cut theorem with non-uniform capacity on 

each edge. Following the same procedure as in the Figure 2.3, the max-flows 

from s to t1 and to t2 are 5 and 6, respectively. This means that only 5 bits can 

be sent simultaneously to both t1 and t2, even though from s to t2 the total 

capacity can be 6.  

In order to fully utilise the total available capacity, network coding can be 

employed such that intermediate nodes can combine information received from 

different source nodes. 

 

 

 

 

 

 

 

 

 

  

2-3-4 LINEAR NETWORK CODING 

Linear network coding (LNC) methodology is of special interest in digital 

communications, and will be used extensively in subsequent chapters. LNC has 

relatively low computational costs. LNC output is given as the linear 

combination of input flows into a node [2] in which linear coefficients are chosen 

from a finite field. Furthermore, it can be shown that LNC is sufficient to achieve 
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(a) A graph with its edge 
capacities  

(b) An optimal solution 
sending the bits of 
information  



An Introduction to Network Coding 

24 
 

an optimal multicast capacity [2]. The treatment of LNC discussed below is 

based on [26].  

Suppose a cyclic graph ,  with edges of unit capacity is considered, a 

sender     , and a set of receivers    . The broadcast capacity  is the 

minimum number of edges in any cut between the sender and a receiver. The 

edges     , , …    emanating from a node  are referred to as out , 

and edges   , , …      entering a node v are referred to as in . Each 

edge contained in in  carries a symbol from set of symbols . Similarly, 

each edge in out  carries a symbol from a set of symbols  where each 

element is a linear combination of all  on the edges entering  ,  

)()()( '

)(:

'
' ivine iej eyemey
i

                              (2.6) 

The local encoding vector :  represents the encoding 

function at node v along edge ej. If v is the sender s, then to maintain uniformity 

of notation the artificial edges …  entering s can be introduced, carrying 

the h source symbols , 1, … ,   Thus by induction  on any 

edge in  is a linear combination such that ∑  of the 

source symbols, where the h-dimensional vector of coefficients 

, … ,  can be determined recursively by 

  ∑ : , where  on the artificial edge  is initialised 

to the ith unit vector. The vector  is known as the global encoding vector 

along the edge ej. Any receiver t receiving along its h incoming edges 

, … , , the symbols 
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…

…
 

(2.7)

can be recovered from the source symbols , … ,    when the matrix  

formed by the global encoding vectors is of rank h. This will be true with high 

probability if the local encoding vectors are generated randomly and the 

symbols lie in a finite field of sufficient size, and  may be inverted with high 

probability if the local encoding vectors are random and the field size is 

sufficiently large [3]. This probability may be calculated as 

1
1

card
 

(2.8)

where card  is the cardinality of  (edges in the network). For example, for a 

field of size 2  and card 2 , then  will be invertible with a probability 

1 2 , or 0.996. 

In this way, LNC may be categorised as Random Linear Network Coding 

(RLNC). This method has been successfully implemented in wired networks 

[26] through simulation using several commercial internet service providers, and 

could be implemented for wireless packet based network scenarios. The only 

cost for implementing RLNC in practice is the overheads, because the vector 

coefficient is appended to the header of each coded packet sent. If the data 

packet size is large, then applying RLNC could be beneficial. In principle, there 

is no difference between the implementation for wired and wireless networks 

since there is no synchronisation need for RLNC in the implementation. The 

approach in RLNC which is based on the generation supports this no-

synchronisation property, because the decoder at the receiver just needs to 

collect the enough encoded packets before decoding process starts. The time 
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when each encoded packet came to the decoder does not need to be 

synchronised. 

2-3-5 RANDOM LINEAR NETWORK CODING AND ITS VARIANT 

In the last section, it has been shown that LNC can be realised in either 

deterministic or random forms: Deterministic Network Coding and Random 

Linear Network Coding [44] – [45]. A vast range of schemes involving random 

linear network coding have been proposed for wireless network applications, 

some of which will be reviewed below. 

2-3-5-1 GENERATION BASED RANDOM LINEAR NETWORK CODING 

In the network coding literature, incoming data packets are often referred to as 

native packets, also the incoming packets incident on a node are grouped with 

a fixed number, each group being referred to as a generation. 

Packets belonging to the same generation are encoded using a set of 

coefficients that are chosen or generated from a Galois Field (GF) with degree 

n, thus there are 2 2 different elements in GF(q) (excluding elements of 

0 and 1). The number of coefficients which are used to produce one network 

encoded packet is equal to the number of native packets in one generation. 

These coefficients are used to form a vector of coefficients. Each network 

encoded packet has its own vector of coefficients. All the vector of coefficients 

from all the network encoded packets forms the codebook matrix. For any 

network encoded packet to be sent to the receiver or destination node, the 

header must include the coefficients-vector. Since each network encoded 

packet contains of a number of native packets and is linearly encoded, a 
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successful decoding will require the destination node to collect the number of 

encoded packets equivalent to one generation, and its corresponding 

coefficients-vector. Network coding is also referred as a rateless code for this 

reason. The encoding does not change the size of native packets, in terms of 

the number of bits for the input and output of network coding. The size of the 

resulting network encoded packets is the same size of native packets. In 

addition, the received encoded packets must be guaranteed to be linearly 

independent which means they have used a set of different linear coefficients 

from GF(q). Suppose that the set of packets in a generation is denoted by 

 …   and the a vector of coefficients is , , . . . , , , where k is 

the generation size. To form the matrix of coding coefficients with a given rank, 

the number of coefficient-vectors must be equal to the number of native 

packets. When the rank of encoding coefficient matrix is greater than the 

number of native packets in one generation, then the RLNC scheme introduces 

redundant packets since k-encoded packets and k coefficient-vectors are 

sufficient to decode successfully at the destination node. In other words, the 

destination node can decode successfully the encoded packet as long as the 

matrix of encoding coefficients (at the destination node) has received has 

sufficient rank of k. It does not matter which k linearly independent encoded 

packets have been received. Mathematically, the encoded packets in one 

generation can be stated as the following.  
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Where , , and  denote the matrices of the encoded packets, the 

encoding coefficients, and the native packets, respectively. A single quotient 

mark denotes transpose of a matrix. In practice, the coefficients-vector for each 

encoded packet is sent together as the header of encoded packet. Certainly this 

renders more overheads, but as explained previously it is not significant for 

large packet sizes. Figure 2.5 illustrates the position of the RLNC or NC header 

in an IP packet.  

 

Figure 2.5 Illustrations of Packet Structures of Native IP Packet and Network Coded IP 
Packet  
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2-3-5-2  MULTI-GENERATION MIXING RANDOM LINEAR NETWORK CODING 

The form of RLNC discussed in the previous section is known as generation-by-

generation RLNC or generation based RLNC, because only the native packets 

belonging to the same generation make up the linear combinations. Native 

packets of other generations are disregarded. In generation-by-generation 

RLNC the useful number of received linearly independent encoded packets (for 

decoding) must be at least equal to the size of the generation, k. In other words 

the rank of the decoding matrix must have the same value as its generation 

size, k. However, because of packet losses and packet errors, there are some 

situations where the number of useful received packets is less than k linearly 

independent packets. In such cases, the destination node is unable to retrieve 

all original/native packets in a generation. An error of encoded packet that leads 

to the rank of the decoding matrix being less than k renders other coded 

packets useless as such errors will propagate through all the native packets in 

that generation. Encoded packet losses in RLNC are expensive in terms of 

bandwidth. 

One way of mitigating this problem would be to send redundant encoded 

packets [31][46]; sending redundant encoded packets can protect a particular 

generation. In [47] – [53], Multi-Generation-Mixing (MGM) Random Linear 

Network Coding is proposed to increase the decoding probability across the 

generations. In MGM, the generations are grouped into a mixing set of m 

generations. For each mixing set, each generation is assigned a position index 

of value less than m. Therefore, in one mixing set the possible position index 

values are from 0 to 1 . Figure 2.6 shows the structure of one mixing set 

for MGM network coding as explained above.  
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Figure 2.6 One Mixing Set of MGM Network Coding is Formed from m Generations 
which Each Generation Consists of k Packets as in G-by-G Network Coding 

Generations belonging to the same mixing set can be encoded together with the 

previous generations in that mixing set to enhance the number of encoded 

packets. MGM allows encoding packets across generations in one mixing set. 

Figure 2.7 illustrates how the packets are grouped to form the encoded packets 

using generation-by-generation RLNC (fig (a)) and using MGM RLNC (fig (b)). 

Generation-by-generation RLNC encodes packets for each generation 

separately (and hence the decoding for each generation will be separated also) 

which it is not the case for MGM RLNC. Consider k packets , … ,  in each 

generation using generation-by-generation RLNC to be encoded to result in k 

encoded packets [penc]. Using (2.10) the encoded packets in a particular 

generation can be written as, 
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Under MGM RLNC, when a node sends an encoded packet, that packet comes 

from the encoding process of k packets belonging to a generation in a certain 

mixing set with a position index l, an encoding vector 
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    , , , , … , , . , and the packets from the previous generations 

in that mixing set with position indices less than  0        . This encoded 

packet can be expressed mathematically as. 
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Thus, a certain node can generate 1 .  independent encoded packets 

according to the generation with position index l. 
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Figure 2.7 Generation by Generation RLNC encodes packets in one generation only 
results in the linearly independent encoded packets (Figure (a)). The encoded packets 

belong to the same generation can be used for decoding process. Multi-Generation 
Mixing RLNC allows to encode across the generations in a mixing set of m generations 

(Figure (b))  

Equation (2.13) implies 1 .  useful packets of a generation with an index 

position l can be generated by a given node. However, the decoding process 

needs to have the k useful packets at the destination node [47], [53]. The 
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destination node collects the encoded packets containing the encoding vector 

coefficients which are appended in the header of the encoded packets. These 

encoding vector coefficients form the decoding matrix. Any packets that 

increase the rank of the decoding matrix will be stored and will be used to 

retrieve the original packets, otherwise the encoded packets will be discarded. If 

the useful collected packets are less than k for one generation with position 

index l in a mixing set, and as long as that generation is not the last generation, 

then that generation will collect and use the useful encoded packets coming 

from the next generation in the same mixing set. Based on this, two decoding 

methods were proposed in [47]: incremental decoding and collective decoding. 

MGM RLNC enhances the probability of decoding without increasing the 

redundant encoded packets within same generation and hence without 

increasing the buffer size to store the encoding packets. 

2-3-5-3 SYSTEMATIC NETWORK CODING 

Systematic Network Coding (SNC) was proposed as a variant of DNC in [54] – 

[57]. In SNC, the node sends the network-coded packets in addition to other un-

encoded packets previously sent. At the initial stage, a node sends the un-

encoded packets, and then sends the network-coded packets to optimise the 

performance. This minimises the risk of having to receive packets containing 

errors from a whole generation as a result of error propagation by a few 

corrupted packets. Consider the scenario in Figure 2.8 which illustrates how 

SNC works.  

Referring to Figure 2.8, node Z wants to broadcast three packets x1, x2, and x3 

to three destination nodes A, B, and C in three consecutive timeslots T1, T2, and 
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T3 respectively where T1 < T2 <T3. Assuming the link conditions between Z and 

A, Z and B, Z and C are as shown in Table 2.1. 

 
Figure 2.8 An Example to Describe Systematic Network Coding 

Table 2.1 Link Conditions for Network Topology in Figure 2.8 

Time 
Link Condition 

Z  A Z  B Z  C 

T1 Bad Good Good 

T2 Good Bad Good 

T3 Good Good Bad 

 

Under good link condition, each node can successfully receive the broadcast 

packet from Z and will send an acknowledgment (ACK) to Z, whereas under 

bad link condition, the broadcast packet will be lost and a negative 

acknowledgement (NACK) will be sent to Z after timeout from the node which 

does not receive the lost packet.  From Table 2.1, it can be concluded that at 

the end of T3, A, B and C will have successfully received only packets (x2, x3), 
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(x1, x3) and (x1, x2) respectively. Based on the received ACK/NACK signal, node 

Z linearly combines the packet(s) that are requested by the destination nodes A, 

B, and C. The decision on how node Z combines the packet(s) to be re-sent are 

based on which node(s) has the packets already and which packet(s) are 

requested to be re-sent.  

In the example above, since each destination node needs one packet to be re-

sent and each destination node has successfully received two other packets, Z 

can perform an XOR operation on the three packets x1, x2, and x3 to give packet 

y where y = x1x2x3. Z will then broadcast packet y in the timeslot T4.  

Assuming all three nodes A, B, and C can successfully receive packet y, each 

node can retrieve the packet that they did not receive previously by XOR packet 

y with the other two packets that it received successfully as below: 

Node A: x1 = y  x2  x3 = (x1  x2  x3)  x2  x3  

Node B: x2 = y  x1  x3 = (x1  x2  x3)  x1  x3  

Node C: x3 = y  x1  x2 = (x1  x2  x3)  x1  x2  

By doing so, node Z needs only send once the XOR-ed (combined) packet 

rather than broadcast every lost packet to A, B, and C in three different time 

slots thus saving bandwidth. The way of the packet combining and 

retransmitting in the example shown is called SNC [54]. In SNC, the decision on 

which packets need to be combined is depending on which packets are 

requested by the intended destination nodes. In general, network-encoded 

packets are combined according to a linear function as in RLNC.  

Several approaches and applications of SNC are present in the literature, [54] – 

[55], [57] – [61]. In [54] SNC is analysed theoretically for cooperative networks, 
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with quantitative results for packet loss rate and per-packet delay. In [55] 

applications to battery operated memory constrained mobile wireless devices 

(handsets and PDAs) and sensors were considered, here the authors used the 

smallest size Galois Field (size 2, binary), they verified generation size and 

achieved improvements in throughput. MAC layer SNC (MSNC) was 

investigated for a WiMAX network in [58]. In MSNC, the source node sends the 

uncoded packet once, and performs RLNC for re-transmissions when it is 

needed for the WIMAX network. The simulated network was analysed for delay 

sensitive traffic applications, and it was compared to the equivalent RLNC 

method [59]. The results achieved the optimum channel utilisation as compared 

with the equivalent RLNC, and with the same level of overheads. In [60], a 

further variant of SNC was proposed for online (video) steaming applications. 

These results showed that sending un-coded packets at certain times ensured 

that receivers were able to meet the defined delay requirements with high 

probability. Based on the finding of the study in [56], the authors proposed the 

application of SNC for Time Division Duplex (TDD) channels in [57]. These 

authors showed that the use of XORs can provide the performance that is the 

same as or close to the RLNC scheme with a large field size in terms of 

completion time, but the use of SNC has the additional advantage of requiring 

fewer and simpler operations during the decoding process. More recent 

literature [61] analysed the RLNC and SNC decoding probabilities. Following on 

from this analysis SNC was used as the basis to develop the adaptive network 

coding scheme Frame-by-Frame Adaptive Systematic Network Coding 

(FASNC) used in radio access networks such as LTE and WiMAX. 

Corresponding to the network constraints per frame, FASNC utilises 

dynamically either a Modified Systematic Network Coding (M-SNC) or a Mixed 
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Generation Coding (MGC) scheme. The mean decoding delay and mean 

goodput of the proposed FASNC scheme were determined through the 

analytical model, and computer simulation. Results obtained from the analytical 

model and those from the simulation agreed with each other. 

2-3-5-4 PACKET LEVEL AND SYMBOL LEVEL NETWORK CODING 

So far in these discussions, RLNC has been performed at the packet level. 

Symbol level schemes such as those in [31], [46], and [62] – [74] have also 

been proposed. Symbol level network coding (SLNC) represents a small 

number of bits extracted from a packet and is done in the physical layer. In a 

practical setting, the symbols can also represent one or more modulation 

symbols. To differentiate ‘symbol’ used in network coding and ‘symbol’ used in 

modulation schemes in this thesis, symbols used for network coding is referred 

to as a block, which is frequently used in much of the network coding literature. 

If the size of a packet is known and if the size of a block is predetermined, then 

the number of blocks for a packet can be obtained. This group of blocks 

belonging to a packet is similar to a generation as explained above. Therefore, 

the size of the generation equals to the number of blocks belonging to a given 

packet. On the encoding side, the blocks belonging to the same packet, or the 

same generation are encoded using the RLNC network coding method. At the 

destination node, the received encoded blocks from the same generation are 

decoded to retrieve the original blocks, thus discovering the original packet. 

Since the block uses a small number of bits, the GF size can be sufficiently 

small compared to RLNC performed at the packet level. This benefits at the 

symbol level of RLNC and stimulates the reduction of the coding and decoding 
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calculation complexities compared to the RLNC performed in the packet level. 

Figure 2.9 shows the symbol level RLNC that has been described above. 

  

Figure 2.9 Symbol Level Network Coding (SLNC)  

Symbol level RLNC was used in a protocol – MIXIT [62], which explored the 

possibility for a wireless multihop scenario. This protocol has been implemented 

for a 25-node indoor test bed using GNU-Radio and compared with the MORE 

routing protocol in [63]. Results showed that MIXIT produced a throughput gain 

of 2.8 times that of MORE. A combination of SLNC, and hierarchical modulation 

was proposed in [64] for cooperative relay communications to minimise the 

packet error rate in relay based wireless network. Through simulation the 

authors showed that their scheme achieved a substantial throughput gain 

compared to the usual channel coded cooperation relay communication. 

Symbol-level network coding for wireless video conference transmission was 

studied in [65]. The authors proposed two SLNC systems for video traffic 

broadcasting; one was an over-hearing network coding based system, and 
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another one was RLNC based system. They evaluated the performance of the 

two systems in term of PSNR (Peak Signal-to-Noise Ratio) using the plain 

network coding system, where a node just encodes two received symbols and 

broadcast to the receivers, as a benchmark. These simulation results showed 

that both systems achieved better performances when compared to the 

benchmark system. Furthermore, the RLNC based system showed improved 

performance over the other two. The use of SLNC for Vehicular Ad hoc 

Networks (VANETs) has been studied in [65] – [69]. In CodePlay [66] – [67], an 

SLNC was proposed for live VANET multimedia. The core component of 

CodePlay is a coordinated local push mechanism with SLNC. This mechanism 

establishes local and distributed coordination among vehicles to ensure stability 

and high streaming rates. The road is segmented during the initialisation to form 

the road segments, so it is allowed to do the relay selection locally in each road 

segment.  

The group of local spatially separated relays bring useful information to 

neighbouring vehicles. Each relay pushes coded information actively to cover its 

corresponding neighbourhood. Using SLNC, concurrent transmissions of the 

relays can be optimally coordinated locally to provide the efficient continuous 

streaming coverage for the VANET. CodeOn [68] is a protocol for the 

application of Popular Content Distribution (PCD) in VANETs, where contents 

were actively broadcasted to vehicles from road side access points, and 

distributed further among vehicles using cooperative VANETs. S3-RNC 

(Shuffled Scattered Symbol-level Random Network Coding) [69] is a 

transmission scheme for mobile content distribution in vehicle to vehicle (V2V) 

communication of VANETs. This scheme was proposed for communication 

pairs travelling in opposite directions. The use of symbol level random network 
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coding (SLRNC) with shuffling and scattering is used in order to mitigate the 

Doppler Effects due to the high relative velocities. Since receivers are assumed 

to be present in opposite directions, it can be assumed that receivers are 

moving together as a cluster and they cooperatively relay their received coded 

blocks. The simulation results showed that S3-RNC improves throughput 

performance significantly in high mobility environment. Drizzle [46], is a 

cooperative SLNC method for multichannel wireless networks such as WiMAX. 

Drizzle operates at the symbol level and uses soft-decision values at the symbol 

to help in getting the correct received symbols. By doing so, the authors showed 

through simulation that Drizzle has higher performance compared to HARQ 

(Hybrid Automatic Repeat reQuest). Scattered Random Network Coding 

(SRNC) is a transmission scheme for multihop wireless networks [31]. SRNC 

takes the advantage of RLNC and the error position diversity in a symbol of 16-

QAM (and higher order QAM modulation), simulation results showed that SRNC 

is a promising method for the multihop transmission scenario. 

2-3-6 APPLICATION OF DIGITAL NETWORK CODING FOR WIRELESS 

NETWORK 

The successful implementation of digital network coding schemes in wired 

networks, in particular RLNC, has led to their extensions for implementation into 

the wireless scenario. The reason why the application of network coding 

becomes popular quickly is the broadcast nature of wireless channel in which a 

node can hear other information that is not intentionally incident to it. Most of 

network coding that has been proposed in the literature is based on RLNC.  
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This is because RLNC is mathematically tractable using an algebraic framework 

that was proposed in the early literature on network coding [1] – [ 4]. In [38], the 

authors addressed the problem of broadcasting in an ad hoc network where all 

nodes can act as source nodes to transmit information to all other nodes, i.e. 

all-to-all communication. They have shown the benefits of RLNC in a practical 

scenario for a fixed network which has a grid topology. The objective is to 

improve energy efficiency in order to prolong the battery lifetime and hence the 

network lifetime. They investigated the effect of in-range transmission, the 

forwarding factor, and possible trade-offs between restricted complexity and 

memory capabilities, and limited generation sizes. Based on these, they 

developed a distributed algorithm for data dissemination. Their simulation 

results showed that the improvement factor of energy efficiency is constant for 

fixed network and the improvement factor of energy efficiency is a logarithmic 

function of number of nodes for network that dynamically changes its topology. 

In [24] the authors quantified the impact of random access schemes such as 

that is used in IEEE 802.11, also for data dissemination using network coding. 

They stated that there is a bottleneck in the network applying network coding for 

such a scenario. They investigated it for three types of network topologies: 

circular, grid, and random. The first two networks are the same as those 

considered in [35], while the third scenario is an additional one. Based on this 

investigation, the authors proposed a network coding scheme to solve the 

bottleneck problem to disseminate data in a multihop ad hoc network. Using this 

result, the authors of [35] extended the use of RLNC to multi-channel MAC 

protocols; this marks the start of investigation relevant towards cognitive radio. 

Having investigated the need to achieve dynamic spectrum access for cognitive 

radio network in [36] and a proposal for multi-channel MAC protocol using 



An Introduction to Network Coding 

41 
 

network coding [35], Asterjhadi et al [36] proposed network-coding based 

dissemination protocol to distribute control channel in multihop ad hoc cognitive 

radio network, and Baldo et al [37] proposed dynamic spectrum access using 

network coded cognitive control channel. By disseminating the same 

information of control channel to all users in ad hoc cognitive radio, all users of 

primary and secondary systems could decide based on the same deterministic 

algorithm how best to use the radio resources in the network. 

The scheme in [36] can be summarised as follows. Let there be a number of 

channels available in a wireless ad hoc system. Every terminal is equipped with 

a single transceiver of which the RF subsystem can be tuned onto a single 

channel at any given time. Time is divided into allocation periods. Each 

allocation period is further divided into S slots. In addition, each slot is divided 

into two intervals: one is reserved for data transmission, and another is for 

control channel. The allocation of data transmission for the users follows TDMA 

scheme combined with a scheduling algorithm, which is based on the control 

information being exchanged. The dissemination of control channel information 

is based on a virtual control channel that exploits the fact that nodes visit 

channels in a pseudo-random fashion, and exchange control information among 

themselves whenever they are accessing the same channel. Efficient 

dissemination of the control information to all nodes is achieved by means of 

Network Coding, i.e. using RLNC type as explained in sub-section 2.3.4. In this 

way, the control information is encoded using RLNC and exchanged whenever 

secondary nodes are using and meeting on the same channel. Their simulation 

results show that the effective dissemination of control information, and efficient 

spectrum utilization, can be achieved in cognitive ad hoc networks, in terms of 

number slots needed on the particular number of channels, for a value of 
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retrieval probability control information as a parameter. This scheme is also 

scalable in term of the increase of secondary nodes. 

The application of RLNC scheme for multi-channel multi-interface cognitive 

radio networks are considered to be most relevant. Multi-channel multi-interface 

radio networks refer to networks of devices that have multiple interfaces to 

heterogeneous radio technologies and each radio interface supports multiple 

channels to be used. Furthermore, the function operation of digital network 

coding was limited to GF(2). In [39], Zhang et al demonstrated the benefits of 

network coding for multi-channel wireless network scenario such as OFDMA in 

WIMAX systems. They formulated an optimization problem and proposed a joint 

algorithm for routing, channel assignment, and network coding. The most 

relevant work on network coding for multi-channel multi-radio wireless ad hoc 

network is in [40]. This work provided the theoretical point of view on the 

throughput gain of digital network coding and analogue network coding. The 

investigation for the gain did not consider overhearing through a relay point, as 

finding a close form of throughput gain when overhearing exists in relay based 

network is difficult due to the synchronisation problem and power control, 

especially for analogue network coding. Furthermore, they developed a 

throughput maximisation framework for general relay based topologies, with 

joint link scheduling, channel assignment, and routing algorithms. A recently 

published paper [11] proposed Network Coding Relayed Dynamic Spectrum 

Access (NCR-DSA), for the use of relay node formed from a secondary terminal 

to improve both throughputs of primary and secondary users in cognitive radio 

networks, by applying network coding for encoding/mixing the traffics of primary 

and secondary users. The authors claimed that NCR-DSA could offer a win-win 

situation for both primary and secondary systems, as opposed to existing 
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dynamic spectrum access paradigms which regards the relationship between 

primary and secondary systems as ‘opponents’. The authors applied linear 

programming models for both infrastructure and infrastructure-less (ad-hoc) 

topologies, and presented the optimistic results based on ideal assumptions for 

their mathematical model evaluation. Nevertheless, the NCR-DSA is one 

example that proposes to mix the traffic from primary and secondary users. 

The emerging SLNC has showed their popularity in applications, as has been 

reviewed in section 2.3.5.4. The implementation of SLNC for Mesh Networks as 

in [62] showed its strengths in the multihop network scenario. The CodePlay, 

CodeOn, S3-RNC for VANETs, Drizzle protocols for multichannel networks, and 

SRNC for multihop network scenarios, showed the promising application of 

SLNC for wireless multihop network scenarios. 

2-4 ANALOGUE NETWORK CODING 

Analogue Network Coding (ANC) works on the signal level. Suppose that a 

topology with three nodes as shown in Figure 2.2 is assumed, where node A 

and node B want to exchange information. In the first time slot, nodes A and B 

send their signals simultaneously, and hence interfere at the intermediate node. 

There are many network coding techniques at the signal level in the literature. 

One pioneering work on signal level network coding is Physical Layer Network 

Coding [27].  

In [27], the mapping of interfering signals is performed at the intermediate node, 

in the second time slot the intermediate node broadcasts the result to both 

nodes. Nodes A and B then demodulate the received signals using standard 

demodulation techniques without any additional functions. This method appears 
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to have features in common with network coding, but in practice would be 

difficult to realise, since the interference signals would require the same power 

amplitude, and be synchronised. By contrast, in [28], an intermediate node 

simply amplified and forwarded the interfering signals in the second time slot; 

this approach did not assume any synchronisation or power control, which 

seems to be more practical. Node A can obtain the information bits from Node 

B’s signal using its own known signal, and decoding. This method was applied 

to a GNU radio with a 3-node topology, a significant gain in throughput (70 %) 

with the BER of 4% was reported. This BER is sufficient for the network 

scenario to apply to non-real traffic such as email. Analogue network coding 

improves the throughput by reducing the number of transmissions. However, it 

may be difficult to implement it for more than two interfering signals due to the 

lack of synchronisation and the imperfect power control. 

2-4-1 PHYSICAL LAYER NETWORK CODING 

In principle a network coding scheme operating the signal level should 

encompass the simultaneous reception of signals from multiple transmitters at a 

relay node, rather than reducing or avoiding interference. In general: (1) relay 

nodes should be able to simultaneously convert received signals into 

interpretable output signals for subsequent relay, and (2) the destination node 

must be able to extract the information from the relayed signals. 

Objectively physical layer network coding (PNC) aims to build a system which is 

similar to that of DNC, but at a lower level physical layer, dealing with the 

reception and modulation of the radio waves. This may be achieved using 

modulation/demodulation techniques at the relay nodes, additions from the 
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radio signals can be mapped to GF(2n) additions (digital bits) such that the 

interference becomes part of the arithmetic operation of the DNC. This is the 

physical layer coding map [27], see Figure 2.10. 

 

Figure 2.10 Illustration of PNC Mapping 

2-4-2 GENERAL PRINCIPLE OF PHYSICAL LAYER NETWORK CODING 

MAPPING 

Referring to Figure 2.10, M denotes the set of digital symbols and  denotes 

the binary operation in general for digital network coding ( is not necessarily 

representing the bit-wise XOR operation). Hence applying  in ,     

results in            . Let E denote the set of modulated symbols in the 

radio-wave domain. Each    is mapped to a modulated symbol    ; and 

      denotes the a one-to-one modulation mapping such that  

  , . 

In the radio-wave or PNC domain, two signals may be combined to give a 

composite signal at the receiver. Suppose  denotes the binary operation on 
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,    such that            ,  being the domain after the action of , 

, and  has a higher cardinality than . 

For example, consider: 

4 PAM: 3, 1,1,3 , 6, 4, 2,0,2,4,6  

BFSK: , , , & ,  

Each  which has been received by the relay node must be mapped onto 

a demodulated symbol , and :  denotes the demodulation 

mapping such that . Due to the difference in cardinality, this 

demodulation map is many-to-one.  

In summary, a PNC transmission scheme consists of the following:  

(a) Network code specified by M and . 

(b) One-to-one modulation mapping, f : M  E. 

(c) Many-to-one demodulation mapping, h : E’  M.   

The choices of M, , f : M  E, and h : E’  M are selected by the designer,  

and E’ are not, because they relate to the characteristics of radio-wave. 

2-4-3 ILLUSTRATION OF PNC 

For a detailed illustration of PNC in action, consider a three node wireless 

network as shown in Figure 2.11(a), and suppose that wireless nodes N1 and N2 

are required to exchange information. In a traditional wireless network signal 

collisions at N2 would be avoided through scheduling the transmission times in 

e.g. TDMA. Since N1 and N3 not within range of one another, they have to relay 

their signals through N2, whilst avoiding any signal collisions at N2. 
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Figure 2.11 Comparison for Traditional Scheduling Scheme, Digital Network 
Coding Scheme, Physical Layer Network Coding Scheme in Three-Node 

Linear Network 

 

One of possible scheduling solutions is given in Figure 2.11 (b). Node N1 sends 

its information in timeslot t1. Then, node N2 forwards N1’s information to N3 in 

timeslot t2. In timeslot t3, node N3 sends its information to the relay node N2 and 

then relay node N2 forwards that N3’s information to node N1 in timeslot t4. 

Therefore, in a traditional scheduling scheme it can be seen that 4 timeslots in 

total are required in order to exchange the information of N1 and of N3. 

By contrast, Figure 2.11 (c) shows the main idea for the solution using DNC. As 

discussed in the previous section, first N1 sends its information packet, P1, to 

the relay node N2 in timeslot t1; and then N3 sends its information packet P3 in 

timeslot t2. After receiving P1 and P3, N2 encodes it to result in a new packet P2 

as follows: 

 P2 = P1  P3   (2.14) 
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where  denotes the bit-wise XOR operation. Subsequently N2 broadcasts the 

new encoded packet to N1 and N3 in timeslot t3. When N1 receives P2, N1 can 

extract the information packet P3 using its own information packet P1 as follows: 

 P2  P1 = (P1  P3)  P1 = P3    (2.15) 

Similarly, having received P2, N3 can extract the information packet P1. Thus, 

three timeslots in total are needed in Digital Network Coding, delivering an 

improvement of 33% in throughput over the traditional scheduling scheme. 

Now consider the PNC case. It is assumed that QPSK modulation is used in all 

nodes at the symbol-level, and carrier phase synchronisation, as well as power 

control techniques so that the same amplitude and the same phase of frame 

from nodes N1 and N3 arrive at N2. Referring to Figure 2.11(d), the signals from 

N1 and N3 are sent simultaneously over free space in the timeslot t1, the signals 

mix and collide at N2. This combined bandpass signal, received during one 

symbol period at N2, may be written as follows. 

  r2(t) = s1(t) + s3(t) 

          = [a1 cos(t) + b1 sin(t)] + [a3 cos(t) + b3 sin(t)] 

   = (a1 + a3) cos(t) + (b1 + b3) sin(t)       (2.16) 

Where , i = 1 and 3, denotes the bandpass signal transmitted by node Ni, 

and  denotes the bandpass signal received at node N2 during one symbol 

period; ai and bi are the QPSK modulated information bits of Ni; and  is the 

carrier frequency. Therefore, N2 receives two baseband signals, the in-phase 

signal (I) and the quadrature phase signal (Q), as follows. 

 I = a1 + a3 
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 Q = b1 + b3   (2.17) 

Having had the combined signals, N2 cannot extract the individual information 

transmitted by N1 and N3. Since node N2 is just a relay node, it needs to forward 

sufficient information of its received signals to N1 and N3 such that they are able 

to successfully decode the signal. For that reason, PNC mapping is established 

to determine the equivalent GF2 summation of bits from N1 and N3 in the 

physical layer.  

Table 2.2 summarises the PNC mapping idea. A QPSK data stream may be 

considered as two Binary Phase Shift Keying (BPSK) data streams, so  

  0,1  represents the in-phase data bit of node Nk and     1, 1  represents 

the BPSK modulated bit of ) such that    2  –  1. Similarly, for the 

quadrature-phase data,     0,1  represents the quadrature-phase data bit 

of Nk, and     1, 1  represents the BPSK modulated bit of  such that 

2 1. 

By referring to Table 2.2, node N2 can determine the information bits: 

  s2
(I) = s1

(I)  s3
(I)  s2

(Q) = s1
(Q)  s3

(Q)   (2.18) 

N2 then transmits signal s2(t) as follows: 

 s2(t) = a2 cos(t) + b2 sin(t)   (2.19) 

Having received s2(t), N1 and N3 can conclude s2
(I) and s2

(Q) using the standard 

QPSK demodulation scheme. The successfully concluded s2
(I) and s2

(Q) bits in 

one timeslot are used to form the frame of s2. In another words, it can be said 

that the XOR operation in Digital Network Coding can be realised through the 

PNC mapping.  
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As shown in Figure 2.11 (d), PNC needs two timeslots only to exchange the 

information between N1 and N3, in contrast to four timeslots for the conventional 

scheduling scheme, and the three timeslots for the DNC. Therefore, PNC offers 

the throughput improvements of 100% over the conventional scheduling 

scheme, and of 50% over the DNC scheme. 

Table 2.2 PNC Mapping: Modulation mapping at N1, N3; and demodulation and 
Modulation Mapping at N2 

Modulation mapping at N1 and N3 Demodulation 
Mapping at N2 

 

Input Output 
Input Output  Modulation Mapping 

at N2 
Input Output 

s1
(I) s3

(I) a1 a3 a1 + a3 s2
(I) a2 

1 1 1 1 2 0 -1 
0 1 -1 1 0 1 1 
1 0 1 -1 0 1 1 
0 0 -1 -1 -2 0 -1 

 

2-5 THEORETICAL ANALYSIS OF THROUGHPUT GAIN FOR 

ANC AND DNC SCHEMES 

Using the analysis presented in [40], the throughput gain of analogue network 

coding and digital network coding can be compared with that for networks 

without network coding; the results exclude over-hearing from the possible 

network scenarios. Suppose, the network as given in Figure 2.12 is used. Two 

nodes needing to exchange their information are out of range of one another, 

and two consecutive neighbouring nodes are out of range of each other, except 

to an intermediate/relay node in the middle of network. All information 

exchanges are through the relay node. The throughput gain for DNC, GDNC, 

compared to without network coding can be written as the following [40]. 
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For ANC, GANC, to without overhearing as [38]: 
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   (2.21) 

where n (n 2  is the number of nodes in the network excluding an 

intermediate/relay node. The throughput gain of ANC and DNC can be plotted 

as shown in Figure 2.13. 

 

Figure 2.12 Circular Network with Relay Node in the Middle  

It can be noticed that the upper bound for throughput gains of ANC and DNC 

compared to without network coding are 2 and 1.33, respectively. As stated 

above, this result excludes overhearing in which a node only hears a relay 

node. 

Furthermore, the upper bounds of the throughput gain for both ANC and DNC 

are achieved when the number of nodes is two. As the number of nodes 
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increases, the throughput gain is nearly the same for both network coding 

methods. Very little throughput gain is achieved when the number of nodes is 

high without overhearing constraints. 

Figure 2.13 The Comparison of Throughput Gain for Analogue Network Coding and 
Digital Network Coding without Overhearing  

 

2-6 DISCUSSION WITH PARTICULAR REFERENCE TO THE 

SELECTION OF NETWORK CODING SCHEMES FOR 

WIRELESS NETWORK APPLICATIONS 

The theoretical and applied aspects of this review have been in part motivated 

by a need to understand what types of network coding would be beneficial in 
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heterogeneous wireless network applications and cognitive radio networks 

(CRN).  

For analogue network coding (ANC), most authors seem to assume that two or 

more mutually interfering signals come from the same category of waveform, 

these signals have a particular modulation.  

For a CRN, it is possible that two or more interfering signals may have come 

from the different user types (primary or secondary). As a result those signals 

might have different forms since the modulation schemes of the primary and 

secondary systems can be different. A possible assumption which can be made 

to relax this constraint is to make use of the same modulation type for primary 

and secondary systems. This assumption seems feasible for CRN due to the 

fact that a cognitive terminal (i.e. secondary user) is equipped with both 

cognitive and adaptive abilities [75]. This assumption was applied in [11] using 

DNC. In addition, it is known that interference is the most crucial issue in CRN, 

and wireless networks more generally. Since analogue network coding 

embraces signal collisions rather than avoiding them, it follows that ANC could 

be selected where collision occurrences in the intended network have to be 

compensated. 

When working at the bit-level, DNC offers more flexibility on the design when 

mixing two or more types of information flow. DNC works on a higher layer than 

ANC, as illustrated in Figure 2.10. Thus, DNC can be applied to design a 

protocol in the link-level (MAC protocol) or in the network layer (routing 

protocol). One type of network coding that has been considered in depth for 

practical wireless applications is random linear network coding (RLNC) [3], [44]. 

RLNC has been implemented successfully in wired and wireless networks due 
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to its fully distributed nature, and its robustness to link failure caused by errors, 

or changes in the topology. The RLNC can be performed at packet level or 

symbol level.  

When considering wireless network scenarios serving various kinds of traffic, 

with different quality of service (QoS) requirements, such as real-time and non-

real-time traffic, the choice of network coding to be applied can be carefully 

considered. For real-time traffic with delay-sensitive and error-tolerant 

requirements, e.g. voice traffic, ANC can be exploited; the results show the high 

throughput gain and BER performance [28]. However, for non-real-time traffic, 

also with delay-tolerant and error-sensitive requirements, e.g. email traffic, then 

DNC is preferred, since it performs the encoding and decoding processes at the 

bit-level, and can still avoid the interference among the mixed signals. 

Furthermore, the advantage of network coding in terms of the throughput 

improvement will increase when the packet scheduling and path diversity with 

coding opportunistic are optimised. From this view point, it can be argued that 

there is path diversity which increases the coding opportunities. In addition, the 

effect of packet scheduling becomes an issue when the secondary user is given 

to be a relay node which it has been given an opportunity to encode the packets 

coming from both primary and secondary users. The relay node has to decide 

when it has to transmit and how long it can wait to perform network coding 

before transmitting. An improper or inefficient packet scheduling scheme will 

result in a throughput gain that is not significantly higher than that without 

applying network coding. 
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2-7  SUMMARY 

This chapter builds on the comprehensive literature survey to provide an 

overview of the network coding concept, its principal classifications including 

digital, analogue and hybrid coding schemes. From the max-flow min-cut 

theorem, it can be seen that network coding can help achieve full network 

capacity utilisation which otherwise will not be possible in multicast networks. 

Performance metrics are discussed in terms of throughput, and the suitability of 

the different network coding schemes are assessed. Wireless applications of 

digital network coding (DNC) are emphasised. In particular, random linear 

network coding (RLNC) has a well-defined algebraic framework, and has been 

widely adopted as a practical wireless coding scheme; it can be applied at the 

packet and symbol level. For memory limited applications, such as wireless 

nodes, RLNC at the symbol level is a reasonable choice due to the possibility of 

choosing a small GF size. Furthermore, applications such as in VANETs, 

WiMAX, and Relay-Based Cellular Networks provide fertile ground for RLNC. 

In this thesis, the coding is not necessarily performed only at the intermediate 

node, but the source node is also allowed to do the network coding. This 

intuition is consistent with the network coding discussed in [31] and [46]. 

Network coding at the source node can be considered to mix and to map the 

input of some information flows from the same or different traffic types to the 

output of mixed information flows. For example, most contemporary mobile 

handsets support video calls which video traffics consists of two kinds of 

information flows i.e. image and sound. The same devices also support other 

type of traffic. 
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This far, three categories of network coding have been identified – digital, 

analogue and hybrid. Digital network coding acts to encode and decode on bit 

level, in particular, the coding is performed to determine the coding coefficients 

over some finite Galois field for mixing two or more independent source flows 

[3]. By contrast, analogue network coding works on signal-level in which the 

signals represent the information bits. When two signals in the Analogue 

Network Coding arrive simultaneously at an intermediate node, they will 

interfere with each other. An action is taken by the intermediate node to encode 

these interfering signals in order that an end-receiver may retrieve the intended 

signal. Depending on the actions taken at the intermediate node on the 

interfering signals and the need for a decoding algorithm at the receiver, many 

variants of analogue network coding techniques have been proposed in the 

literature [27] – [29].  

So far, hybrid network coding has not received the same level of attention. An 

early attempt was made in [41] which combined DNC with hybrid ARQ 

(automatic repeat request). This method was intended to reduce the re-

transmission of lost packets from different flows using network coding before a 

base station (BTS) broadcasts to all users to increase the throughput. 

Technically, this is not hybrid network coding, instead resembling systematic 

network coding (SNC) [54]. Going forward, the hybrid network coding concept is 

defined as any network coding technique which exploits any combination of 

DNC and ANC. Such approaches appear to be under-represented in the 

existing literature. 
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In the following chapters, symbol level network coding is used the proposed 

system of joint RLNC and FEC code with interleaving for multihop wireless 

network.  
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CHAPTER 3: 

JOINT RANDOM LINEAR NETWORK CODING AND 

CONVOLUTIONAL CODE WITH INTERLEAVING FOR MULTIHOP 

WIRELESS NETWORKS WITH AWGN CHANNEL CONDITIONS 

 

3-1 INTRODUCTION 

This chapter explores a joint approach to a random linear network and 

convolutional coding scheme, with interleaving, which is intended to tackle the 

problem of transmission errors in multihop wireless networks, based on the 

error pattern of a square 16-QAM modulation scheme. RLNC is applied at the 

symbol level using a Galois field of order n. This chapter is mostly concerned 

with the system evaluation for 16-QAM modulation under AWGN channel 

conditions. Achieving a high throughput in multihop wireless networks is a 

challenging task due to the propagation errors which are accumulated as the 

information traverses from hop to hop over the wireless channel. Hence, it is 

essential to design a transmission system that can offer a high throughput 

performance for wireless multihop transmission that may subject to time-varying 

and hard-predictable channel errors. 

Network coding has been proposed to optimize the network throughput, and 

was originally analysed from an information theoretic point of view [1]. In the 

initial phase of development the emphasis was on the fundamental theory [2], 

[3], [44], and [45]. In [2] it was established that a linear combination of 

information was sufficient to achieve an optimal capacity for a multicast 
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network. RLNC was first introduced in [3] using random independent 

coefficients drawn from a given finite field.  

RNLC offers an elegant solution for decentralised applications, to disseminating 

the data from multiple sources to destinations. The destination node does not 

require advanced knowledge of the coding coefficients which are in use; the 

coding coefficients are included as a header, which is distributed across the 

destination nodes. The destination nodes perform the decoding whenever they 

have sufficient information. The algebraic framework for network coding was 

presented in [44]. An algorithm for linear network coding based on polynomial 

time algorithms was discussed in [45] and successful implementations of 

network coding for fixed line and wireless networks are given in [21] – [26], 

however all of these studies assume ideal error free channel conditions. 

In the encoding process of RLNC, original packets are encoded using 

independent random coefficients. In the decoding process, the decoder needs 

to collect a minimum number of error-free independent network coded packets. 

In order for the decoder to be able to successfully decode the encoded packets, 

the number of independent encoded packets that need to be collected is at 

least the same as the number of data packets that have been linearly combined 

to form the network coded packets. Any error incurred in the received encoded 

packets will affect the overall decoding process, and subsequently the 

successful packet decoding rate. To resolve this issue, a joint network-channel 

coding approach was introduced to increase the reliability of the network coding 

[76] – [78]. In [76], the authors proposed joint network-channel coding based on 

the use of turbo codes in multiple-access relay channels. They proposed using 

the cooperative-uplink of two mobile stations communicating to base station, 
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with the cooperation of a relay station. Two scenarios were considered in the 

system: (i) the channel condition between the mobile station and the relay, and 

that between the mobile station and the base station are the same; (ii) the 

channel condition between the mobile station and the relay, and that between 

the mobile station and the base station are different. 

Error control coding was considered theoretically in relation to random linear 

coding in [77]. In this ‘non-coherent’ model it was assumed that neither the 

receiver nor the transmitter had knowledge of the channel transfer function. The 

inputs and outputs of the channels were treated as sub-spaces, and defined an 

encoding metric based on these sub-spaces, from which a Reed-Solomon-like 

code capable of correcting the channel errors could be constructed. In addition 

to combining network and channel encoding the authors of [78] considered a 

joint network-channel coding approach to increase the bandwidth efficiency for 

a single hop transmission. An Access Point (AP) in the system maintains a 

queue of lost transmitted packets in a buffer, and combines the different 

packets from each transmitter in such a way such that the receivers can recover 

their expected packets in the possible smallest number of transmissions. 

Analytical results were presented in terms of bandwidth efficiency for broadcast 

and unicast transmissions, and algorithm was then proposed to select an 

optimal combination of forward error correction and network coding for a given 

channel. Bandwidth efficiency improvements were indicated vs. automatic 

repeat request and hybrid-ARQ with factors of 5 and 2 respectively, both from 

analysis and simulation.  

More recent work reported in [31] suggests the use of SRNC to deliver further 

improvements in the performance offered by network coding. SRNC was based 
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on the argument that an error occurring in one transmitted modulation symbol 

would be dependent on the bit position in that symbol [30]. SRNC works by 

scattering the information bits from incoming packets into ‘good’ blocks (of lower 

BER) and letting bits of other blocks occupy ‘bad’ blocks (of higher BER). 

 
Figure 3.1 An Illustration of Multihop Transmission Scenario in a Network with and 

without SRNC to Describe an Expanded Error in the Sent Packets 

 

Figure 3.1 illustrates a network scenario where the transmission errors are 

expanded when the packets are transmitted through multihop with and without 

SRNC. When SRNC is not applied as shown at the top of figure, each block 

experiences a similar error rate, and expands as the packet traverses the hops. 

Packets A, B, and C are described, with the same error pattern, this is indicated 

by the occurrence of red bar in each packet in the first hop, and by additional 

green and blue bars in each packet at the second and third hops. SNRC 

scatters the bits in a packet before the multihop network, and at the destination 

the received packets are ‘descattered’. Following scattering at the transmitter, 

and descattering at the receiver, some packets are virtually protected, whilst 
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others are left vulnerable to transmission errors, as shown at the bottom of 

Figure. Figure 3.2 shows how the original blocks are scattered to achieve the 

goal of protecting ‘good’ packets while leaving others vulnerable. The original 

packets are then retrieved at the destination (i.e. descattering takes place). 

 

Figure 3.2 The Scattering and Descattering Methods to Protect ‘Good’ Blocks During 
the Block Transmission 

 

The scattering technique which is applied to the blocks is based on the bit error-

rate distribution of a 16-QAM (M-ary QAM, more generally) modulation is 

discussed later in the chapter, and it will be argued that the SNRC performance 

can be enhanced further by addition of a suitable error correction code. An 

interleaver was designed and implemented for the bit scattering process within 

the SRNC. The effect of the error control code, in combination with the 

interleaver on the SRNC scheme is described and analysed. 

3-2 SYSTEM DESIGN AND DESCRIPTION 

The motivating problem of transmission errors handling in multihop wireless 

networks that was addressed by Kim et al through their SRNC in [31] has 

warranted some merits  due to the simplicity of scatterring method being 

…

…
Odd Block Even Block

…
Odd Block Even Block

Original Blocks
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deployed and its gain performance when compared with the system with RLNC 

only. The aim in the work reported in this thesis is to improve the performance 

of SRNC system by combining it with a forward error control (FEC) technique. 

Therefore, the system design is based on SRNC [31]. SRNC takes advantages 

of network coding and error pattern for 16-QAM and higher order square QAM 

modulation schemes in multihop wireless networks. SRNC prevents sharing the 

same error distribution in information data blocks through bit scattering by 

arranging bits that are in low BER positions in the same blocks and bits that are 

in higher BER positions in other blocks.  

The designed system takes a step further by applying a FEC code, i.e. 

convolutional code in this chapter, to detect and to correct errors occurred in 

both high and low BER blocks. Convolutional code is chosen due to its error 

correction capabilities for random and bursty errors [79]. An interleaver has 

been designed and implemented for the bit scattering process. 

3-2-1 PROPOSED SYSTEM OVERVIEW: OVERALL DESIGN AND MODEL 

Figure 3.3 shows the block diagram of the system under consideration, which 

illustrates a 2-hop wireless transmission scenario consisting of a transmitter 

node, a relay node and a receiver node. The number of relay nodes can be 

increased accordingly in the case of more than 2-hop transmission. It is 

assumed that each node employs the same modulation and demodulation 

schemes. 

At the transmitter side, the bit stream D = [d1,d2,…,dj] is first split into segments. 

Each segment is then divided into n fixed size blocks of x-bits denoted as B = 

[b1,b2,…,bn]. It is assumed that the number of bits in D, i, is divisible by the 
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segment size (n times x). In practice the size of incoming bit stream is not known 

in advance, because the data information itself is bursty and the size of data 

information generated by a node is random. To resolve this issue, buffering is 

used to keep the size of D constant and as a multiple of the segment size. A 

random linear network encoding module is applied to each segment to generate 

random linear network coded blocks C = [c1,c2,…,cn,…] using predefined code 

book matrix of encoding coefficients (explained in section 3.2.2) and then 

appended with Cyclic Redundancy Check (CRC) code. The size of the encoding 

coefficients code book matrix is also set in advance as a parameter. The detail 

of RLNC module is explained in sub-section 3.2.3. The random linear network 

coded blocks are encoded further using channel error correction code to form 

C′ = [c′1,c′2,…,c′n, …], which hereafter is referred to as the network-

channel coded blocks. Convolutional code was adopted due to the bursty and 

random error nature of the wireless channel. The network-channel coded blocks 

are interleaved using the interleaving algorithms described in Section 3.2.5 to 

produce the network-channel coded interleaved blocks C′′ = 

[c′′1,c′′2,…,c′′n, …]. These blocks are then modulated into symbols S = 

[s1,s2,…,sn,…] and transmitted to the relay node over a wireless channel. 

Upon reception of the transmitted signal Ŝ′ = [ŝ′1, ŝ′2,…, ŝ′n,…],  which is now 

subject to channel errors, the relay node amplifies and forwards Ŝ′ to the 

destined node [21]. 

At the receiver side, the receiver detects the arrived signals and demodulates 

the detected symbols Ŝ’’ = [ŝ’’1, ŝ’’2,…, ŝ’’n,…] to retrieve back the network-

channel coded interleaved blocks Ĉ′′ = [ĉ′′1,ĉ′′2,…,ĉ′′n, …], which are then 

deinterleaved to obtain Ĉ′ = [ĉ′1,ĉ′2,…,ĉ′n, …], the network-channel coded blocks.  
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Figure 3.3 Block Diagram for the System under Consideration Showing a 2-Hop 
Wireless Transmission Process 

 Finally, the convolutional decoder corrects (within its error correction capability) 

any error occurred to get Ĉ = [ĉ1,ĉ2,…,ĉn,…]. From this point, the random 

network decoder can determine the original data blocks by processing the error 

free blocks. As a note that any error remaining at this point can be detected 

using CRC. The network decoder collects error free blocks until the decoding 

matrix has enough rank to evaluate the received blocks originating from the 

same segment. Once the decoding matrix has enough rank, the network 

decoder performs the network coded decoding process for one segment and 

ignoring other network coded blocks for that segment. In the simulation, there 

will be a situation where the necessary rank of the decoding matrix to decode 

successfully cannot be achieved. In this case, the decoder will include the last 

received network coded block(s) in errors to fulfil the rank of decoding matrix 
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necessary for successful decoding. The other blocks which are still in errors will 

be discharged. Finally, the original data stream D = [d1,d2,…,di] is retrieved. 

3-2-2 BLOCK GENERATION AND SEGMENTATION 

Prior to applying network coding, bit streams from the transmitter are partitioned 

and segmented as follows:  

Let the bit stream D = [d1,d2,…,dj…..] be partitioned into blocks of x-bits such that  

 D = [b1,b2,…,bj,……]       (3.1) 

and                         bj = [dx(j-1)+1, dx(j-1)+2, dx(j-1)+3, …, dxj]        (3.2) 

These blocks are grouped into segments and each segment consists of n-

blocks such that 

 D = [s1,  s2, …, sj,……]        (3.3)                  

and  sj = [bn(j-1)+1,bn(j-1)+2,…,bnj]       (3.4) 

3-2-3 RANDOM LINEAR NETWORK CODING 

To apply Random Linear Network Coding (RLNC) to the bit stream, a random 

coefficient code book matrix H in Galois Field of GF(2m)  is generated where the 

element of the matrix j
iij hh 1  and 1ijh or 0  i and j such that 

   H
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and  2m – 2 ≥ z ≥ n    (3.6)          
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Let C denote the network-coded segments in GF(2m)  

  C = H [ ...,,...,, 21
T
j

TT sss ]   (3.7) 
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where   cj = [c1j, c2j, c3j, …., czj]     (3.8)    

and  cij 



n

k
ikh

1

* bn(j-1)+k  in GF(2m)         (3.9)                  

cj represents the jth network-coded segment and each cij represents the ith 

network-coded block in cj. Note that each cij block contains m-bits as opposed to 

x-bits containing in the original block prior to network coding. 

From eqt (3.6), the maximum value of z is bounded by 2m – 2 as a result of 0 

and 1 not being included in generating the elements in the coefficient code book 

matrix H. In addition, by guaranteeing all elements in the first column of H being 

different from each other, H exhibits the property of a Vandemonde matrix 

(except all 1’s column in the first column), which ensures that all elements in H 

are linearly independent of each other in order to efficiently decode a random 

linear network coded blocks.  

It can also be noted from eqt. (3.6) that the minimum value of the number of 

rows, z, in H is n in order that the receiver can successfully recover the original 

data blocks from the network coded blocks in one segment under error free 

situation. Collecting n correctly coded blocks and using them for decoding to get 

the original block is referred to as rateless property of RLNC [31]. In the case of 
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error-prone transmission for example, through a wireless channel, it is highly 

likely that the segments being transmitted over the wireless channel will contain 

errors. Under such circumstances, either a retransmission strategy such as the 

ARQ to retransmit the segments which have not been correctly received by the 

receiver, or other error control strategies have to be deployed. The system does 

not consider any retransmission strategy. Instead redundant network coded 

blocks are utilised by setting z greater than n such that there are (z – n) 

redundant blocks to ensure that each segment can be correctly received, 

although for successful network decoding only n error-free received network 

coded blocks are used. Hence, there is a trade-off to determine the number of 

row z in coefficient code book matrix H and the number of block n in one 

segment. This trade-off was studied in [46], which showed that the blocks size 

of 8 bits is the best trade-off with z = 2n, 3n, and 4n. Once the number of blocks 

in one segment is determined, z could be concluded. The same authors in [28] 

has shown that when n = 10 blocks, z = 2n was enough and gave rise to the 

optimal performance in terms of decoding error probability. 

3-2-4 CONVOLUTIONAL CODE 

From equation (3.9), each cij represents a network-coded block in GF(2m), which 

contains m network-coded bits such that cij = ],...,,[ )()2()1( m
ijijij ddd , where )(h

ijd  

represents the hth bit in cij..  

Prior to applying the convolutional encoding, each network-coded block in each 

RLNC segment is appended with a Cyclic Redundancy Check (CRC) code of 

length p bits for error detection. Denote C = [ ...,,...,, 21 jccc  ] and jc  represents 

the jth CRC-appended network-coded segment such that  
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 jc ],...,,[ 21 zjjj ccc        (3.11) 

where ijc  is the ith CRC-appended network-coded block in jc  for i = 1, 2, …, z 

and is expressed as:                                          

 ijc  [cij, )()2()1( ,...,, pm
ij

m
ij

m
ij ddd  ]      (3.12)  

and ],...,,[ )()2()1( pm
ij

m
ij

m
ij ddd   denotes the CRC code appended to cij. As a result, 

each ijc  contains (m+p) bits.    

Applying convolution encoding of rate R=l/r to C gives the convolution-network 

coded bit sequence, C = [ ...,,...,, 21 jccc  ] and each jc  is a convolution-network 

coded segment consisting of z convolution-network coded blocks, ijc   for i = 1, 2, 

…, z: 

 jc ],...,,[ 21 zjjj ccc         (3.13)  

and   ijc [ )()2()1( ,...,, M
ijijij uuu ]          (3.14)                

where )(h
iju is the hth bit in ijc   and M = r(m+p). 

The performance of a convolution encoder is governed by the encoding rate 

R=l/r, the constraint length K and the generator polynomials (g1,g2,…,gr). An 

encoding rate of R will give an output bit stream of l/R bits for every l input bits 

of C  being input to the encoder. In this case, the input is a binary bit sequence, 

l = 1. The smaller the code rate, the larger the overheads will be carried in the 

coded bit streams. The effects of generator polynomials with varying constraint 

lengths were studied in [80]. Good generator polynomials that produce good 

BER performance can usually be determined through the simulation. Peterson 
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and Weldon [81] presented a complete list of generator polynomials. In [80], a 

list of optimal generator polynomials for different values of constraint length was 

given for convolutional codes of code rate 1/2 and 1/3. Since in this chapter the 

overhead of convolutional coding is expected to be as small as possible, based 

on the study in [81] the parameters of convolutional code can be determined 

such that a half rate convolutional code (i.e. r = 2) with constraint length 7, and 

generator polynomials (g1, g2) equal to (67, 163) in octal format and equal to 

[(0,1,1,0,1,1,1)  (1,1,1,0,0,1,1)] in binary form as shown in Figure 3.4 is used. 

Using the above convolution encoder, the parity bits for C’ can be generated as 

follows: 
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where )2/(hIntH  . 

 

Figure 3.4 Block Diagram of A Convolutional Encoder with 1/2 code rate, Constraint 
Length = 7, and Generator Polynomials (g1,g2) = (67,163)oct 
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3-2-5 INTERLEAVING 

Interleaving is designed to randomise the bursty channel errors present in the 

received data so as to improve the performance of the error correction code. 

There are several ways to interleave the information data such as block 

interleaving and convolutional interleaving [82]. Block interleaving receives a set 

of symbol or bits and rearranges them without repeating and omitting them. In 

block interleaving, a set of symbols or bits operates independently from other 

set of symbols or bits. On the other hand, convolutional interleaving works by 

storing previous symbols or bits to be operated together with current symbol or 

bits and hence the need of memory is necessary. Since the system under 

consideration applies error correction code i.e. convolutional code, in this 

chapter, block interleaving is considered for bit scattering. When no correction 

code applied, the interleaver sits as bit scattering. This is because of the 

purpose of interleaving is to make an error correction code more robust to bit 

errors. Whereas, bit scattering is just to spread the bits without the purpose of 

correcting the errors. 

Bit scattering in SRNC considers that for 16-QAM and higher order modulation 

scheme, the BER for a particular bit in a modulation symbol is dependent on its 

bit position when Gray mapping rule is used [30]. Under Gray mapping rule, the 

constellation points (represent modulation symbols) of QAM modulation are 

mapped such that two neighbouring constellation points in the constellation 

diagram differ from one bit only. As example for the error pattern, for 16-QAM 

where one modulation symbol contains 4 bits of information, the BER of the first 

bit and that of the third bit of a modulation symbol are similar; likewise the BER 

of the second bit and fourth bit of one modulation symbol are similar. This was 
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confirmed by simulation results presented in [31] and it was also presented the 

simulation results to include 64-QAM to confirm the BER per bit position. It is 

also confirmed through simulation the results for 16-QAM and 64-QAM as 

shown in Table 3.1. It can be seen that the bits occupying odd positions of a 16-

QAM modulation symbol have lower BER than the bits occupying even 

positions. For 64-QAM, the BER for the first bit is similar to the fourth bit, the 

BER for the second and fifth bits are alike as well, also BER for the third bit and 

sixth bit are similar. Considering for 16-QAM, when the bits coming from one 

particular data block are placed in the odd positions of a modulation symbol, 

that block is protected and is referred to as the odd block in this chapter 

because of the block contains bits in odd number position. Similarly blocks that 

contain even position bits of a modulation symbol are vulnerable and are 

referred to as the even block.  

Table 3.1 Simulation Results of BER per Bit Position for 16-QAM and 64-QAM under 
AWGN Channel 

 

To preserve the BER characteristics of each bit with respect to its position, an 

interleaver of dimension M x M has been designed to take the incoming 

convolution-network encoded blocks, ijc  , on a row by row basis but outputs 

them on a column by column basis as illustrated in Figure 3.5. 
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This ensures that low BER bits are grouped in odd blocks while high BER bits 

are grouped in even blocks such that low error decoding probability can be 

maintained in ‘good’ block bits. 

 

Figure 3.5 Interleaving Mechanism by Placing Input as Row by Row and Reading It 
Column by Column as Its Output 

3-3 SIMULATION RESULT AND DISCUSSION 

The implementation of the system model above has been carried out through 

simulation experiments discussed in this section and results are presented and 

discussed.  

3-3-1 SIMULATION MODEL AND PARAMETERS 

Simulations were performed for 16-QAM modulation with Gray mapping rule 

under AWGN channel in 2-hop, 4-hop and 6-hop transmission scenarios using 

Matlab. 

The input of information data bit sequences is generated from a data source. 

3x105 random bits of information data were generated to be input to the system. 
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The larger number of bits generated, the longer the simulation time needed to 

run the simulation program and the more precise the simulation results will be. 

Contrarily, the shorter number of bits generated, the shorter the simulation time 

needed and the more imprecise the simulation results will be. Various number 

of bits were used and the time for running the simulation program along with the 

corresponding simulation results were observed, while keeping the number of 

bits as a multiple of the segment size. It was determined that 3 x 105 bits gives 

the best compromise between the simulation time needed and the gentleness of 

simulation results produced. The information data source is assumed to be 

memoryless which means that a generated information bit is independent with 

other generated information bits. The size of information data block is set to be 

8 bits which is chosen according to the study in [31] and the segment size is 

chosen to be 10.  The number of rows for random network coding coefficient 

matrix is set to be (2 x segment size). By setting the size of this random network 

coding coefficient matrix, a large enough number of coded blocks is generated 

to study the system behaviour in terms of block error rate, decoding error 

probability, delivery rate, and bit error rate performances. Each network coded 

block has appended to it 4 CRC bits which is generated using generator 

polynomial x4 + x + 1 known also as CRC-ITU 4 bits [83]. Various rates of 

convolutional codes are implemented to study the effect of coding rates under 

WGN channel. The convolutional coding rates those have been implemented 

are 1/2, 1/3, 1/4, 1/6, and 1/8 convolutional coding rates. The parameters 

influencing the performance of those various rates of convolutional code are the 

constraint length and generator polynomials. Finding an optimum convolutional 

code needs much precise simulation. In [80] – [81] and [84] – [85], the optimum 

code rates of convolutional codes corresponding to specific constraint lengths 
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and generator polynomials are reported and they are summarized in the Table 

3.2 below. A square interleaver of size 24 x 24 [bits] was implemented, together 

with the 16-QAM modulation scheme with Gray-mapping rule. Table 3.3 

summarises all simulation parameters.  

Table 3.2  Constraint lengths and Generator Polynomials for the Corresponding 
Convolutional Coding Rates 

Encoding 
rates 

Constraint 
lengths 

Generator Polynomials (Octal) 

1/2 7 67, 163 

1/3 9 557,663,711 

1/4 10 1173, 1325, 1467, 1751 

1/6 10 1755, 1651, 1453, 1371, 1157, 1067 

1/8 10 1731, 1621, 1575, 1433, 1327, 1277, 1165, 1123 

 
 
Table 3.3 Simulation Parameters 

 

 

 

 

 

 

 

 

 

 

Parameter Value 

Total number of bits  3 x 105 [bits] 

Block Size (m) 8 [bits] 

Segment Size (n) 10 [blocks] 

Dimension of H 
Number of columns = n = 10 
Number of rows = z = 2n = 20 

CRC Generator 
Polynomial 

x4 + x + 1 (CRC-ITU 4 bits)  p = 4  

Convolutional Code 

Rate R = 1/r 
1/2, 1/3,1/4, 1/6, 
1/8 

Constraint Length 

See Table 3.2 for 
the 
corresponding 
rates 

Generator Polynomial 

See Table 3.2 for 
the 
corresponding 
rates 

Interleaver size (M x M) M = r (m+p) = 2 (8+4) = 24 [bits] 

Modulation Scheme 16-QAM with Gray-Mapping Rule 
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The sections that follow compare the performance of the system considered in 

this thesis (System-I), with two other systems (System-II and System-III), in 

terms of block error rates, decoding error probability, delivery rates and bit error 

rates, which were collected by taking the average value of the performance 

parameters obtained over ten simulation runs. A brief explanation of the three 

systems is as below: 

 System-I: This is the system proposed in this chapter, combining SRNC 

with convolution channel coding. Code rates of 1/2, 1/3, 1/4, 1/6, and 1/8 

have been considered. 

 System-II: This is the SRNC system, which combines RLNC with bit 

scattering without considering channel coding.  

 System-III: This system includes only RLNC without considering bit 

scattering or channel coding.  

3-3-2 BLOCK ERROR RATE 

Figures 3.6, 3.7 and 3.8 show the simulation results in terms of block error rates 

for 2-hop, 4-hop and 6-hop transmission scenarios respectively.   

Figures 3.6(a), 3.7(a), and 3.8(a) show the block error rates for even blocks with 

high BER; (b) for odd blocks with low BER, and (c) for total blocks. The 

simulation results also provide indication of the coding gain of the convolution 

codes. Coding gain is defined as the difference of Signal-to-Noise Ratio (SNR) 

or Eb/N0 levels between the uncoded system and the coded system required to 

achieve the same BER levels. The coding gain can be expressed as follow. 
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 (3.16) 

In comparing the block error rates of System-I with 1/2 convolutional coding rate 

with those of Systems- II and III for 2-hop transmission in Figure 3.6, System-I 

achieves lower block error rate than the other two systems as expected as a 

result of applying convolutional code to correct bit errors occurred during the 

transmission. When targeting a block error rate of 0.1, the coding gain is at or 

above 3.538 dB and around 4.154 dB for total blocks as well as for even and 

odd blocks when comparing with Systems- II and III respectively. An interesting 

point noted from Figure 3.6(b) is that System-III performs better than System-II 

throughout the whole Eb/N0 range in the odd blocks. That indicates bit scattering 

in good blocks cannot achieve better BER but will add further complexity and 

processing time. However lower block error rate is achieved for System-I when 

the Eb/N0 is higher than 7dB for all code rates under consideration for odd 

blocks. Judging from the BER results for complete blocks, System-I and 

System-II performs better than System-III.  

The performance of System-I can be further improved by reducing the code 

rates as shown in Figure 3.6, although when the coding rate changes from 1/4 

to 1/6, the improvement in the block error rate performance is not as significant 

when the coding rate changes from 1/6 to 1/8. Thus there is a trade-off between 

adding more redundant bits and hence the overheads to protect the data blocks 

by decreasing convolution coding rates and the performance gain achieved 

taking into considerations of what applications are to be utilised in the system.    
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Table 3.4 shows the overhead analysis introduced by convolutional code 

introduced in System-I. The overhead of convolutional code in System-I can be 

calculated using the following equation. 

  
   

 
     3.17 

where r and l are the total output bits and total input bits of convolutional code 

encoder, respectively.  

In percentage, it can be written in the equation below. 

 
   

 
100% 3.18 

Table 3.4 Overhead Introduced by Convolutional Code in System-I 

Convolutional Coding Rate Overhead (%) 

1/2 50% 

1/3 66.67% 

1/4 75% 

1/6 83.33% 

1/8 87.5% 

 

Table 3.4 also shows that as the convolutional coding rate decreases the 

overhead increases. However, the simulation results indicated that as the 

overhead increasing more robust system performance can be expected.   
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Figure 3.6 Block Error Rate vs Eb/N0 of Systems- I, II, and III, under 2-Hop 
Transmission Scenario for (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks 
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Figure 3.7 Block Error Rate vs Eb/N0 of Systems- I, II, and III, under 4-Hop 
Transmission Scenario for (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks 
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Figure 3.8 Block Error Rate vs Eb/N0 of Systems I, II, and III, under 6-Hop Transmission 
Scenario for (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks 
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Similar trends follow in Figures 3.7 and 3.8 for 4-hop and 6-hop transmissions, 

respectively and a conclusion can be drawn that System-I outperforms 

Systems- II and III in terms of block error rates. As the number of hops 

increases, the block error rates increase for all systems when comparing the 

results in Figure 3.6, Figure 3.7, and Figure 3.8.  

A closer examination at the BER of total blocks in Figures 3.6(c), 3.7(c) and 

3.8(c), shows the Eb/N0 values required for System-I with 1/2 convolution coding 

rate to outperform Systems- II and III should be greater than 5 dB, 7 dB and 10 

dB under 2-hop, 4-hop and 6-hop scenarios respectively.  

The Eb/N0 values can be lower for System-I using lower convolution rates to 

outperform Systems- II and III. For instance, System-I with 1/3 code rates rate 

can achieve better performance than the other two systems when the Eb/N0 

values are at or above 3.75 dB, 4.25 dB and 9.02 dB under 2-hop, 4-hop and 6-

hop scenarios respectively. Other three convolutional coding rates of 1/4, 1/6, 

and 1/8 used for System-I can provide better performance almost at all times. 

3-3-3 DECODING ERROR PROBABILITY AND DELIVERY RATE 

The decoding error probability is defined as the ratio of incorrectly decoded 

blocks in one segment to the number of network encoded block sent for that 

segment. Denote the number of incorrectly decoded blocks for segment i by 

B_err and the total number of network encoded blocks by B_enc_tot, the 

decoding error probability for segment i can be expressed as below. 

totencB

errB
i

__

_
 ][y ProbabilitError  Decoding   (3.19) 
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Figure 3.9 Decoding Error Probability vs Eb/N0 of Systems- I, II, and III, under 
Transmission Scenario of (a) 2-Hop, (b) 4-Hop, and (c) 6-Hop 
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Figure 3.10 Delivery Rate vs Eb/N0 of Systems- I, II, and III, under Transmission 
Scenario of (a) 2-Hop, (b) 4-Hop, and (c) 6-Hop 
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The average decoding error probability is expressed as follow. 

K

i


K

1i

][y ProbabilitError  Decoding
 y ProbabilitError  Decoding Average   (3.20) 

where K denotes the total number of segments being sent.  

Define the delivery rate in segment i as the number of blocks received correctly 

to the total number of blocks sent in segment i, then the delivery rate can be 

expressed as:  

])y[ProbabilitError  Decoding 1(  ][ RateDelivery  Successful i -i    (3.21) 

The average delivery rate is shown in the equation below. 

K

][ RateDelivery 
  RateDelivery  Successful Average 1



K

i

i
  (3.22) 

The simulation results for Average Decoding Error Probability in Figure 3.9 and 

the Average Delivery Rate in Figure 3.10 exhibit similar trends as the results of 

block error rates. The average decoding error probabilities of Systems- I and II 

are always lower than that of System-III, and consequently higher delivery rates 

for Systems- I and II. 

A closer examination on the performance between System-I and System-II for 

the case of 2-hop, 4-hop and 6-hop transmission scenarios concludes that 

System-I outperforms System-II over the entire Eb/N0 range except when 

System-I operates with 1/2 rate convolution codes. With 1/2 convolutional 

coding rate, the Eb/N0 values have to be at or above 4.25 dB, 7.3 dB and 9.61 
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dB if System-I is to perform better than System-II for 2-hop, 4-hop and 6-hop 

transmission scenarios respectively. 

3-3-4 BIT ERROR RATE 

BER is a ratio of the number of bit errors in the received bit streams at the 

system output to the total number of bits sent at the input of the system. It can 

be expressed as below. 

bits ed transmittofnumber  total

errors with received bits
  BER    (3.23) 

BER results in Figure 3.11 (a) shows that System-I with all convolutional coding 

rates outperforms System-II and System-III. From Figure 3.11 (a), for 2-hop 

transmission, to achieve BER = 10-2, the Eb/N0 values for System-I with 1/2 rate 

convolutional code, and for Systems- II and III are 8.046 dB, 10.976 dB and 

11.341 dB respectively.  Therefore, the coding gains of System-I over Systems- 

II and III at BER equal to10-2 are 2.93 dB and 3.295 dB respectively.  

Under the 4-hop transmission scenario, the coding gain of System-I over 

Systems- II and III at BER equal to10-2 is 3.171 dB. Under the 6-hop 

transmission scenario, the coding gains are 2.927 dB and 3.171 dB over 

System-II and System-III respectively.  

Higher coding gains are achieved for System-I with other convolutional coding 

rates 1/3, 1/4, 1/6, and 1/8 to System-II and System-III.  
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Figure 3.11 BER vs Eb/N0 of Systems- I, II, and III, under Transmission Scenario of (a) 
2-Hop, (b) 4-Hop, and (c) 6-Hop  
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3-4 SUMMARY 

In this chapter, a convolutional encoder is used to improve the performance of 

SRNC. The effect of adding an error correction code combined with an 

interleaver on a SRNC system is explored. Extensive simulations have been 

carried out for three systems: System-I for the SRNC system with convolutional 

encoding; System-II for the SRNC system, System-III for the system without 

interleaving nor convolutional encoding. Convolutional coding rates of 1/2, 1/3, 

1/4, 1/6 and 1/8 were applied for System-I. Simulation results were presented in 

term of block error rate, decoding error probability, delivery rate, and BER for 2-

hop, 4-hop, and 6-hop transmission scenarios under AWGN channel. It was 

shown that the SRNC system with convolutional encoding (System-I) of 1/2 

convolutional coding rate under 2-hop transmission achieves a better 

performance than the other two systems (Systems- II and III) with coding gain of 

at least 3.538 dB and 4.154 dB on average at block error rate equal to 0.1 

respectively for 2-hop transmission scenario. It was also shown that higher 

coding gains were achieved by decreasing the convolutional coding rate. 

Decoding error probability of System-I always achieves lower value than 

System-III for both of 2 hop, 4-hop, and 6-hop transmissions, which in turn 

indicates better system throughput performance is achieved by System-I. 

Compared to System-II, the decoding error probability of System-I achieves 

lower values when Eb/N0 equals to 5 dB and 7 dB, for 2-hop, 4-hop and 6-hop 

transmissions, respectively. The simulation results for Decoding Error 

Probability and Delivery Rate shown also generally similar trend as the results 

of block error rates and it confirms that the decoding error probabilities of 

Systems- I and II were always lower than that of System-III, which in turn 
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demonstrates that Systems- I and II achieve higher delivery rates than System-

III. The decoding error probability and delivery rate results confirm that in 

general the proposal to use convolutional encoding for SRNC system can 

achieve better throughput performance. BER simulation results shown that 

System-I with all convolutional coding rates outperform System-II and System-

III. For 2-hop transmission, coding gains at BER = 10-2 was determined that 

between System-I with 1/2 convolutional coding rate and System-II was 2.93 dB 

and between System-I with 1/2 convolutional coding rate and System-III was 

3.295 dB. Higher coding gains were achieved for System-I with other 

convolutional coding rates 1/3, 1/4, 1/6, and 1/8 to System-II and System-III. For 

4-hop transmission at BER = 10-2, coding gains between System-I with 1/2 

convolutional coding rate and System-II and between System-I with 1/2 

convolutional coding rate and between System-III were similar, i.e. both 

approximately 3.171 dB. Better Coding gains were achieved for System-I with 

other convolutional coding rates 1/3, 1/4, 1/6 and 1/8 to Systems- II and III. For 

6-hop transmission, at BER at 10-2, coding gains at 10-2 were 2.927 dB between 

System-I with 1/2 convolutional coding rate and system and 3.171 dB between 

System-I and System-III. Better coding gains were achieved for System-I with 

other convolutional coding rates of 1/2, 1/3, 1/4, 1/6, and 1/8. 

The simulation results for the increased number of hops were to demonstrate 

that the system performance will decrease as the number of hops increases as it 

was confirmed in all simulation results in the system parameters of block error 

rate, decoding error probability, delivery rate and BER. However, a more realistic 

wireless channel model is needed to evaluate the proposal further. In the next 
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chapter, the effect of block error rate, decoding error probability, delivery rate, 

and BER for all systems under fading channel will be studied.  
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CHAPTER 4: 

EVALUATION OF A JOINT RANDOM LINEAR NETWORK CODING 

AND CONVOLUTIONAL CODE WITH INTERLEAVING FOR 

MULTIHOP WIRELESS NETWORKS IN FADING CHANNELS 

 

4-1  INTRODUCTION 

In Chapter 3, a joint random linear network coding (RLNC) and convolutional 

coding scheme with interleaving was developed for application in multihop 

wireless networks. A simple model system was evaluated under AWGN channel 

conditions. However, this is not sufficient for realistic wireless channel models, 

which require burst error correction. Additional factors arising from multipath 

fading due to the physical environment may also be needed in the model. In this 

chapter, the proposed joint model will be developed further to incorporate these 

fading effects, and burst error characteristics. The well-known Rayleigh and 

Rician fading models are investigated for this purpose. The effects of various 

convolutional coding rates are included in the study. The simulation is 

presented in terms of each of the following vs. the energy to bit noise ratio 

/ : block error rate, decoding error probability, delivery rate and bit error 

rate (BER). As in Chapter 3 the following nomenclature is used: System-I is the 

joint system, System-II is SRNC system and System-III is RLNC only. A full 

summary of these results is given in the final section of the Chapter. 
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4-2 FADING CHANNEL MODELLING – AN OVERVIEW 

The modelling and characterisation of fading wireless channels is discussed in 

several sources such as [82] and [86-88], some of the more relevant aspects 

are developed below. 

Propagating wireless signals fluctuate along the paths taken by the signal due 

to the environment, the behaviour is also determined by the distance between 

the receive (RX) and transmit (TX) antennas, and the distribution of mobile 

terminals (or stations). The profile of a received signal may be obtained from the 

transmitted signal if a suitable model of the communications medium is 

available. Generally, the power of the received signal may be obtained by 

convolution of the transmitted signal power distribution with the impulse 

response of the channel. Convolution in the time domain is equivalent to 

multiplication in the frequency domain, thus for the transmit signal x, after 

propagation through the channel  may be written as, 

 

(4.1)

The star operation denotes convolution, while  and  are the frequency 

domain channel response and noise distribution respectively. Note that , 

, , and  are all functions of the signal frequency f and , , 

, and  are all functions of time . 

Channel response models have three key components, the path loss, 

shadowing and multipath behaviour. In the case of path loss, the transmitted 

signal attenuates as the distance between transmitter and receiver is increased. 
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Shadowing is influenced by the landscape local to the stations and terminals, 

where the dominant linear dimensions are large compared with the signal 

wavelengths. Fluctuations in the shadowing components vary slowly as the 

distance between the transmitter and receiver is varied; this is also known as 

slow fading. In practice, shadowing needs to be evaluated over comparatively 

large distance scales. These large scale fading models will not be required for 

the channel models under discussion in this thesis. 

Channel modelling of multipath fading can be highly complex. Multipath fading 

is a function of the content and complexity of the scattering environment in 

which the channels between the terminals operate. Objects located around a 

typical signal path will reflect the signal; statistically some of these reflected 

waves will be received by a receiver, and since each takes a different path, will 

have different amplitude and phase values. Depending on the phase, these 

signals may result in an increase or decrease in signal power at the receiver. 

Slight changes in position may result in a significant phase difference, which 

may be detected at the receiver. Multipath fading is often referred to as small 

scale fading, or fast fading. In this section, attention is focused onto the most 

relevant aspects of multipath fading for the model development. 

In the more general wireless communications context, fading refers to the rapid 

fluctuations in amplitude, phase, and multipath delays to a radio signal over a 

short time scale. Small scale fading is characterised by the attenuation of 

amplitudes and phase differences of delayed multipath signals at the receiver. 

This effect varies with temporal dispersion, Doppler shift, geographical location 

and radio frequency – see Figure 4.1. The most general fading models are 

based on the analysis of random processes.  
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Figure 4.1 Illustration of Multipath Propagation Phenomenon for Radio Wave 
Transmitted from Transmitter to Mobile Receiver 

 

In Figure 4.1, the major paths are shown as direct and reflected paths. The 

major paths result in the arrival of delayed versions of the signal at the receiver. 

Within each major path, the radio signal undergoes scattering on a local scale, 

this is characterised by a large number of reflections by objects near to the 

mobile terminal or station. These components combine at the receiver and give 

rise to multipath fading; in effect each major path behaves as a discrete fading 

path. Two useful models used to describe real world small fading effects are the 

Rician and Rayleigh distributions. Fading processes may be conveniently split 

between line-of-sight (LOS) and non-line-of-sight (NLOS) components, the 

Rician distribution is used to model LOS processes, and the Rayleigh 

distribution is used to model NLOS processes. The relative motion between the 

various transmitters and receivers causes Doppler shifts. Local scattering 

typically generates many scattering angles around the mobile terminal or 

station, resulting in a Doppler spectrum. The maximum Doppler shift 

Transmitter
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Motion 
Direction

Reflected 
Path

Reflected 
Path

Direct Path
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corresponds to those local scattering components whose direction is exactly 

opposite to the mobile unit’s trajectory. 

A simple mathematical description can be made for a fading channel model by 

taking the sum of delayed versions of the transmit signal; the amplitude of 

received signal is given as the sum of delayed components. Using the 

equivalence between time harmonic waveform and phasor domain descriptions, 

the received signal may be written as 

cos 2
(4.2)

N is the number of delayed components,  is the amplitude of the ith delayed 

component,  is the carrier frequency of the transmit signal and is the phase 

reference of the ith delayed component. Hence, equation (4.2) may be 

expanded to give, 

cos 2 cos sin 2 sin  
(4.3)

The first term of equation (4.3) is the in-phase component of the received 

signal, and the second term is quadrature component of the received signal. 

The phase  can be assumed to be uniformly distributed in the range of (0, 2), 

provided that the locations of objects (buildings etc.) causing fading are 

completely random. For large values of N, equation (4.3) can be written in the 

following form 

cos 2 sin 2 (4.4)

where ∑ cos  and ∑ sin . The envelope A of the received 

signal in equation (4, 4) can be written as 
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 (4.5)

X and Y are independent, identically distributed Gaussian random variables. 

When the received signal consists of a significant non-faded LOS component, 

then the received envelope amplitude  follows the Rician distribution, which 

has the probability density function (PDF) as given below. 

| , exp
2

, , 0

0, otherwise
 

(4.6)

Although  varies dynamically, at any fixed time it is a real-positive random 

variable ( ), so in describing the PDF it is permissible to drop the time 

dependency. The parameter  is the pre-detection mean power of the 

multipath signal.  denotes the peak magnitude of the non-faded signal 

component, which is also known as the specular component. The  term is a 

zeroth order Bessel function of the first kind. 

Rician distributions are often described in terms of a parameter K, which is 

defined as the ratio of the power in the specular component to the power in the 

multipath signal, this may be expressed as follows, 

2
 

(4.7)

As the magnitude of the specular component approaches zero, the Rician PDF 

approaches the Rayleigh PDF, which may expressed as, 

exp
2

, 0

0, otherwise
 

(4.8)
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The Rayleigh faded component is also known as the random or scatter or 

diffuse component. The form of the Rayleigh PDF results from the fact that it 

has no specular component, so for a single link (without diversity) it represents 

the worst case fading per mean received signal power. In Sections 4.5 and 4.6 

Rayleigh and Rician fading channels will be implemented to evaluate the joint 

model system formulated in Chapter 3. 

4-3 FADING CHANNEL MODELLING – SIMULATION 

METHODOLOGY  

The multipath channel simulator provided in the MATLAB communications 

toolbox has been used for the implementation of both Rayleigh and Rician 

channel models. This approach uses the band-limited discrete multipath 

channel model explained above, and also in [89]. These fading channel models 

assume that the delay power profile and the Doppler spectrum of the channel 

are separable. In this case, the multipath channel can be modelled as a linear 

finite impulse-response (FIR) filter. 

Suppose the input to a channel may be denoted by the set of samples { }, then 

the corresponding output samples { } may be expressed as follows, 

 
(4.9)

where  is given by the equation, 

sinc  
(4.10)
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Referring to equation (4.10): 

 : the total number of paths for the multipath fading channel 

 : the set of complex path gains of the multipath fading channel, 

there are no correlation one to another for these path gains, and 

with 1 . 

 : the set of path delays with 1  

 : the period of the input channel sample. 

 

The values of  and  are chosen so that the amplitude of  (|  |) is small 

when  is less than  or greater than .  

The following two techniques are used to generate the set of complex path 

gains : (1) filtered Gaussian noise, and (2) sum of sinusoids. The steps to 

generate each path gain process  are as follows. 

Filtered Gaussian Noise Technique 

(a) Zero mean and unit variance of a complex uncorrelated (white) 

Gaussian process is generated in discrete time 

(b) Doppler filter having frequency response        is used to 

filter the generated complex Gaussian process, where  and  

denote filter gain and the desired Doppler power spectrum, 

respectively 

(c) In order to make the period of the filtered complex Gaussian process 
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to be consistent with that of the input signal, the interpolation is 

applied to the output of Doppler filter. 

Sum-of-Sinusoids Technique 

The method to generate the fading sample is based on the Generalised Method 

of Exact Doppler Spread 1 (GMEDS1) described in [90]. GEMDS1 is used to 

generate the K mutually uncorrelated Rayleigh fading forms shown in equations 

(4.11) and (4.12), with    1 and    2 are for the in-phase and the quadrature 

components, respectively. 

1,2, … ,  (4.11)

2
cos 2 , ,  

(4.12)

Where: 

 : the number of sinusoids used to model a single path 

,  : the discrete Doppler frequency and it is calculated for each 

sinusoid 

,  : the phase of the nth sinusoids of )(i
k and it is independent and 

identically distributed (IID) random variable having a uniform 

distribution over the interval of (0,2] 

 : the fading process time. 

The discrete Doppler frequency, )(
,
i
nkf , can be calculated as the following, 
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, cos , cos
2

1
2 ,  (4.13)

where  is the Doppler maximum shift and  

,  is given by: 

, 1
4 2

1,2 & 1,2, … ,  (4.14)

Time initialization,  is introduced in order to advance the process of fading in 

time scale. Then, the waveform for fading in eq. (4.12) can be rewritten as the 

following. 

2
cos 2 , , 1,2   

(4.15)

When 0, the process of fading starts at time zero; a positive value of  

advances the fading process relative to time zero while maintaining its 

continuity.  

Calculating the Complex Coefficients 

In either of the Rayleigh and Rician fading techniques, the complex process  

is scaled to acquire the correct average path gain. For a Rayleigh fading 

channel, the fading process is given by Ω  where Ω | | . For a 

Rician fading channel, the fading process is given by 

Ω
, 1

,

, 1
, , ,              

(4.16)

where, 
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,  : the Rician K-factor of the k-th path 

, ,  : the Doppler shift of the line-of-sight component of the k-th path (in 

Hz) 

,  : the initial phase of the line-of-sight component of the k-th path (in 

radians). 

The oversampling must be applied to the transmitted symbols at the input to the 

band-limited multipath channel model. The over sampling factor is at least equal 

to the bandwidth expansion factor introduced through the pulse shaping. For 

example, if a raised cosine (RC) filter with a factor in excess of 1 is used, for 

which the bandwidth of the pulse-shaped signal for RC filter is equal to twice the 

symbol rate, then bandwidth expansion factor is 2. In this case, at least two 

samples per symbol are required at the input to the channel. If a sinc function 

pulse shaping is used, for which the bandwidth of the pulse shaped signal is 

equal to the symbol rate, then the bandwidth expansion factor is 1. For since 

function pulse shaping at least one sample per symbol is required at the 

channel input.  

4-4 SYSTEM MODEL 

The generic system model for this chapter is essentially the same as that shown 

in Figure 3.3, here the fading channel will be either a Rayleigh or Rician fading 

channel, in series with the AWGN channel. Referring to Figure 4.2, the input 

baseband low pass is equivalent signal is multiplied by the Rayleigh fading, and 

the AWGN added. 
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The low pass equivalent signal may be derived from equation (4.3) and 

expressed in the form 

cos 2 cos sin 2 sin  
(4.17)

The equation describes a Rician fading channel when 0, and a Rayleigh 

fading channel when    1 (i.e. there is no line of sight component). 

 

 

 

 

 

Figure 4.2 Rayleigh Fading in Series with AWGN Representing Wireless Channel 
Model under the Study 

4-5 SYSTEM EVALUATION UNDER RAYLEIGH FADING 

CONDITIONS 

The simulations were conducted for a 16–QAM modulation scheme with Gray 

mapping, in the presence of Rayleigh fading for 2, 4 and 6-hop transmission 

scenarios. Three copies of Systems-I, II and III were evaluated under the fading 

channel conditions and their system performances were compared. System-I 

was run for convolutional coding rates of 1/2, 1/3, 1/4, 1/6 and 1/8. A flat 

Rayleigh fading channel with a sampling rate of 0.1 ms and a maximum Doppler 

frequency of 10 Hz was used. The energy bit to noise ratio was varied from 1 
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dB to 30 dB in steps of 1 dB. The performance parameters are all compared vs. 

the energy bit to noise ratio ( / ). 

4-5-1  SIMULATION RESULTS AND DISCUSSIONS 

The simulation results are organised into three sub-sections and the 

comparisons are presented graphically. The corresponding mathematical 

relationship for each performance parameter was discussed in Chapter 3 and 

applies in this section. 

4-5-1-1  BLOCK ERROR RATE 

The simulated block error rate system performances for the multihop 

transmission scenarios with Rayleigh fading are presented in Figures 4.3 – 4.5. 

In each group, the figures (a), (b) and (c) refer to even, odd and total blocks 

respectively.  

It can be inferred from the even block results that System-II suffered the highest 

block error rate, implying that the even blocks in this arrangement are 

vulnerable. System-I with 1/2 convolutional coding performs better over the 

even blocks than System-II, but the block error rate is higher than that for 

System-III. Hence, the even blocks in Systems-I and II are conditioned as 

vulnerable blocks which have higher block error rates than the system-III. 

Decreasing the convolutional coding rate for System-I to 1/3, the block error 

rate for even blocks are much improved compared to System-III, further 

improvements may be achieved by decreasing convolutional encoding rates to 

1/4, 1/6, and 1/8.  
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For the odd blocks (figure(b)), the block error rates for System-III had highest 

values; it also had a similar block error rates to the even blocks of System-III, 

this is because the even and odd blocks of System-III had no applied 

interleaving. The error rates for System-I with 1/2 and 1/3 convolutional coding 

were lower when compared with System-II, but higher than those of System-III. 

It can be understood because of convolutional encoder results in non-

systematic code-words which mean that in a block containing of a number of 

bits where all bits in code words are considered as the parity bits. The sent 

blocks contain the parity bits from the convolutional coding. When the de-

interleaving process takes place at the receiver, the resulting output does not 

help the convolutional decoder to correct the errors. Adding more parity bits by 

decreasing the convolutional encoding rates to each of 1/4, 1/6, and 1/8 

produced better block error rates compared to System-II.  

In summary, System-III had the higher block error rates compared to Systems-I 

and II. System-I with 1/2 convolutional code had slightly better block error rates 

compared to System-III. By adding 1/2 convolutional code it was not sufficient 

to combat the errors caused by the Rayleigh fading under 2-hop transmission 

conditions. The 4-hop transmission conditions show a similar trend. Under the 

6-hop transmission conditions the performance deteriorates, it can be seen from 

Figure 4.5 that System-I with 1/3 convolutional coding had a higher error rate 

than System-II, which implies that the 1/3 convolutional code was not adequate 

to overcome the errors due to the Rayleigh fading. Decreasing convolutional 

coding rate to 1/4, 1/6, and 1/8 for System-I achieved better performance 

compared System-II for 6-hop transmission.  
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Figure 4.3 Block Error Rate vs Eb/N0 of Systems-I, II, and III, under 2-Hop 

Transmission Scenario for (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks, 
through Rayleigh Fading Channel in Series with AWGN Channel 

 
Figure 4.4 Block Error Rate vs Eb/N0 of Systems-I, II, and III, under 4-Hop 

Transmission Scenario for (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks, 
through Rayleigh Fading Channel in Series with AWGN Channel 

 

Figure 4.5 Block Error Rate vs Eb/N0 of Systems-I, II, and III, under 6-Hop 
Transmission Scenario for (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks, 

through Rayleigh Fading Channel in Series with AWGN Channel 
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4-5-1-2  DECODING ERROR PROBABILITY AND DELIVERY RATE 

Simulated results for the decoding error probability and delivery rate are shown 

in Figures 4.6 and 4.7, respectively. The results are arranged according to 2-

hop (a), 4-hop (b) and 6-hop (c) transmission conditions. There are notable 

similarities in the observed trends of these parameters when compared with the 

block error rates. 

Under 2-hop transmission, System-III suffered the highest decoding error 

probability and hence the lowest delivery rate compared other systems. 

Comparing the results for Systems-I and II, System-I with 1/2 convolutional 

coding had a higher decoding error probability and lower delivery rate than 

System-II. This implies that System-II collected more correct blocks required for 

retrieving the original blocks than System-I with 1/2 convolutional coding. This is 

consistent with the block error rate results. On decreasing the convolutional 

coding rate to 1/3, System-I achieved a lower decoding error probability than 

System-II. Further improvements on System-I were achieved by decreasing the 

convolutional coding rate. Increasing the multihop transmission degrades the 

coding error; this is also consistent with the block error results. 

4-hop transmission produced the same trend as 2-hop, with the highest 

decoding error probability in System-III, followed by System-I with 1/2 

convolutional coding rate, System-II, and System-I with 1/3, 1/4, 1/6, and 1/8 

convolutional coding rates. 

For 6-hop transmission, the highest decoding error probability was in System-III 

followed by System-I with 1/2 convolutional coding rate, and System-I with a 

1/3 convolutional coding rate. System-I with 1/2 and 1/3 convolutional coding 
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rates demonstrated a higher decoding error probability and lower delivery rate 

when compared with System-II. This implies that 1/2 and 1/3 convolutional 

coding rates are not sufficient to correct more errors accumulated by increasing 

the number of hops. System-I with 1/4, 1/6 and 1/8 convolutional coding rates 

had lower decoding error probability and higher delivery rate compared with 

System-II. This implies that adding more redundancy bits by decreasing 

convolutional coding rates increases the error handling capability of System-I. 

However, it faces greater overheads on the blocks of information sent. 

 
Figure 4.6 Decoding Error Probability vs Eb/N0 of Systems-I, II, and III, under 

Transmission Scenario of (a) 2-Hop, (b) 4-Hop, and (c) 6-Hop, through Rayleigh 
Fading Channel in Series with AWGN Channel 

 
Figure 4.7 Delivery Rate vs Eb/N0 of Systems-I, II, and III, under Transmission Scenario 
of (a) 2-Hop, (b) 4-Hop, and (c) 6-Hop, through Rayleigh Fading Channel in Series with 

AWGN Channel 
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4-5-1-3  BIT ERROR RATE 

The bit error rate (BER) simulation results are given in Figure 4.8, the results 

are arranged according to 2-hop (a), 4-hop (b) and 6-hop (c) transmission 

conditions. 

Referring to Figure 4.8 (a), it can be observed that under 2-hop transmission 

that the highest BER performance was achieved by System-III. Intuitively, this is 

consistent with the previous simulation results. System-I with 1/2 convolutional 

coding had a slightly lower BER performance compared with System-III, and 

slightly higher BER when compared with System-II. This implies that a 

convolutional coding rate of 1/2 is not sufficient for correcting the errors caused 

by the Rayleigh channel fading. As the convolutional coding rate of System-I 

was decreased to 1/3, the simulation results show a considerable reduction of 

BER compared to System-II. Decreasing the convolutional coding rate in 

System-I from 1/3 to 1/4 achieved further improvements in the BER, with 

significant gains following further reductions to 1/6 and 1/8.  

For 4-hop transmission in Figure 4.8 (b), the results follow a similar pattern to 

the 2-hop case. Under 4-hop transmission, the highest BER performance was 

shown by System-III followed by System-I with 1/2 convolutional coding, which 

is slightly greater than BER results for System-II. System-I with a 1/3 

convolutional coding rate had slightly lower BER results compared with System-

II. System-I with convolutional coding rates of 1/4, 1/6, and 1/8 shows lower 

BER compared to the systems mentioned previously. The lowest BER result 

was achieved by System-I with a 1/8 convolutional coding rate, followed by 

System-I with 1/6 and 1/4 convolutional coding rates. Overall, this means that 

more errors occurred due to the increase on the number of hops, that makes 
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error correction capability of convolutional coding rate of System-I was 

decreasing indicated by closer gap of BER results between System-I with 1/3 

convolutional coding rate and System-II.  

Under 6-hop conditions System-III maintains the highest BER, followed by 

System-I with convolutional coding rates of 1/2 and 1/3. System-II had lower 

BER compared to these three systems, this implies that a convolutional coding 

rate of 1/3 was not sufficient for correcting the accumulated errors due to 

increasing the number of transmission hops. Decreasing the convolutional 

coding rate for System-I to 1/4, 1/6, and 1/8 enables it to outperform System-II. 

A convolutional coding rate of at least 1/4 was needed to correct the 

accumulated errors in the 6-hop transmission. Note that the numerator of 

convolutional coding rate was kept constant at 1. Other values of convolutional 

coding rates with value of its numerator not equal to 1 are possible, but 

complexity will increase at the encoder and decoder, which is out of scope of 

this thesis. 

Generalising, increasing the number of hops in the multihop transmission for all 

three systems causes some deterioration in performance, with the lowest 

performance being consistently associated with System-III, irrespective of the 

number of hops. Under 2-hop and 4-hop conditions, System-II outperformed 

System-I with a convolutional coding rate of 1/2, and under 6-hop transmission 

System-II outperformed System-I with a convolutional coding rate of 1/3 as well 

as System-III This demonstrates that a more robust convolutional code is 

needed due to the increase number of hops. Under 6-hop transmission, by 

letting the value of numerator of the convolutional coding rate be fixed at 1, 

System-I required a coding rate of 1/4 to outperform System-II. 
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Figure 4.8 BER vs Eb/N0 of Systems-I, II, and III, under Transmission Scenario of (a) 2-
Hop, (b) 4-Hop, and (c) 6-Hop, through Rayleigh Fading Channel in Series with AWGN 

Channel 
 

4-6 SYSTEM EVALUATION UNDER RICIAN FADING 

CONDITIONS 

The Rician fading channel is now investigated under the same simulation 

scheme as for the Rayleigh fading channel in Section 4-5. The evaluation was 

performed under 2, 4 and 6-hop transmission conditions for each of Systems-I, 

II and III. System-I was analysed for convolutional coding rates of 1/2, 1/3, 1/

4, 1/6, and 1/8. The model parameters for the Rician fading include a sample 

rate of 0.1 ms, a maximum Doppler shift of 10 Hz, and K-factors of 0, 5 and 10 

are used. The energy bit to noise ratio was varied from 1 dB to 30 dB in steps of 

1 dB. The performance parameters are all compared for each K-value vs. the 

energy bit to noise ratio ( / ). 

4-6-1 SIMULATION RESULTS AND DISCUSSIONS 

The simulation results are organised into three sub-sections and the 
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system, for the sake of clarity. The corresponding mathematical relationship for 

each performance parameter was discussed in Chapter 3 and applies in this 

section.   

4-6-1-1  Block Error Rate  

Figures 4.9 – 4.13 show the block error rate results for System-I with 

convolutional coding rates of 1/2, 1/3, 1/4, 1/6, and 1/8, respectively, under 2-

hop transmission conditions. The block error rate results for Systems-II and III 

under 2-hop transmission are presented in Figures 4.14 and 4.15. Figures 4.16 

– 4.20 present the block error rate results for System-I with convolutional coding 

rates of 1/2, 1/3, 1/4, 1/6, and 1/8 under 4-hop transmission conditions. Figures 

4.21 and 4.22 show the block error rate results for Systems-II and III under 4-

hop transmission conditions respectively. For the 6-hop transmission, System-I 

(with convolutional coding rates of 1/2, 1/3, 1/4, 1/6, and 1/8) is summarised in 

Figures 4.23 – 4.27, the performances for Systems-II and III are given in 

Figures 4.28 and 4.29 respectively. 

Generally, the trend from all of these graphs is that as the Rician factor K is 

increased, then the block error rates for all block categories decrease. This is 

consistent with large values of K corresponding to a dominant LOS component, 

thus reducing the probability of error in the received signal. Hence, the block 

error rate is improved. Note, when K = 0, then there is no LOS component and 

the Rician behaviour gives way to Rayleigh fading again. Furthermore, as the 

number of hops increases for a given system, then the block error rate 

increases, this is caused by the corresponding accumulation of errors at the 

receiver.  



Evaluation of a Joint Random Linear Network Code and Convolutional Code with Interleaving  
for Multihop Wireless Networks in Fading Channels 

112 
 

Focusing on the even and odd blocks for Systems-I and II, the block error rate 

for the even blocks was higher than for the odd blocks. The even and odd block 

error rates for System-III were similar. The interleaving in Systems-I and II 

renders the even blocks vulnerable, whilst the odd blocks are virtually protected, 

there is no interleaving in System-III, hence the similar performance between 

even and odd blocks.  

Under general multihop conditions, the highest block error rate is observed in 

System-III, due again to the absence of interleaving. When evaluating the block 

error rates for various convolutional coding rates in System-I, the block error 

performance improves as the coding rate is lowered. This is due to the addition 

of parity bits, which improve the convolutional coding capability. 

The block error rate for even blocks in System-II gives a lower performance 

than blocks for the even blocks of System-I regardless of the convolutional 

coding rate. This is because System-II lacks the error correction capability, and 

the even blocks are vulnerable blocks. The block error rate for the odd blocks in 

System-II outperform the block odd blocks of System-I with convolutional coding 

rates of 1/2 and 1/3 for small values of K. The block error rates for the odd 

blocks in System-I (convolutional coding rates of 1/4, 1/6, and 1/8) outperform 

those of System-II for all values of K. For large values of K, the block error rate 

for the odd blocks of System-I with any convolutional coding rate outperformed 

block error rate for odd blocks of System-II. This is fully consistent with the 

observations under Rayleigh fading conditions, that a small value of K promotes 

deep fading due to a less dominant LOS component, leading to a greater 

accumulation of errors at the receiver. 
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For the block error rate, under 2-hop transmission for K = 0, System-I with a 

convolutional coding rate of 1/2 had lower performance than System-II. 

However, when other convolutional coding rates are used, System-I can 

outperform System-II. This further confirms the trend that a convolutional coding 

rate of 1/2 is not sufficient to overcome the accumulation of errors due to the 

multihop and fading conditions. Under 2-hop transmissions, convolutional 

coding rates of 1/3 and lower were needed to outperform System-II. A similar 

trend may be observed under 4-hop transmissions. Increasing to 6-hop 

transmissions, for small values of K, System-I with convolutional coding rates of 

1/2 and 1/3 returned a higher block error rate for total blocks than System-II. 

Convolutional coding rates of 1/4 and lower were needed to outperform System-

II. Meanwhile for large values of K all System-I variants outperformed System- 

II, as mentioned earlier. 

 

Figure 4.9 Block Error Rate vs Eb/N0 of System-I with 1/2 Convolutional Coding Rate 
for 2-Hop Transmission Scenario under Rician Fading Channel in Series with AWGN 

Channel: (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks 
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Figure 4.10 Block Error Rate vs Eb/N0 of System-I with 1/3 Convolutional Coding Rate 
for 2-Hop Transmission Scenario under Rician Fading Channel in Series with AWGN 

Channel: (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks 

Figure 4.11 Block Error Rate vs Eb/N0 of System-I with 1/4 Convolutional Coding Rate 
for 2-Hop Transmission Scenario under Rician Fading Channel in Series with AWGN 

Channel: (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks 

Figure 4.12 Block Error Rate vs Eb/N0 of System-I with 1/6 Convolutional Coding Rate 
for 2-Hop Transmission Scenario under Rician Fading Channel in Series with AWGN 

Channel: (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks 
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Figure 4.13 Block Error Rate vs Eb/N0 of System-I with 1/8 Convolutional Coding Rate 
for 2-Hop Transmission Scenario under Rician Fading Channel in Series with AWGN 

Channel: (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks 

Figure 4.14 Block Error Rate vs Eb/N0 of System-II for 2-Hop Transmission Scenario 
under Rician Fading Channel in Series with AWGN Channel: (a) Even Blocks, (b) Odd 

Blocks, and (c) Total Blocks 

 
Figure 4.15 Block Error Rate vs Eb/N0 of System-III for 2-Hop Transmission Scenario 

under Rician Fading Channel in Series with AWGN Channel: (a) Even Blocks, (b) Odd 
Blocks, and (c) Total Blocks 
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Figure 4.16 Block Error Rate vs Eb/N0 of System-I with 1/2 Convolutional Coding Rate 
for 4-Hop Transmission Scenario under Rician Fading Channel in Series with AWGN 

Channel: (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks 

 
Figure 4.17 Block Error Rate vs Eb/N0 of System-I with 1/3 Convolutional Coding Rate 
for 4-Hop Transmission Scenario under Rician Fading Channel in Series with AWGN 

Channel: (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks 

 
Figure 4.18 Block Error Rate vs Eb/N0 of System-I with 1/4 Convolutional Coding Rate 
for 4-Hop Transmission Scenario under Rician Fading Channel in Series with AWGN 

Channel: (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks 
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Figure 4.19 Block Error Rate vs Eb/N0 of System-I with 1/6 Convolutional Coding Rate 
for 4-Hop Transmission Scenario under Rician Fading Channel in Series with AWGN 

Channel: (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks 

 
Figure 4.20 Block Error Rate vs Eb/N0 of System-I with 1/8 Convolutional Coding Rate 
for 4-Hop Transmission Scenario under Rician Fading Channel in Series with AWGN 

Channel: (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks 

 
Figure 4.21 Block Error Rate vs Eb/N0 of System-II for 4-Hop Transmission Scenario 

under Rician Fading Channel in Series with AWGN Channel: (a) Even Blocks, (b) Odd 
Blocks, and (c) Total Blocks 
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Figure 4.22 Block Error Rate vs Eb/N0 of System-III for 4-Hop Transmission Scenario 

under Rician Fading Channel in Series with AWGN Channel: (a) Even Blocks, (b) Odd 
Blocks, and (c) Total Blocks 

 
Figure 4.23 Block Error Rate vs Eb/N0 of System-I with 1/2 Convolutional Coding Rate 
for 6-Hop Transmission Scenario under Rician Fading Channel in Series with AWGN 

Channel: (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks 

 
Figure 4.24 Block Error Rate vs Eb/N0 of System-I with 1/3 Convolutional Coding Rate 
for 6-Hop Transmission Scenario under Rician Fading Channel in Series with AWGN 

Channel: (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks 
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Figure 4.25 Block Error Rate vs Eb/N0 of System-I with 1/4 Convolutional Coding Rate 
for 6-Hop Transmission Scenario under Rician Fading Channel in Series with AWGN 

Channel: (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks 

 
Figure 4.26 Block Error Rate vs Eb/N0 of System-I with 1/6 Convolutional Coding Rate 
for 6-Hop Transmission Scenario under Rician Fading Channel in Series with AWGN 

Channel: (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks 

 
Figure 4.27 Block Error Rate vs Eb/N0 of System-I with 1/8 Convolutional Coding Rate 
for 6-Hop Transmission Scenario under Rician Fading Channel in Series with AWGN 

Channel: (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks 
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Figure 4.28 Block Error Rate vs Eb/N0 of System-II for 6-Hop Transmission Scenario 

under Rician Fading Channel in Series with AWGN Channel: (a) Even Blocks, (b) Odd 
Blocks, and (c) Total Blocks 

 
Figure 4.29 Block Error Rate vs Eb/N0 of System-III for 6-Hop Transmission Scenario 

under Rician Fading Channel in Series with AWGN Channel: (a) Even Blocks, (b) Odd 
Blocks, and (c) Total Blocks 

 

4-6-1-2  Decoding Error Probabilities and Delivery Rates 

The mathematical relationship between decoding error probability and delivery 

rate has been treated in depth in Chapter 3. Figures 4.30 – 4.32 show the 

decoding error probability simulation results where Figure 4.30, Figure 4.31, 

and Figure 4.32 are results under 2-hop, 4-hop, and 6-hop transmissions, 

respectively. The simulation results for the delivery rate are given in Figures 
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4.33 – 4.35, in which Figure 4.33, Figure 4.34, and Figure 4.35 are for 2-hop, 4-

hop, and 6-hop transmissions, respectively.  

The general trend for all of the Systems under test shows that the decoding 

error probability decreases as the delivery rate increases, for increasing values 

of K. These results confirm that the block error rate results in the previous 

section; the value of K indicates the relative dominance of the LOS component. 

Furthermore, as the number of hops increases for a given system, then the 

decoding error probability increases, and the delivery rate is degraded. This 

also confirms the block error rate results, which imply more error blocks 

occurred as the number of hops increased.  

Comparing the decoding error probability and delivery rate for each number of 

transmission hops, the higher decoding error probability, and hence the lowest 

delivery rate, was recorded by System-II. This also confirms the previous block 

error results. On considering the possible variants of System-I, the lowest 

decoding error probability corresponds to that with the lowest convolutional 

coding rate. In other words, as the convolutional coding rate of System-I is 

decreased, a greater performance can be obtained by adding more redundant 

bits.  

Comparing Systems-I and II for 2-hop transmissions with K = 0, the decoding 

error probability for System-I with a convolutional coding rate of 1/2 is greater 

than that of System-II. However, other System-I variants with any lower 

convolutional coding rates outperformed System-II. This is consistent with the 

analysis for the Rayleigh fading channel. 
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In summary, for 2-hop transmissions, a convolutional coding rate of 1/3 or lower 

was required for System-I to outperform System-II. The lower convolutional 

code applied higher redundant bits and hence greater overheads to the 

transmitted blocks. A similar trend can be expected for 4-hop transmissions. 

Increasing to 6-hop transmissions, System-I with convolutional coding rates of 

1/2 and 1/3 show higher decoding error probability values than System-II, for K 

= 0. However for System-I with convolutional coding rates of 1/4 or lower 

outperformed System-II. For large values of K, System-I with any convolutional 

code outperformed System-II. The errors caused the increased number of hops 

and fading occurrences require more powerful error correction capabilities of 

convolutional code in System-I as it was shown from the simulation results of 

decoding error probability and delivery rate. 
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Figure 4.30 Decoding Error Probability vs Eb/N0 for System-I (a - e) with Convolutional 
Coding Rate of (a) 1/2, (b) 1/3, (c) 1/4, (d) 1/6, (e) 1/8; System-II (f); and System-III (g) 

over 2-Hop Transmission under Rician Fading Channel in Series with AWGN 
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Figure 4.31 Decoding Error Probability vs Eb/N0 for System-I (a - e) with Convolutional 
Coding Rate of (a) 1/2, (b) 1/3, (c) 1/4, (d) 1/6, (e) 1/8; System-II (f); and System-III (g) 

over 4-Hop Transmission under Rician Fading Channel in Series with AWGN 
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Figure 4.32 Decoding Error Probability vs Eb/N0 for System-I (a - e) with Convolutional 
Coding Rate of (a) 1/2, (b) 1/3, (c) 1/4, (d) 1/6, (e) 1/8; System-II (f); and System-III (g) 

over 6-Hop Transmission under Rician Fading Channel in Series with AWGN 
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Figure 4.33 Delivery Rate vs Eb/N0 for System-I (a - e) with Convolutional Coding Rate 
of (a) 1/2, (b) 1/3, (c) 1/4, (d) 1/6, (e) 1/8; System-II (f); and System-III (g) over 2-Hop 

Transmission under Rician Fading Channel in Series with AWGN 

(a) (b)

(c) (d)

(e) (f)

(g)

K = 0
K = 5
K = 10

Legend:

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0 5 10 15 20 25 30

D
el

iv
er

y 
R

at
e

Eb/N0 [dB]

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0 5 10 15 20 25 30

D
el

iv
er

y 
R

at
e

Eb/N0 [dB]

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0 5 10 15 20 25 30

D
el

iv
er

y 
R

at
e

Eb/N0 [dB]

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0 5 10 15 20 25 30

D
el

iv
er

y 
R

at
e

Eb/N0 [dB]

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0 5 10 15 20 25 30

D
el

iv
er

y 
R

at
e

Eb/N0 [dB]

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0 5 10 15 20 25 30

D
el

iv
er

y 
R

at
e

Eb/N0 [dB]

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0 5 10 15 20 25 30

D
el

iv
er

y 
R

at
e

Eb/N0 [dB]



Evaluation of a Joint Random Linear Network Code and Convolutional Code with Interleaving  
for Multihop Wireless Networks in Fading Channels 

127 
 

 
Figure 4.34 Delivery Rate vs Eb/N0 for System-I (a - e) with Convolutional Coding Rate 
of (a) 1/2, (b) 1/3, (c) 1/4, (d) 1/6, (e) 1/8; System-II (f); and System-III (g) over 4-Hop 

Transmission under Rician Fading Channel in Series with AWGN 

(a) (b)

(c) (d)

(e) (f)

(g)

K = 0
K = 5
K = 10

Legend:

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0 5 10 15 20 25 30

D
el

iv
er

y 
R

at
e

Eb/N0 [dB]

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0 5 10 15 20 25 30

D
el

iv
er

y 
R

at
e

Eb/N0 [dB]

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0 5 10 15 20 25 30

D
el

iv
er

y 
R

at
e

Eb/N0 [dB]

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0 5 10 15 20 25 30

D
el

iv
er

y 
R

at
e

Eb/N0 [dB]

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0 5 10 15 20 25 30

D
el

iv
er

y 
R

at
e

Eb/N0 [dB]

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0 5 10 15 20 25 30

D
el

iv
er

y 
R

at
e

Eb/N0 [dB]

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0 5 10 15 20 25 30

D
el

iv
er

y 
R

at
e

Eb/N0 [dB]



Evaluation of a Joint Random Linear Network Code and Convolutional Code with Interleaving  
for Multihop Wireless Networks in Fading Channels 

128 
 

 
Figure 4.35 Delivery Rate vs Eb/N0 for System-I (a - e) with Convolutional Coding Rate 
of (a) 1/2, (b) 1/3, (c) 1/4, (d) 1/6, (e) 1/8; System-II (f); and System-III (g) over 6-Hop 

Transmission under Rician Fading Channel in Series with AWGN 
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4-6-1-3 Bit Error Rate  

The bit error rate (BER) performances have been collected in Figures 4.36 – 

4.38; Figure 4.36, Figure 4.37, and Figure 4.38 provide the results for 2-hop, 4-

hop, and 6-hop transmissions, respectively. 

System-III records the highest BER, which is as expected due to System-III 

having no interleaving and no error correction capabilities. In addition, as the 

number of hops increases the BER results degraded due to increased errors 

accumulated over the hop. 

Under 2-hop transmissions, System-II had a slightly lower BER than System-I 

with a convolutional coding rate of 1/2, for K = 0, whereas for 5  K  10, 

System-I had a lower BER than System-II, until /  approaches 24 dB. Other 

System-I variants with convolutional coding rates smaller than 1/2 outperform 

System-II for 2-hop transmissions. A similar trend is observed for 4-hop 

transmissions. When the multihop transmissions are increased to 6, with K = 0, 

then System-II outperformed the System-I variants with convolutional coding 

rates of 1/2 and 1/3, due to the accumulation of errors from the multihop and 

fading. System-I variants can outperform System-II with other convolutional 

coding rates. Generally, more powerful convolutional coding will be required to 

counter the high error accumulation from the multihop and fading, this is at the 

expense of more redundant bits and increased overheads in the transmitted 

blocks.       
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Figure 4.36 Bit Error Rate vs Eb/N0 for System-I (a - e) with Convolutional Coding Rate 
of (a) 1/2, (b) 1/3, (c) 1/4, (d) 1/6, (e) 1/8; System-II (f); and System-III (g) over 2-Hop 

Transmission under Rician Fading Channel in Series with AWGN 
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Figure 4.37 Bit Error Rate vs Eb/N0 for System-I (a - e) with Convolutional Coding Rate 
of (a) 1/2, (b) 1/3, (c) 1/4, (d) 1/6, (e) 1/8; System-II (f); and System-III (g) over 4-Hop 

Transmission under Rician Fading Channel in Series with AWGN 

(a) (b)

(c) (d)

(e) (f)

(g)

K = 0
K = 5
K = 10

Legend:

0.000001

0.00001

0.0001

0.001

0.01

0.1

1

0 5 10 15 20 25 30

B
E

R

Eb/N0 [dB]

0.000001

0.00001

0.0001

0.001

0.01

0.1

1

0 5 10 15 20 25 30

B
E

R

Eb/N0 [dB]

0.000001

0.00001

0.0001

0.001

0.01

0.1

1

0 5 10 15 20 25 30

B
E

R

Eb/N0 [dB]

0.000001

0.00001

0.0001

0.001

0.01

0.1

1

0 5 10 15 20 25 30

B
E

R

Eb/N0 [dB]

0.000001

0.00001

0.0001

0.001

0.01

0.1

1

0 5 10 15 20 25 30

B
E

R

Eb/N0 [dB]

0.000001

0.00001

0.0001

0.001

0.01

0.1

1

0 5 10 15 20 25 30

B
E

R

Eb/N0 [dB]

0.000001

0.00001

0.0001

0.001

0.01

0.1

1

0 5 10 15 20 25 30

B
E

R

Eb/N0 [dB]



Evaluation of a Joint Random Linear Network Code and Convolutional Code with Interleaving  
for Multihop Wireless Networks in Fading Channels 

132 
 

 

Figure 4.38 Bit Error Rate vs Eb/N0 for System-I (a - e) with Convolutional Coding Rate 
of (a) 1/2, (b) 1/3, (c) 1/4, (d) 1/6, (e) 1/8; System-II (f); and System-III (g) over 6-Hop 

Transmission under Rician Fading Channel in Series with AWGN 
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4.8 SUMMARY 

The main task for this chapter was the formulation of a joint RLNC and 

convolutional code system with interleaving, which has been evaluated with 

Rician and Rayleigh fading channels, both in series with an AWGN channel. 

This was referred to as System-I. Simulation results for the block error rate, 

decoding error probability, delivery rate and bit error rate have been presented 

and discussed. 

The study also presented results for two other system models – the SNRC 

system (System-II) and a pure RLNC system (System-III). As expected System-

III presents the lowest performance. However the analysis shows that System-I 

with convolutional coding does not always outperform System-II; this depends 

on the volume of errors occurring in the transmitted data, and the error 

correction capability of the convolutional code being used. It was shown that 

under 2-hop transmission, 1/2 convolutional coding rates in System-I is not 

sufficient to combat the high volume of errors in the transmission. Further errors 

were accumulated due to the increasing number of multihop stages and 

channel fading causing System-I, with a convolutional coding rate of 1 3⁄ , to 

have a lower performance than System-II. An improved System-I performance 

vs. System-II can be obtained by lowering the convolutional coding rate, 

however this is at the expense of adding more redundant bits to the transmitted 

data. Therefore, another type of FEC code which have different property from 

Convolutional Code needs to be explored, which is discussed in the next 

chapter. 
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CHAPTER 5:   

JOINT RANDOM LINEAR NETWORK CODING AND FORWARD 

ERROR CORRECTION CODE WITH INTERLEAVING FOR 

MULTIHOP NETWORKS USING REED SOLOMON CODE 

5-1  INTRODUCTION 

The themes established in the previous two chapters are explored further using 

Reed-Solomon (RS(n,k)) codes. Reed-Solomon (RS) codes are another type of 

forward error correction code (FEC). The new system will be a joint random 

linear network code combined with Reed-Solomon and interleaving. RS code 

has been chosen due to its different property with convolutional code. RS code 

works based on the m-bits of input (called as symbol), as it is not for 

convolutional code which Convolutional Code works based on the input bit. RS 

code works based on the m-bits of input (called as symbol). Even all bits 

(consecutive bits) in m-bits symbol are in error, it is considered as one symbol 

in error. If only one symbol in error out of n RS-coded symbols, k message 

(original information) symbols can be recovered from n RS-coded symbols with 

high probability. Contrarily, if a number of consecutive bits in convolutional 

coded bits happen, it is affecting the error in recovering the original (information) 

bits of that convolutional code depending on its code rate. Following the pattern 

established in the previous chapter three channel models are investigated: an 

AWGN channel, and the AWGN channel in series with (i) a Rayleigh fading 

channel, and (ii) a Rician fading channel. For simplicity (i) and (ii) will simply be 
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referred to as Rayleigh and Rician fading, respectively. Simulation analysis was 

carried out, and the results will be detailed in the sections which follow. 

RS codes have been selected for the following reasons. In the previous chapter, 

it became apparent that for Rayleigh and small K-factors of Rician fading that 

the joint RLNC-convolutional scheme (with interleaving) did not perform 

particularly well for high convolutional coding rates (e.g. coding rates of 1/2). 

Decreasing the coding rate will increase the error correction capabilities of the 

convolutional code at the expense of the overheads in the transmitted packets. 

However there are some situations for which this is not a practical approach; 

e.g., in a wireless sensor network with constrained power supply/consumption 

and memory, this will result in an increased redundancy. Hence it was the 

motivation for examining another class of FEC. RS(n,k) codes manage 

detection and error correction differently from convolutional codes. In a 

convolutional code, all bits are parity bits, the original data bits in coded blocks 

are not explicitly stated; by contrast, in RS codes  parity symbols are 

produced out of  RS symbols. The  symbols of the RS codeword containing 

-symbols are themselves are unchanged; i.e. it is same as the original symbols 

being encoded.  

5-2 REED SOLOMON CODES 

Reed Solomon codes, usually denoted by RS(n,k), are linear non-binary cyclical 

block codes which encode groups of bits at a time, a ‘group of bits’ being a 

symbol. Cyclical code implies that a cyclical shift in any RS(n,k) codeword will 

result in another valid RS(n,k) codeword. In the RS(n,k) nomenclature, n is the 

number of symbols in a codeword which is the output of the RS-encoder; and k 
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is the number of original data symbols being encoded. Since RS(n,k) is non-

binary code, RS-encoding and RS-decoding process m-bit symbols, i.e. each 

symbol of the RS(n,k) code is formed by a m-ary sequence, in which m is a 

positive integer greater than 2. RS (n, k) codes exist on m-bit symbols for all n 

and k for which the parameters of n, k and m should satisfy the following 

conditions [85], 

0 2 2 (5.1)

Furthermore, most RS codes satisfy the following form, 

, 2 1, 2 1 2 (5.2)

where t is the symbol-error correcting capability of the code, and n – k = 2t is 

the number of parity symbols. As expressed in equation (5.1), the extended RS 

code can be made up with     2  or   2    1, but no further. If n is less 

than 2  –  1, then the code is called a ‘shortened RS code’. At the RS-decoder 

side the original data symbol can be retrieved when any k out of n symbols 

have been received. The  symbols denote the degree of redundancy 

added to the original data, and hence states the capability for recovering lost 

code. Therefore, for  redundancy symbols RS decoder can correct up 

to      /2 errors and correct up to 2  erasures [91]. A schematic diagram 

of RS code is illustrated in Figure 5.1.  

During the encoding processes of a RS(n, k) code, the encoder can produce n 

equations with k unknown variables by using a pre-determined generating 

matrix G. From the theory of linear systems of equations, it can be inferred that 

k out of n equations is sufficient to calculate k unknown variables at the decoder 

side using a same generator matrix G. Mathematically, the encoding to produce 
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a RS(n, k) code  can be stated as      , where  denotes      pre-

determined generator matrix,   is transpose of     , … ,  which denotes  

symbols of original data, and     , … ,  is  symbols of the codeword 

vector. The equation can be written in the form. 
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Figure 5.1 A Reed Solomon Schematic Diagram 

 

Table 5.1 Parameters for RS Encoder and Its Allowable Values 

Symbol Value or Range 

 3 – 16  [integer] 

 3 – 2 – 1  [integer] 

 such that  is even [positive integer] 

t – / 2  

symbol 
(m bits)

codeword (n symbols)

original data (k symbols)
parity

(n – k = 2t symbols)
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Most of references for RS code use notations explaining above. In this chapter, 

RS index is used in addition to the notations of RS parameter above. It is to 

differentiate from the notations that are used in Chapter 3. For example, in 

chapter 3 m denotes the number of bits for a data block, therefore  is used 

to denote the number bits in one RS symbol. Determining different parameters 

for an RS code provides different levels of protection and affects the complexity 

of implementation. Matlab provides RS-coder and RS-decoder functions in its 

communications toolbox, Table 5.1 summarises the parameters for the Matlab 

RS encoder and its allowable values. In the Matlab implementations below, the 

default settings are used for the generator polynomial, unless stated otherwise. 

5-3 A SYSTEM OF JOINT RLNC AND RS(n,k) CODE WITH 

INTERLEAVING 

This section builds on the discussions in Chapters 3 and 4, having substituted 

convolutional codes with Reed Solomon codes. Since Reed Solomon codes act 

on multi-bit symbols, they are particularly good at the dealing with burst errors, 

because although a symbol might have all its bits in error, this counts as only 

one symbol error in terms of the correction capability of the code [92]. The 

immediate goal is to improve the performance of the joint RLNC scheme with 

interleaving (SRNC system). Figure 5.2 shows the proposed system for a 2-hop 

scenario where there are some similarities with Figure 3.3, the main difference 

being the substitution of the RS code for the convolutional code. Figure 5.2 

consists of a transmitter node, a relay node and a receiver node. The number of 

relay nodes can be adjusted accordingly for the cases of multihop transmission 
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other than 2-hop transmission; it is also assumed that each node employs the 

same modulation and demodulation schemes. 

 

Figure 5.2 Block Diagram of Join RLNC and RS code with Interleaver Showing 2-Hop 
Transmission Scenario  

 

5-3-1 SYSTEM DESCRIPTION 

The processes at the transmitter, relay, and receiver nodes are quite similar to 

those explained in Chapter 3; the details described below will only focus on the 

differences. On the transmit side the process for generating the bit stream is as 

previously and the RS encoder is applied after the RLNC module. The RLNC 

blocks are encoded further using the RS channel coding to form the vector 

, … ,  – the network channel coded blocks. RS coding has been 

adopted due to its robustness with respect to the errors of the bursty wireless 

channel, due to the different encoding process, the size of the network channel 

coded blocks is different to that given in Chapter 3. The network channel coded 
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blocks are interleaved using the same interleaving algorithm producing 

, … , . The de-interleaver produces the estimated network-channel coded 

blocks ̂ , … , ̂ . The RS-decoder corrects, within its error correction 

capability, any error occurring during transmission, and other processes, such 

as the demodulation. The error correction capability of the RS-decoder is limited 

by the number parity symbols which are sent. The RS-decoder recovers the 

estimated vector of network coded blocks ̂ , … , ̂ . The network decoder 

can now retrieve the original blocks sent by processing the received network 

coded blocks.  

5-3-2  SYSTEM EVALUATION UNDER ADDITIVE WHITE GAUSSIAN NOISE 

CHANNEL CONDITIONS 

Initially the joint system is evaluated under AWGN conditions only. The AWGN 

channel represents the randomness of the transmission errors.   

5-3-2-1 SIMULATION MODEL AND PARAMETERS 

Simulations were carried out for the joint RLNC and RS code scheme with 

interleaving using 16-QAM module with Gray mapping in the presence of 

additive white Gaussian noise for 2-hop, 4-hop and 6-hop transmission 

scenarios. 

The memoryless data source generates 3 10  independent random bits from 

which the input data bit sequences are obtained. The block size in the 

segments is set to be 8 bits and the size of one segment is to be 10 blocks. The 

network coding coefficient matrix is set to 2 , where  is the segment size. 

Each RLNC output block is appended CRC-ITU 4 bits, the generator polynomial 
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is 1. Since RS code is aimed to protect further the network coded block 

plus CRC code (for instance denoted as b bits), the size of one RS symbol (mrs) 

is kept same as b i.e. 12 bits. Furthermore, the parameters for the RS encoder 

are as the follows: (i) the number of bits (mrs) in one symbol is set to 12 bits; (ii) 

the number of message symbols being encoded (krs) is set to 12 symbols; and 

(iii) and the number of codewords on the output of encoder (nrs) is set to 16 

symbols. Thus it implies the shortened RS code. These parameters of RS code 

are determined based on the consideration of the simulation running time, [93] – 

[94] and the expected optimum results. Some values of mrs, krs, and nrs were 

varied in the simulation; those shown are the best simulation results that have 

been achieved. In addition, the choice of the RS code parameters mrs, krs, and 

nrs determine how effectiveness of the RS code; the longer  is, the 

more effective the code, but the greater the overheads appended onto the 

transmit packets.  

Table 5.2 Simulation Parameters 

Parameter Value 

Total number of bits 3 10  [bits] 

Block size ( ) 8 [bits] 

Segment size ( ) 10 [blocks] 

Dimension of   columns 10;  rows 2 20 

CRC generator polynomial 1 (CRC-ITU 4-bits)  4 

 

RS code 

 bits in one symbol,  12 [bits] 

 message symbols being encoded,  12 [symbols] 

 output symbols of encoder 16 [symbols] 

Interleaver size ( ) 24 bits 

Modulation scheme 16-QAM, with Gray mapping rule 
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A similar square interleaver as System-I (24  24 bits) was implemented to 

make a fair comparison between System-I and System-IV. The interleaved 

network channel coded blocks is modulated using 16-QAM with Gray mapping 

rule. The simulation parameters are summarised in Table 5.2. 

5-3-2-2 SIMULATION RESULTS AND DISCUSSION 

The performance parameters that have been collected during the simulation are 

block error rate, decoding error probability, delivery rate, and bit error rate. All of 

these performance parameters are presented in the following sub-sections. For 

comparison, in addition to the system performance of the joint RLNC and RS 

code with interleaving (labelled as System-IV), the performance of Systems- I, II 

and III are also provided. Recall, System-I is the joint RLNC and convolutional 

code with interleaving, System-II is the SRNC variant and System-III is pure 

RLNC. The corresponding mathematical relationship for each of the 

performance parameters was discussed in detail in Chapter 3. 

5-3-2-3 BLOCK ERROR RATE 

The block error rate performance vs. ⁄  for Systems- I, II, III and IV under 

AWGN conditions are shown in Figures 5.3 – 5.5 for 2-hop, 4-hop and 6-hop 

transmission scenarios. In each figure, the block error rates for even, odd, and 

total blocks are presented in part (a), (b), and (c).  

Looking at the 2-hop results in Figure 5.3(a), the block error rate for even blocks 

of System-IV always outperforms System-II and System-III, whilst System-I with 

1/2 convolutional coding rate has a better performance than System-IV. In 

Figure 5.3 (b), the block error rate for the odd blocks, are similar to the even 
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blocks, System-IV always outperforms Systems- II and III. Comparing the block 

error rates for the odd blocks to System-I with 1/2 convolutional coding rate, 

with ⁄  is less than 7 dB, System-IV outperforms System-I. However, when 

⁄  is greater than 7 dB, which means that the channel condition is better, the 

block error rate for the odd blocks of System-IV is higher than for System-I. In 

summary, from the results of the even and odd blocks, the block error rate of 

the total blocks in Figure 5.3 (c), System-IV always outperforms Systems- II and 

III. This means that System-IV maintains the purpose of the interleaved bits 

being virtually protected for odd blocks, and leaving the even blocks as 

vulnerable blocks whilst achieving a better performance than System-II. This is 

because RS code operates on a block by block basis on the bit sequences. 

Meanwhile when compared to System-I with 1/2 convolutional coding rate, 

System-IV has a lower block error rate at ⁄  less than 6 dB, and a higher 

block error rate in System-IV is achieved when ⁄  is higher than 6 dB. It can 

be understood that System-I has appended convolutional code and System-IV 

has appended RS code. Encoding of the convolutional code is performed as bit 

by bit input producing all parity bits, whilst the RS encoding is performed block 

by block, producing systematic encoded blocks, meaning parity blocks are 

appended after the original data blocks. The RS code performs well under 

burst/high error conditions, while convolutional code performs better with 

random errors [91]. 
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Figure 5.3 Block Error Rate vs Eb/N0 of Systems- I, II, III and IV, under 2-Hop 

Transmission Scenario through AWGN channel for (a) Even Blocks, (b) Odd Blocks, 
and (c) Total Blocks 

 
Figure 5.4 Block Error Rate vs Eb/N0 of Systems-I, II, III and IV, under 4-Hop 

Transmission Scenario through AWGN channel for (a) Even Blocks, (b) Odd Blocks, 
and (c) Total Blocks 

 
Figure 5.5 Block Error Rate vs Eb/N0 of Systems- I, II, III and IV, under 6-Hop 

Transmission Scenario through AWGN channel for (a) Even Blocks, (b) Odd Blocks, 
and (c) Total Blocks 
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As the number of hops increases to 4-hop in Figure 5.4, and to 6-hop (see 

Figure 5.5), similar trends to those in Figure 5.3 can be observed, actually the 

graph shifts to the right compared with the previous set of results, this implies 

that the error increases as the number of hops increases. It can be observed 

that System-IV has higher block error rates compared with System-I, ⁄

6 dB for 2-hop, ⁄ 9.56 dB for 4-hop and ⁄ 11.11 dB for 6-hop. 

5-3-2-4 DECODING ERROR PROBABILITY AND DELIVERY RATE 

Figures 5.6 and 5.7 show the simulation results for the decoding error 

probability, and the delivery rate, respectively, both versus ⁄ , parts (a), (b), 

and (c) in each figure show the 2-hop, 4-hop, 6-hop scenarios.  

 
Figure 5.6 Decoding Error Probability vs Eb/N0 of Systems- I, II, III and IV, under 

Transmission Scenario of (a) 2-Hop, (b) 4-Hop, and (c) 6-Hop, through AWGN Channel 

 

The simulation results for the decoding error probability show similar trends to 

the block error rates, since the decoding error probability and delivery rate are 

implicitly represented in the relationship to the block error rates in Chapter 3. 

Both the simulation results for decoding error probability and delivery rate of 

System-IV always outperform both of Systems- II and III. 
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Comparing System-I and System-IV, the decoding error probability of System-

IV performs better than the decoding error probability of System-I for ⁄  less 

than 5.597 dB for a 2-hop transmission, ⁄  less than 9 dB for a 4-hop 

transmission, and ⁄  less than 10.746 dB for a 6-hop transmission. Similarly, 

the delivery rate of System-IV performs better than the delivery rate of System-I 

for ⁄  less than 5.597 dB for 2-hop transmission, ⁄ less than 9 dB for a 

4-hop transmission, and ⁄  less than 10.746 dB for a 6-hop transmission. 

These decoding error probabilities and delivery rate simulation results match 

the intuition of block error rate simulation results in the previous section. 

 

Figure 5.7 Delivery Rate vs Eb/N0 of Systems- I, II, III and IV, under Transmission 
Scenario of (a) 2-Hop, (b) 4-Hop, and (c) 6-Hop, through AWGN Channel 

 

5-3-2-5 BIT ERROR RATE  

Figure 5.8 shows the simulation results for the bit error rate (BER) vs. ⁄ . 

The results for 2-hop, 4-hop, and 6-hop transmissions are shown in parts (a), 

(b), and (c), respectively. 

The BER performance comparisons demonstrate the similar trends as with the 
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outperforms those of Systems- II and III, since channel coding is not present in 

these systems- II and III. System-IV also outperforms System-I for ⁄  less 

than 5.597 dB for 2-hop transmissions, and ⁄  less than 10.746 dB for 4-hop 

transmission. For other ⁄  values, System-I actually outperforms System-IV. 

This implies that more errors occur for low ⁄ , RS codes as System-IV 

behaves better than System-I. Meanwhile for high ⁄ , convolutional codes 

with a ½ coding rate in System-I, is sufficient to overcome the random errors. 

 

Figure 5.8 BER vs Eb/N0 of Systems- I, II, III and IV, under Transmission Scenario of 
(a) 2-Hop, (b) 4-Hop, and (c) 6-Hop, through AWGN Channel 
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compared. The energy to bit noise ratio ⁄  was varied from 1 dB to 30 dB in 

steps of 1 dB. The comparison is made between System-IV, and Systems- I, II 

and III, or all three where necessary. The comparisons between Systems- I, II 

and III which have been made in the previous chapters are not repeated here. 

5-3-3-1 SIMULATION RESULTS AND DISCUSSION 

The simulation results are presented in the following three sub-sections and 

graphical comparisons are made and discussed. 

5-3-3-2 BLOCK ERROR RATE 

Figures 5.9, 5.10, and 5.11 present the simulation results for the block error rate 

versus ⁄  for 2-hop, 4-hop, and 6-hop transmissions, respectively, with the 

Rayleigh fading channel. Looking at the 2-hop transmission block error rate 

results for the even, odd, and total blocks of System-IV outperform the other 

three systems. As expected the RS code performs well in the burst error 

environment represented by the Rayleigh fading – which undergoes deep 

fading for low ⁄  values. Increasing the number of hops in the Rayleigh 

fading channel, System-IV outperforms the other three systems for all Eb/N0 

values. This supports the view that System-IV is more robust than the other 

systems under Rayleigh fading conditions due to the RS channel coding. 
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Figure 5.9 Block Error Rate vs Eb/N0 of Systems- I, II, III and IV, under 2-Hop 

Transmission Scenario through Rayleigh Fading Channel in Series with AWGN 
Channel for (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks   

 
Figure 5.10 Block Error Rate vs Eb/N0 of Systems- I, II, III and IV, under 4-Hop 
Transmission Scenario through Rayleigh Fading Channel in Series with AWGN 

Channel for (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks 

 
Figure 5.11 Block Error Rate vs Eb/N0 of Systems- I, II, III and IV, under 6-Hop 
Transmission Scenario through Rayleigh Fading Channel in Series with AWGN 

Channel for (a) Even Blocks, (b) Odd Blocks, and (c) Total Blocks 
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Comparing the block error rates for even and odd blocks, as the even blocks 

perform as vulnerable blocks in Systems- I, II and IV, the block error rate for 

even blocks is higher than those of the odd blocks. The odd blocks perform as 

virtually protected due to the interleaving processes in Systems- I, II and IV. For 

System-III, the block error rates for even and odd blocks show the similar 

performances, because there is no interleaving process in System-III. All bits in 

the even and odd blocks experience a similar bit rate. System-IV has the best 

performance compared other three systems as mentioned for all the 

transmission scenarios. 

5-3-3-3 DECODING ERROR PROBABILITY AND DELIVERY RATE 

The simulation results for decoding error probability and delivery rate vs. ⁄  

are shown in Figures 5.12 and 5.13, respectively. The results for 2-hop, 4-hop, 

and 6-hop transmissions are given in parts (a), (b), and (c) for each figure.  

The simulation results for both the decoding error probability and delivery rates 

show similar trends to those of the block error rates. It can be seen from Figure 

5.12, that the decoding error probability of System-IV is lower than the other 

reference systems for all the multihop cases. The results in Figure 5.13 shows 

that System-IV has a higher performance than the other three systems. 

Decoding error probability and delivery rate simulation results show that the 

performances of System-IV are much higher than the other three systems. The 

proposed system using the RS performs well under the Rayleigh fading 

environment, as expected. 
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Figure 5.12 Decoding Error Probability vs Eb/N0 of Systems- I, II, III and IV, under 
Transmission Scenario of (a) 2-Hop, (b) 4-Hop, and (c) 6-Hop, through Rayleigh 

Fading Channel in Series with AWGN Channel 

 

Figure 5.13 Delivery Rate vs Eb/N0 of Systems- I, II, III and IV, under Transmission 
Scenario of (a) 2-Hop, (b) 4-Hop, and (c) 6-Hop, through Rayleigh Fading Channel in 

Series with AWGN Channel 

 

5-3-3-4 BIT ERROR RATE 

Figure 5.14 (a), (b), and (c) shows the simulation results for the bit error rate 

(BER) under Rayleigh fading conditions for 2-hop, 4-hop, and 6-hop 

transmissions, respectively. As with the other cases, System-IV shows the best 

performance among the reference systems. 
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Figure 5.14 BER vs Eb/N0 of Systems-I, II, III and IV, under Transmission Scenario of 
(a) 2-Hop, (b) 4-Hop, and (c) 6-Hop, through Rayleigh Fading Channel in Series with 

AWGN Channel 

 

For the 2-hop transmission case, the performance gap between System-IV and 

Systems- I, II and III is greater than that between Systems-I and II or Systems- I 

and III. Overall, System-IV has a lower BER than the other three systems. As 

the number of hops is increased, the BER gap between System-IV and 

Systems- I, II or III becomes narrow due to greater error. However, as expected 

that System-IV shows the best performance among four systems. 

5-3-4 SYSTEM EVALUATION UNDER RICIAN FADING CHANNEL 

In this section the proposed system is evaluated under Rician fading conditions, 

using the same simulation parameters used for the AWGN channel case in sub-

section 5.3.2. The Rician channel model is set up with a sampling rate of 0.1 

ms, a maximum Doppler shift of 10 Hz, and -factors of 0, 5 and 10. The 

energy bit to noise ratio ⁄  was varied from 1 dB to 30 dB in steps of 1 dB. 

The performance parameters are compared for each -factor vs. ⁄ . 

0.000001

0.00001

0.0001

0.001

0.01

0.1

1

0 5 10 15 20 25 30

B
E

R

Eb/N0 [dB]

0.000001

0.00001

0.0001

0.001

0.01

0.1

1

0 5 10 15 20 25 30

B
E

R

Eb/N0 [dB]

0.000001

0.00001

0.0001

0.001

0.01

0.1

1

0 5 10 15 20 25 30

B
E

R

Eb/N0 [dB]

(a) (b) (c)
System I with Coding Rate 1/2 System II System III System IV



Joint Random Linear Network Coding and Forward Error Correction Code with Interleaving  
for Multihop Networks Using Reed Solomon Code 

153 
 

5-3-4-1 SIMULATION RESULTS AND DISCUSSION 

The simulation results are arranged as in the previous two sections. Since the 

performance of the other three reference systems was presented at length in 

Chapter 4, only the results for System-IV are given in detail here. The 

mathematical framework for the various performance parameters was 

discussed in Chapter 3. Evaluations were made for 2-hop, 4-hop and 6-hop 

transmissions. 

5-3-4-2 BLOCK ERROR RATE 

Figures 5.15 – 5.17 show the simulation results for the block error rates under 

Rician fading conditions for 2-hop, 4-hop, and 6-hop transmissions, 

respectively; in each figure, figure (a), (b), and (c) give the even, odd, and total 

block error rates. 

In general, as the number of hops increases, then the block error rate 

increases, due to the accumulation of errors at the receiver. Also, as the Rician 

-factor is increased, the block error rates for all of the even, odd and total 

blocks decrease, since large values of the -factor correspond to a dominant 

line of sight component, and hence the error probability in the received signal is 

reduced. When the -factor is zero, there is no line of sight component, and the 

Rician fading is as for the Rayleigh fading. 

For the even and odd blocks, the block error rate for the odd blocks is lower 

than the block error rate for even blocks. This is due to the interleaving process 

operating in System-IV, the even blocks become vulnerable blocks, and the odd 

blocks are virtually protected. 



Joint Random Linear Network Coding and Forward Error Correction Code with Interleaving  
for Multihop Networks Using Reed Solomon Code 

154 
 

 
Figure 5.15 Block Error Rate vs Eb/N0 of System-IV, under 2-Hop Transmission 

Scenario through Rician Fading Channel in Series with AWGN Channel for (a) Even 
Blocks, (b) Odd Blocks, and (c) Total Blocks 

Figure 5.16 Block Error Rate vs Eb/N0 of System-IV, under 4-Hop Transmission 
Scenario through Rician Fading Channel in Series with AWGN Channel for (a) Even 

Blocks, (b) Odd Blocks, and (c) Total Blocks 

 
Figure 5.17 Blocks Block Error Rate vs Eb/N0 of System-IV, under 6-Hop Transmission 
Scenario through Rician Fading Channel in Series with AWGN Channel for (a) Even 

Blocks, (b) Odd Blocks, and (c) Total Blocks 
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System-IV always outperforms Systems- II and III, however the comparison with 

System-I is less straightforward. When the -factor is zero, System-IV 

outperforms System-I, and for -factors of 5 and 10, there exists a critical value 

of ⁄ , below which System-IV continues to outperform System-I, and above 

which the position reverses. This is fully consistent with the Rayleigh fading 

evaluation; when the -factor is zero then the burst channel errors increase, 

whilst for -factors of 5 and 10 the line-of-sight component will tend to reduce 

the burst errors. The trend is similar to that for the AWGN channel model. 

5-3-4-3 DECODING ERROR PROBABILITY AND DELIVERY RATE 

Figures 5.18 and 5.19 show the simulation results for the decoding error 

probability and delivery rate for System-IV under Rician fading condition, 

respectively; in each figure, parts (a), (b), and (c) give the results for 2-hop, 4-

hop, and 6-hop transmissions. In general, the decoding error probability 

decreases as Rician -factor increases, and the delivery rate increases as 

Rician -factor increases. Furthermore, as the number of hops increases, the 

decoding error probability also increases, whilst the delivery rate decreases. 

These results confirm the block error rate results in the previous section, i.e. the 

significance of the line-of-sight component, and the accumulation of errors at 

the receiver as the numbers of hops is increased.  

System-IV outperforms Systems- II and III for all values of ⁄  and all values 

of the -factor. When System-IV is compared against System-I with a 

convolutional coding rate of ½, and zero -factor, System-IV maintains its 

performance advantage. However, for -factors of 5 and 10, there exists a 

critical value of ⁄ , below which System-IV continues to outperform System-
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I, and above which the position reverses. This may also be seen as 

confirmation of the block error results, and is fully consistent with the Rayleigh 

channel (i.e. a zero -factor), and the AWGN channel ( -factors of 5 and 10). 

 
Figure 5.18 Decoding Error Probability vs Eb/N0 of System-IV, under Transmission 
Scenario of (a) 2-Hop, (b) 4-Hop, and (c) 6-Hop, through Rician Fading Channel in 

Series with AWGN Channel  

 
Figure 5.19 Delivery Rate vs Eb/N0 of System-IV, under Transmission Scenario of (a) 2-

Hop, (b) 4-Hop, and (c) 6-Hop, through Rician Fading Channel in Series with AWGN 
Channel  

 

5-3-4-4 BIT ERROR RATE  

 Figure 5.20 (a), (b), and (c) shows the simulation results for bit error rate (BER) 

of System-IV under Rician fading conditions for 2-hop, 4-hop, and 6-hop 
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transmissions, respectively. A general trend may be observed here, as the 

Rician -factor increases, the BER of System-IV decreases, and the number of 

hops increases, the BER of System-IV also increases. 

 
Figure 5.20 BER vs Eb/N0 of System-IV, under Transmission Scenario of (a) 2-Hop, (b) 
4-Hop, and (c) 6-Hop, through Rician Fading Channel in Series with AWGN Channel  

 

The System-IV BER outperforms Systems- II and III for all values of ⁄  and 

all values of the -factor. When System-IV is compared against System-I with a 

convolutional coding rate of 1/2, and zero -factor, System-IV continues to 

outperform System-I. However, for -factors of 5 and 10, there exists a critical 

value of ⁄ , below which System-IV has a lower BER than System-I, and 

above which the position reverses These results are consistent with the results 

of the block error rates, decoding error probability, and delivery rates discussed 

above. 
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5-4 OVERHEAD ANALYSIS FOR REED SOLOMON CODE AND 

ITS COMPARISON TO CONVOLUTIONAL CODE 

Basically, the calculation of the overhead for RS code has the same principle as 

calculating the overhead for convolutional code in Chapter 3. The overhead for 

RS code can be calculated as the following. 

 ,  

In percentage, it can be written as: 

   100%   (5.4) 

Table 5.3 shows the overhead analysis for System-IV using RS code parameter 

as in indicated in Table 5.2. It is also shown the overhead for the convolutional 

code shown in Chapter 3. 

Table 5.3 The Overhead Comparison between RS code in this Chapter and 
Convolutional Codes in the Previous Chapters 

FEC code Overhead (%) 

RS code 25% 

Convolutional 

Code 

1/2 50% 

1/3 66.67% 

1/4 75% 

1/6 83.33% 

1/8 87.5% 
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Table 5.3 indicates that RS code offers lower overhead than convolutional code. 

However, the simulation results shown that System-IV does not always 

outperform System-I. System-IV works well in the burst error environment as 

indicated in the simulation results for Rayleigh channel condition and for the low 

/  region for AWGN channel condition or high K- factor of Rician fading 

channel. Hence, a trade-off needs to be taken into account considering the 

overhead and performance offered for each of different FEC code between RS 

and convolutional code.   

5-5 SUMMARY 

This chapter has detailed a joint RLNC and RS code scheme, with interleaving, 

as a possible extension of the approach established in Chapter 3 and 4. Reed-

Solomon (RS) codes offer robust channel coding against burst errors in the 

deep fading region. RS encoding and decoding are performed on a block by 

block basis. The proposed system has been evaluated with respect to three 

channel models, viz the AWGN channel, and with Rayleigh/Rician fading 

channels respectively, in series with the AWGN channel. Evaluations for block 

error rates, decoding error probability, delivery rate and bit error rate were made 

for each channel model. The proposed system performances have been 

compared against that of the previous chapter, and two further reference 

systems: System-IV, with Systems- I, II and III. 
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System Features 

IV Combined RLNC with RS coding and interleaving (Chapter 5) 

I Combined RLNC with convolutional coding and interleaving 

(Chapters 3 and 4); the comparisons in this Chapter have assumed a 

convolutional coding rate of 1/2  

II SRNC system  

III Pure RLNC system. 

The results in the AWGN channel show that System-IV always outperforms 

Systems- II and III. When compared against System-I with a 1/2 convolutional 

coding rate, System-IV outperforms System-I for ⁄  lower than 6 dB for 2-

hop transmissions, ⁄  lower than 9.5 dB for 4-hop transmissions, and ⁄  

lower than 11 dB for 6-hop transmissions, for block error rate, decoding error 

probability, delivery rate, and bit error rates. Furthermore, the Rayleigh fading 

channel shows very respectable results in which System-IV always outperforms 

other three systems. The evaluation for the Rician channel shows that when the 

-factor is zero, System-IV performs well, and outperforms the other three 

cases. When the -factor is increased from 5 to 10, the comparison is as for the 

AWGN channel, this is consistent, since large -factors imply a dominant line-

of-sight component, and a reduced burst error probability. 

In conclusion, these results imply that the proposed inclusion of Reed-Solomon 

codes over convolutional codes in the combined interleaved RLNC scheme is 

sufficient to overcome the burst channel errors in the Rayleigh scattering 
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environment. Considering overhead and performance offered by System-IV, a 

trade-off needs to be taken into account. 
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CHAPTER 6:   

CONCLUSIONS AND RECOMMENDATIONS FOR FURTHER WORK 

6-1 CONCLUSIONS AND DISCUSSION 

6-1-1 PREAMBLE 

The principal theme of this thesis has been the theory and practice of network 

coding, where fundamental definitions and classifications of network coding 

schemes have been reviewed at length in Chapter 2, along with full derivations 

of wireless performance parameters in Chapter 3.  

The network coding concept is motivated by the need for performance 

improvements in multihop wireless networks. Although most previous research 

in network coding concentrated on improving the bandwidth utilisation efficiency 

in multihop multicast networks where network coding is performed in 

intermediate nodes, this thesis investigated the benefits of joint network coding 

and channel coding in multihop unicast wireless networks, where the source 

node performed network coding on bit stream blocks to eliminate the need for 

intermediate nodes to perform network coding functions and the processing 

delay incurred as a result of network coding.  

The implementation of two variants of a combined system approach based on 

random linear network coding (RLNC) with forward error correction (FEC) and 

interleaving has been investigated in depth in Chapters 3, 4 and 5, where 

convolutional and Reed-Solomon channel coding were used for the two 

variants. The interleaving block was introduced building upon the findings from 
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a research on SRNC that bit error pattern across the modulation symbols 

across the modulation symbols could be exploited when 16-QAM (and higher 

order implementations) modulation schemes with Gray mapping were deployed 

by dividing the bit streams into protected blocks and vulnerable blocks, where 

the protected block is formed from symbols with lower error rates and the 

vulnerable block is formed from symbols with higher error rates. 

Simulations have been carried out in Matlab to study the effect of joint RLNC 

with Convolutional Code (CC) and Reed Solomon Code respectively. Their 

performances were compared with those obtained from SRNC and RLNC. The 

following sections summarized the findings of the simulation.  

6-1-2 JOINT RLNC WITH CONVOLUTIONAL CODING 

Simulation was carried out for three systems: 

System Description/properties 

System-I Combined RLNC/interleaving/CC 

System-II Scattered RLNC 

System-III RLNC 

Systems-II and III acted as benchmark references. Coding rates of 1/2, 1/3, 1/4,  

1/6 and 1/8 were applied to System-I. The system testing was carried out over 

three possible channel environments: (i) a simple noisy channel, represented by 

additive white Gaussian noise, (ii) a Rayleigh fading channel in series with the 

AWGN channel, and (iii) a Rician fading channel in series with the AWGN 

channel. Simulation results were presented in terms of variations in (i) the block 
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error rate, (ii) decoding error probability, (iii) delivery rate and (iv) the bit error 

rate against the energy bit to noise ratio ⁄ , for -hop transmissions, where 

2,4,6 . Under pure AWGN channel conditions, the results for all the 

performance parameters under all transmission scenarios showed that System-I 

with convolutional coding rate of 1/2 outperformed both Systems- II and III with 

significant margin in the network coding gain. For example, for a block error rate 

of 0.1, System-I with convolutional coding rate 1/2 achieved average network 

coding gains of 3.538 dB and 4.154 dB when compared to Systems- II and III 

for 2-hop transmissions. Generally, decreasing CC rates contributed to higher 

coding gains. Moderate coding gains were obtained by decreasing the CC rate 

from 1/2 to 1/3, when repeated from 1/4 to 1/6 and 1/6 to 1/8, the gains were 

barely significant. Hence, under pure AWGN conditions, it is sufficient to use a 

CC rate of 1/2 to obtain the required performance advantage over Systems- II 

and III. Furthermore, a CC rate of 1/2 offers the best compromise for improving 

the performance of System-II as it offers a lower redundancy over the 

alternatives. 

Similar evaluations were conducted for the fading channel environment, using 

the same reference systems and performance metrics. For both channel 

models System-III delivers the worst performance; when compared against 

System-II, System-I does not always perform best, which is a function of the 

robustness of the CC. For 2-hop transmissions, it can be shown that using a CC 

rate of 1/2 in System-I is not sufficient to combat the errors which occur during 

transmission. Decreasing the CC rate to 1/3 in System-I lowers its performance 

relative to System-II as further errors are accumulated due to the increasing 

number of hops and fading occurrences. Further improvement in System-I 

performance over System-II can be obtained by decreasing the CC rate, 
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however this is at the expense of adding more redundant bits to the transmitted 

data. 

6-1-3 JOINT RLNC AND REED-SOLOMON CODING 

The performance of System-I with high CC rates, e.g. 1/2, under Rayleigh or 

low Rician K-factor channel fading conditions offers no improvement over 

System-II. Rayleigh fading channel is a realistic channel model for mobile 

terrestrial wireless network which Rayleigh fading represents there is no Line-

of-Sight component of transmitted signals which is common situation in 

terrestrial wireless network. Rayleigh fading is also known as a channel model 

which is suitable to mobile radio environment [88]. RS code is more robust to 

bursty errors due to RS code works on the symbol (group of bits) basis. When 

some consecutive bits in a symbol are in error, one symbol only is affected as 

symbol error. It is not the case for the coding for bit based coding. One single bit 

is in error, it will affect retrieving the original bits. It was therefore necessary to 

find an alternative forward error correction code which could overcome this 

shortcoming. Reed-Solomon codes were chosen due to their effectiveness in 

handling burst errors in channel coding. The full implementation of RS codes to 

the joint scheme was designated as System-IV, and subject to the same test 

and evaluation conditions as for System-I. System-IV comparisons were made 

against System-I with a CC rate of 1/2, and Systems- II and III. Under pure 

AWGN channel conditions, System-IV outperforms Systems- II and III. For 

System-I (with CC rate 1/2), System-IV continues to perform best for ⁄  

values below 6 dB, 9.5 dB and 11 dB for 2-hop, 4-hop and 6-hop transmissions, 

respectively. Under Rayleigh fading conditions System-IV continues to offer the 

best performance over the other three, which as expected carries over into 
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Rician fading with a zero K-factor. When the K-factor is increased from 5 to 10, 

the comparison is as for the AWGN channel, this is consistent since large K-

factors imply a dominant line-of-sight component, and a reduced burst error 

probability. 

6-1-4 CLOSING REMARKS 

Network coding can improve the bandwidth utilisation efficiency and can 

improve the throughput of the network. Combining network coding with channel 

coding can further improve the performance. The use of convolutional code in 

System-I with a suitably high coding rate is sufficient to combat the random 

errors from the pure AWGN channel. As the proportion of burst errors increases 

with multihop transmission and deep fading a more robust forward error 

correction is required. This may be achieved by decreasing the CC rate in 

System-I, but this is at the expense of increasing redundancy in the transmitted 

bit stream. An alternative approach would be to replace the convolutional code 

with Reed-Solomon code (System-IV), resulting in a more robust performance 

in handling the occurrence of burst errors. The final choice of which FEC to use 

in the RLNC/interleaving/FEC scheme is specific to the application and 

propagation environment in which it operates. Overall, the aim and all objectives 

stated in Chapter 1 have been achieved. 

6.2 RECOMMENDATIONS FOR FURTHER WORK 

Network coding can be applied to a vast number of network scenarios. Apart 

from the study carried out in this thesis, the following sections highlight possible 

future works.    
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6-2-1 NETWORK CODING WITH TCP 

The application of network coding considered in this thesis was applied at the 

applications and without considering feedback channel for retransmission. 

Instead, a redundant coded packet automatically sent to the receiver has been 

assumed to recover any packet loss or packet containing errors.  Future work 

should consider applying network coding with acknowledgement based flow 

control mechanisms that constitutes a central part of today’s internet protocols 

such as the TCP. The compatibility of network coding with the TCP’s 

retransmission and sliding window mechanisms need to be investigated 

thoroughly in order to take full advantage of the optimal network capacity that 

network coding can bring and the reliability and congestion control benefits that 

TCP offers.   

6-2-2  DEVELOPMENT OF MULTI-NODE SCENARIOS FOR SOURCE, RELAY 

AND DESTINATION NODES 

The principal results obtained in this body of work could be extended to network 

configurations involving multiple source, relay and destination nodes. It may be 

envisaged that the network coding functionality could be implemented within the 

intermediate relay nodes; multipath transmissions from different sources may 

increase the likelihood for the intermediate nodes to perform the network 

coding. Furthermore, this extension to the network coding concept allows a 

greater degree of freedom to design around unicast and multicast applications, 

and benefit from multipath diversity in the scattering environment. 
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6-2-3  DEVELOPMENT OF COGNITIVE CAPABILITIES IN NODES  

Throughout this thesis it has been assumed that each node utilises the same 

modulation and demodulation scheme. The possibilities offered by cognitive 

radio capabilities for every networked node should be considered. In a software 

defined cognitive radio network, a communications node has the capability to 

adapt to its environment, and thus make corresponding changes to its wireless 

parameters [75]. Through exploring cognitive radio options, an adaptive 

modulation and coding and an adaptive interleaving algorithms may be 

constructed, along with dynamic network coding optimization tasks. 

6-2-4  PROTOCOL DEVELOPMENT CONSIDERING UNEQUAL-SIZE 

PACKETS AND DIFFERENT PACKET ERROR PROTECTION 

REQUIREMENTS 

Throughout this thesis, it was assumed that the blocks/packets to be combined 

by RLNC function come from the blocks/packets with equal length size. In real 

network, it is common that the traffics could be coming from different 

applications with different size of data or packets. Those packets of unequal 

length size could be intended to be sent to the same destinations. In this 

situation, the nodes which perform RLNC functions are expected to be able to 

adapt the applications of unequal-size packets. In addition, different applications 

have different Quality of Service (QoS) requirement. Considering the conditions 

of unequal-size packets and different error protection requirements, a novel 

protocol of joint RLNC and FEC code to meet such conditions can be explored. 
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6-2-5  MULTI-HOMING WITH NETWORK CODING 

Multi-homing provides a mobile terminal with the ability to be connected to 

heterogeneous mobile access networks simultaneously. To optimise the 

resource allocation problem in such a networking scenario, future work can 

investigate the effect of combining network coding with multi-homing in order to 

take advantage of the ability to exploit multipath network topologies with the 

potential of relieving congested network and to minimize packet loss through 

network coding. Other challenging issues in considering multi-homing with 

network coding is handover as a result of node mobility. Under such 

circumstances, there is a need to refresh network coding parameters. However, 

how this can be done and how coded packet blocks could be handed over from 

one network to another in a seamless manner are subjects of further 

investigation. 
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APPENDIX 
 

APPENDIX A:  GALOIS FIELD AND ITS USE TO NON-BINARY 

CODES 

This appendix provides an introduction to the theory of Galois Fields ; so 

named in honour to Évariste Galois, a French mathematician, and how it is 

used in nonbinary codes viz. RLNC and RS codes. Galois fields are also called 

as finite fields which refer to fields (numbers) which have a finite number of 

elements. From this point onwards, the terms of , finite field or just field are 

interchangeable in this appendix. The understanding of the  theory is 

required for the nonbinary codes such as RLNC and Reed-Solomon ( ) codes 

in this thesis. The materials of Galois field presented in this appendix are based 

on [A.1] – [A.2].   

Galois field is denoted as ) where  is any prime number such that for each 

 there exists a finite field that contains  elements. It is also possible to extend 

 to a field of pm elements, called an extension field of , and denoted 

by , where m is a nonzero positive integer; 1. Note that  

contains as a subset the elements of . There exist no finite field with  

elements if  is not a prime power. For whole this thesis, an extension field of 

 is used, more specific of the form 2 . Symbols (blocks of m-bits) 

from the extension field 2  are used in the symbol construction of RLNC 

and RS codes. The binary field 2  is a subfield of the extension field 

2 .  

Now, if an 2  (with 1) is used, it is clear by definition that the number 

of elements or cardinality of 2  is q elements where q=2m, q is also 

referred as the order of 2  and size of 2 .  
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A-1 REPRESENTATIONS OF GALOIS FIELD ELEMENT 

The elements of Galois field can be represented by using a primitive element, 

usually denoted as , and take the values: 

 0, , , , … ,   (a.1) 

to form a set of 2m elements, where N=2m –  1. Then the field is known as 

2 . 

The value of  is usually chosen to be 2, although other values can be used. 

Having chosen , higher powers can then be obtained by multiplying by  at 

each step. However, it should be noted that the rules of multiplication in a 

Galois field are not same as those that it might be normally expected as for 

normal decimal calculation. It will be explained in Section A-5. 

Another way to represent each 2  element is by using a polynomial 

expression of the form: 

   (a.2) 

where the coefficients  to  take the values 0 or 1. Thus it can be 

described a field element using the binary number …  and the 2m field 

elements correspond to the 2m combinations of the m-bit number. 

For example, in the Galois field with 16 elements (known as 16 , so that 

m=4), the polynomial representation is  

  (a.3) 

with  corresponding to the binary numbers 0000 to 1111. Alternatively, 

it can be referred to the 16  elements by the decimal equivalents 0 to 15 as 

a short-hand version of the binary numbers.  

All arithmetic operations performed in an  always result in another field 

element within that  . Note that it differs with normal integer arithmetic 

operations. In the following sections it is discussed the  arithmetic operations 

(addition, subtraction, multiplication, and division) and field generator 

polynomial which is required to understand the arithmetic operations of 

multiplication and division. 
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A-2 GALOIS ADDITION AND SUBTRACTION 

When two field elements are added, the two polynomials are added: 

  

  (a.4) 

where  for 0 1. Since the coefficients can only take the 

values of 0 and 1, then 

  
0               

1               
  (a.5) 

Thus two 2  elements are added by modulo-two addition of the 

coefficients, or in binary form, producing the bit-by-bit exclusive-OR function 

(bitwise XOR) of the two binary numbers. 

For example, in 16  field elements   can be added to  to 

produce 1. As the binary number, it can be calculated as: 

 1010 + 1101 = 0111 

or as decimals: 

 10 + 13 = 7 

Subtraction of two  elements turns out to be exactly the same as addition 

because although the coefficients produced the coefficients produced by 

subtracting the polynomials take the form: 

  for 0 1 (a.6) 

the resulting values for  are the same as in (a.5), because addition and 

subtraction bitwise XOR are same calculation operation. So, in this case, the 

more familiar result for the example above is got: 

 10 – 13 = 7 

It is useful to realise that a field element can be added or subtracted with 

exactly the same effect, so minus signs can be replaced by plus signs in field 

element arithmetic. 

A-3 THE FIELD GENERATOR POLYNOMIAL 

An important part of the definition of a finite field, and therefore of non-binary 

codes (RLNC and RS codes), is the field generator polynomial or primitive 
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polynomial, . The primitive polynomial is a polynomial of degree m which is 

irreducible that is a polynomial with no factors. It forms part of the process of 

multiplying two field elements together. For an  of a particular size, there is 

sometimes a choice of suitable polynomials. Using a different field generator 

polynomial from that specified will produce incorrect results. 

For 16 , the polynomial 

 1 (a.7) 

is irreducible and therefore will be used in the following sections. An alternative 

which could have been used for 16  is 

  1 (a.8) 

The following condition is necessary and sufficient to guarantee that a 

polynomial is primitive. An irreducible polynomial  of degree m is said to be 

primitive if the smallest positive integer n for which  divides 1 is n=2m-1. 

Note that the statement A divides B means that A divided into B yields a 

nonzero quotient and a zero remainder. It can be verified that the polynomial 

 in (a.7) divides 1 (i.e. 1 for n=15), but it does not divide 1 

for any other n in the range of 1 15. Therefore,  in (a.7) is a primitive 

polynomial. Table A.1 lists some primitive polynomials of  with p = 2 for 

various values of m. Those primitive polynomials in Table A.1 for 1 16 

also are used as default values in MATLAB when 2  is considered. 

Table A.1 Some Primitive Polynomials for Various Values of m  

m Primitive 
Polynomial 

Integer 
Representation  

m Primitive Polynomial Integer 
Representation

1 1 3 13 1 8219
2 1 7 14 1 17475
3 1 11 15 1 32771
4 1 19 16 1 69643
5 1 37 17 1 131081
6 1 67 18 1 262273
7 1 137 19 1 524327
8 1 285 20 1 1048585
9 1 529 21 1 2097157
10 1 1033 22 1 4194307
11 1 2053 23 1 8388641
12 1 4179 24 1 16777351
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A-4 CONSTRUCTING THE GALOIS FIELD 

All the non-zero elements of the Galois field can be constructed by using the 

fact that the primitive element  is a root of the field generator polynomial, so 

that 

 0 (a.9) 

Thus, for 16  with the field generator polynomial shown in (a.7), it can be 

written: 

 1 0 (a.10) 

or  

 1 (remembering that + and - are the same in an ). 

Multiplying by  at each stage, using 1 to substitute for and adding the 

resulting terms can be used to obtain the complete field as shown in Table A.1. 

The table shows the field element values in both index and polynomial forms 

along with the binary and decimal short-hand versions of the polynomial 

representation. If the process shown in Table A.2 is continued beyond , it is 

found that , , … so that the sequence repeats with all the 

values remaining valid field elements. 

Table A.2 The field elements for   with   

index form polynomial form binary form decimal form 
0 0 0000 0 

 1 0001 1 
  0010 2 
  0100 4 
  1000 8 
 1 0011 3 
  0110 6 
  1100 12 
 1 1011 11 
 1 0101 5 
  1010 10 
 1 0111 7 
  1110 14 
 1 1111 15 
 1 1101 13 
 1 1001 9 
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A-5 GALOIS FIELD MULTIPLICATION AND DIVISION 

Straightforward multiplication of two polynomials of degree m1 results in a 

polynomial of degree 2m2, which is therefore not a valid element of 2 . 

Thus multiplication in a Galois field is defined as the product modulo the field 

generator polynomial, . The product modulo  is obtained by dividing the 

product polynomial by  and taking the remainder, which ensures that the 

result is always of degree m1 or less and therefore a valid field element. 

For example, if the values 10 and 13 from 16  are multiplied and it can be 

represented by their polynomial expressions, it can be got: 

 1  

   (a.11) 

To complete the multiplication, the result of (a.11) has to be divided by 

1. 

Division of one polynomial by another is similar to conventional long division. 

Thus it consists of multiplying the divisor by a value to make it the same degree 

as the dividend and then subtracting (which for field elements is the same as 

adding). This is repeated using the remainder at each stage until the terms of 

the dividend are exhausted. The quotient is then the series of values used to 

multiply the divisor at each stage plus any remainder left at the final stage. 

For an example, it can be calculated such that it can be got that the quotient is 

1 and the remainder, which is the product of 10 and 13 that it were 

originally seek, is 1 (binary 1011 or decimal 11). So it can be written 

 10 13 11. 
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A-6 THE RECONSTRUCTION OF RLNC CODE 

Having introduced the concept of Galois field, especially of 2  form, now 

this section discusses how 2  (note that a notation of 2  is used in the 

main chapters) is used to generate RLNC codes.  

Recall that the expression to generate an jth linearly random coded packet (or a 

block consists of a number of sequenced bits) as follow:  

 .    

 = . . .  (a.12) 

where p1,p2,.., pn are blocks of m bits and cj1,cj2, …, cjn are set of random 

encoding coefficients from 2 . To generate n or more coded blocks, it can 

be written as the following. 
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 .   (a.13) 

In RLNC, a coded packet together with its set of encoding coefficients is sent by 

the sender to the receiver. In order to retrieve n original blocks, the decoder at 

the receiver need to have n coded blocks which have different set of 

coefficients.  Since coded block cpj is a linear combination containing n original 

packets, in order to retrieve the n original packets the decoder need to have at 
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least n coded packets which have the different set of coefficients (i.e. 

independent coefficients). Having n coded blocks and its corresponding 

coefficients, retrieving the n original blocks can be performed by using the 

inverse matrix calculation of coefficients matrix or by other calculation technique 

such as the Gaussian elimination. 

In the implementation (using MATLAB for this thesis), when the order of GF; m is 

decided by determining the size of block being encoded, bearing in mind that 

2  is considered which there are 2  different values. The encoding 

coefficients must be chosen from this 2 . For RLNC, it is chosen randomly 

from the field such that each set of encoding coefficients is different; the rows in 

the matrix C have different values one to another. Then the encoding and 

decoding in RLNC can be performed. Note that all arithmetic operations in 

encoding and decoding process use the arithmetic calculations discussed in the 

previous sections.   
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