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The secondary use of Dementia Care Mapping (DCM) data, if that data were 

held in a data warehouse, could contribute to global efforts in monitoring and 

improving dementia care quality. This qualitative study identifies 

requirements for the secondary use of DCM data within a data warehouse 

using a user-driven approach. The thesis critically analyses various technical 

methodologies and then argues the use and further demonstrates the 

applicability of a modified grounded theory as a user-driven methodology for 

a data warehouse. Interviews were conducted with 29 DCM researchers, 

trainers and practitioners in three phases. 19 interviews were face to face 

with the others on Skype and telephone with an average length of individual 

interview 45-60 minutes. The interview data was systematically analysed 

using open, axial and selective coding techniques and constant comparison 

methods.  
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The study data highlighted benchmarking, mappers’ support and research as 

three perceived potential secondary uses of DCM data within a data 

warehouse. DCM researchers identified concerns regarding the quality and 

security of DCM data for secondary uses, which led to identifying the 

requirements for additional provenance, ethical and contextual data to be 

included in a warehouse alongside DCM data to meet requirements for 

secondary uses of this data for research. The study data was also used to 

extrapolate three main factors such as an individual mapper, the organization 

and an electronic data management that can influence the quality and 

availability of DCM data for secondary uses. The study makes further 

recommendations for designing a future DCM data warehouse. 
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1. Background and Introduction; Setting the Scene 

1.1. Introduction 

The aim of this chapter is to provide a detailed background and introduction 

to various aspects of this multidisciplinary study. The chapter begins with 

briefly introducing the role of information technology in healthcare data 

management. It then describes the concept of dementia and further explains 

Dementia Care Mapping (DCM) as a method for improving the quality of care 

in formal dementia care settings. The chapter then goes on explaining the 

DCM data and defining its primary and secondary uses before highlighting 

the need of a technical solution such as a data warehouse for managing data 

for secondary uses.  

The chapter continues by briefly explaining the previous work, highlighting 

the gaps in the field and identifying the need of further work in terms of 

bringing user views and perceptions for designing a data warehouse for 

DCM. The chapter ends by enlisting the main contributions to the study and 

providing summaries of the remaining chapters of the thesis.  

1.2. Information technology and health-related data management  

Information technology (IT) can provide efficient, integrated and reliable 

methods to collect, maintain and transfer patient health information in a 

secure manner (Hoppszallern 2012; Department of Health 2013a; National 

Information Board 2014). The contributions of IT to the development of 

health-related data and systems include improvements in the quality, 

efficiency and security of data, which in turn support better decision-making 

within healthcare services, research and policy (Detmer 2000; Wisniewski et 
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al. 2003; Department of Health 2013b). Health-related data can be used for 

direct clinical use (primary use), i.e. individual patient care, and for non-direct 

clinical use (secondary use), i.e. research or decision-making purposes 

(Safran et al. 2007; Innovative Medicines Initiatives 2014). This is the reason 

why, globally, serious initiatives have been taken to store health-related data 

in electronic formats in order to make it digitally connected, fluid, 

interoperable and accessible for primary and secondary use purposes 

(Health Care Reform 2010; Health and Social Care Information Centre 

2015a). These purposes involve enhancing the wellbeing of patients through 

the provision of good, cost-effective and informed care (Health Canada 2001; 

European Commission 2004; Neupert 2009; Health Information and Quality 

Authority 2012).  

Information technology’s contribution to managing health-related data 

effectively and innovatively, to facilitate its secondary use, is becoming a 

priority for many governments. Information systems are being introduced in 

the health sector for the following reasons: the integration of diverse data to 

support analysis; the facilitation of electronic data transfer and sharing 

across sectors and organisations; and the improvement of quality, efficiency, 

safety, security and collaboration through research and decision-making 

(Raghupati and Tan 2002; Hoppszallern 2012). The UK government has 

supported initiatives for using IT-based solutions to manage health-related 

data for secondary purposes, such as research (Medical Research Council 

2011). Major UK national programmes include the Research Capability 

Programme (RCP) (National Institute of Health Research 2006) in England, 

Secure Anonymised Information Linkage (SAIL) (Ford et al. 2009; 
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Administrative Data Liaison Service 2012) in Wales and the Scottish Health 

Information System (SHIP 2012). These programmes are responsible for 

building infrastructure, supporting the linkage of National Health Service 

(NHS) health data with non-NHS health data to enable its secondary use for 

research, and improving public safety and healthcare.   

It is also emphasised by the International Medical Informatics Association 

(IMIA) (2012) that using health-related data for secondary uses can provide 

enormous benefits for all types of clinical and health services and for social 

and public-health research. Accumulated and aggregated health data 

provide value for a broad range of research, quality, public health and 

commercial applications, for example Online Analytical Processing (OLAP) 

(Ponniah 2001) and Decision Support Systems (DSS) (Sartipi et al. 2007). 

OLAP and DSS applications use aggregated or summary data to process it 

further for secondary uses, for example performing online queries on the 

data for complex analysis and processing data for making decisions based 

on trends and patterns. 

Despite the global and national efforts in introducing IT to transform 

healthcare by utilising health-related data for secondary uses, there remain 

areas where its contributions are minimal, specifically in managing dementia 

care related data electronically, including implementing innovative systems 

or methods for facilitating its secondary use (Khalid 2009).  

1.3. Dementia  

Dementia is defined as “a decline in mental ability which affects memory, 

thinking, problem solving, concentration, communication and perception” 
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(Mental Health Foundation 2012). It is an umbrella term for a range of 

disease processes, including Alzheimer’s disease, vascular dementia and 

dementia with Lewy bodies that cause damage to the brain cells, all 

processes, which are likely to affect a person’s communication skills. Age is 

the main factor in developing dementia, with the majority of those with the 

condition being over the age of 65; however, younger people can be affected 

as well (Department of Health 2009). Currently, there are 46.8 million people 

estimated to be living with dementia worldwide (Prince et al. 2015). An 

increase of more than 10 million since 2010. The numbers of people with 

dementia globally are estimated to be 74.7 million in 2030 and more than 

131.5 million in 2050 (Prince et al. 2015). There are 9.9 million new cases of 

dementia every year, indicating one new case every four seconds, which is 

30% higher than the annual number of new cases estimated for 2010 by the 

World Health Organisation in their 2012 report (Prince et al. 2015). Currently 

about 800,000 people with dementia live in the UK and the number is 

expected to double in the next 30 years (Department of Health 2015a). 
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People with dementia are high users of health and social care services. In 

England alone, there are approximately 670,000 people with dementia, of 

which one third live in residential care settings, while two thirds of care-home 

residents are currently estimated to have dementia (Department of Health 

2013b). Further, an estimated 25% of acute hospital beds in England are 

occupied by people with dementia (Alzheimer's Society 2009). According to 

the Department of Health (2013b), more than £19 billion is spent each year 

on dementia care within formal dementia-care settings. There are also 

indirect costs as more family carers provide care and support for people with 

dementia on a daily basis.  

With the aging population bringing about an increasing prevalence of 

dementia and associated economic, social, health and personal costs, 

dementia has been made an international health priority (Knapp et al. 2007; 

World Health Organization and Alzheimer’s Disease International 2012; 

Prince et al. 2015) and a national priority in the UK (Knapp et al. 2007; 

Department of Health 2012; Department of Health 2015b). Governments, 

health and social-care providers, dementia-specific organisations and 

charities therefore, promote not just medically driven research and 

interventions for the treatment and cure of dementia, but also social and 

psychological support for improving the quality of life and the quality of care 

for those living with dementia. 

Assessing and improving the quality of formal dementia care is not a simple 

or short-term initiative. The needs of people with dementia are varied and 

often  
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highly complex. As dementia progresses, people with the condition become 

more dependent and often require 24-hour care and support from 

multidisciplinary teams, including GPs, nurses and care staff, through 

services providing assessment, treatment, outreach, respite and social care. 

Therefore, providing good-quality care requires skilled and trained paid staff, 

a high-quality care setting and coordinated services (Knapp et al. 2007). In a 

2012 report, the Alzheimer’s Society highlighted the fact that ‘unacceptable 

variations’ were being seen in the quality of care provided to people with 

dementia across all formal care settings (Alzheimer's Society 2012), a 

challenge also identified by the Department of Health (2013b). The reasons 

for this include: the complex needs of people with dementia; the need for 

trained and skilled staff to understand the needs and aspirations of people 

with dementia, maintaining their dignity and self-respect; and ineffective 

coordination between professionals and services that provide formal 

dementia care. Many people with dementia who are being cared for, or who 

are living in formal care settings may have difficulties communicating their 

needs, or experiences of care and therefore may have limited or no voice in 

speaking out for improved care quality. Since emphasis has been given 

nationally to improving the quality of care and the quality of life of people with 

dementia in formal dementia care settings (Department of Health 2013b), 

there is a need for a systematic approach to facilitate this. 

1.4. The Dementia Care Mapping (DCM) tool and process 

Based on Kitwood’s (1997) person-centred philosophy that dementia care 

should focus on improving a person’s individual and social wellbeing. 

Dementia Care Mapping (DCM) (Bradford Dementia Group 1997; Bradford  
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Dementia Group 2005) was devised as an observational tool and process to 

assess and improve the quality of care of people with dementia in formal 

dementia care settings such as care homes, day centres and hospital wards 

(Bradford Dementia Group 2005). DCM is recommended to assess the 

quality of life of people with dementia by the National Audit Office (2007) and 

NICE/SCIE (2007).  

DCM is used both as a tool within research studies as an outcome measure 

and a practice development process for assessing and improving dementia 

care quality within formal dementia care settings (Brooker and Surr 2005; 

Brooker and Surr 2010). As a practice development process, DCM is 

conducted in a cycle of five phases: briefing the staff; observing people with 

dementia (mapping participants); capturing and analysing the information 

(DCM data); further reporting and feeding back the findings to staff; and 

making action plans and setting targets for improving the care (Brooker 

2005). The DCM guidelines suggest that the five-phase cycle is repeated 

after every three to six months to assess the existing levels of care and set 

new targets for the quality of life and the quality of care provided for people 

with dementia (Bradford Dementia Group 2005). 

Within a research context, DCM has been used as an outcome measure for 

assessing behavioural patterns, levels of wellbeing, the quality of interactions 

with staff and quality of life of people with dementia (Brooker 2005). It has 

been used to assess the efficacy of staff training, care quality and culture 

change projects (Lintern et al. 2002) as well as the efficacy of a range of 

interventions, including aromatherapy (Ballard et al. 2002), intergenerational 
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activity programs (Jarrott and Bruno 2003), horticultural therapy (Gigliotti et 

al. 2004)  
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and reminiscence programs (Brooker and Duce 2000). Where DCM is used 

as a research outcome measure the cyclic practice development process is 

not usually followed, just the mapping and data analysis stages are 

completed. The analysis of data for research purposes is also usually 

different in nature to that used for practice development purposes. In 

research, the DCM data is likely to be collected alongside a range of other 

data related to the specific research questions and outcomes being 

investigated. 

Only trained individuals can use the DCM tool. Every year individuals from 

many countries, usually from health and social-care and research 

backgrounds, are trained. Trained individuals are called mappers and the 

observations carried out using the DCM tool are called mapping. The 

mapping is usually conducted by one or more mappers, depending on the 

number of participants being observed, with each mapper typically 

continuously observing five to eight participants for a specific time period 

(Bradford Dementia Group 2005). The length of mapping is variable, 

depending on the mapping purpose, ranging from short maps of 30 minutes 

to longer maps of up to six-hours. During observations, DCM data is 

recorded as codes that reflect participants’ behaviour, mood, engagement 

levels and type of interaction with staff in every five-minute period (time-

frame). These coding frames will be explained in detail in the next section. 
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1.5. DCM data 

DCM provides a means of gathering data, which constitute both quantitative 

and qualitative types of information. The quantitative information is presented 

in four types of coding frames: Behaviour Category Codes (BCC); Mood and 

Engagement (ME) values; Personal Detractions (PDs); and Personal 

Enhancers (PEs). Behaviour Category Codes (BCC) (see Table1) are 

described as one of 23 different domains that represent a range of mapping 

participants’ behaviour recorded as letters A to Y (except H, M), i.e. A for 

articulation (when the participant is engaged with other living things, either 

human or animal, using verbal or non-verbal communication) (Bradford 

Dementia Group 2005). There is a ‘Z’, which is used for behaviours that fit no 

other category. 

Table 1: A list of Behaviour Category Codes (taken from DCM 8 Users’ Manual (2005: 17). 

Code Memory Cue General Description of Category 

A Articulation 
Interacting with others verbally or otherwise - with 

no obvious accompanying activity.  

B Borderline Being engaged but passively. 

C Cool Being disengaged, withdrawn. 

D Doing for self Self-care. 

E Expressive Expressive or creative activity. 

F Food Eating or drinking. 

G Going back Reminiscence and life review. 

I Intellectual Prioritising the use of intellectual activities. 

J Joints Exercise or physical sport. 

K Kum and go Walking, standing or moving independently. 

L Leisure Leisure, fun and recreational activities. 

N Nod, Land of Sleeping, dozing. 
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O Objects 
Displaying attachment to, or relating to, inanimate 

objects. 

P Physical Receiving practical, physical or personal care.  

R Religious Engaging in a religious activity. 

S Sexual expression Sexual expression. 

T Timalation Direct engagement of the sense. 

U Unresponded to 
Attempting to communicate without receiving a 

response. 

V Vocational Work or work-like activity. 

W Withstanding Repetitive self-stimulation of a sustained nature. 

X X-cretion Episode related to excretion. 

Y Yourself 
Interaction in the absence of any observable 

other. 

Z Zero option Fits none of the existing categories. 

 

Within the same five-minute time-frame, the mappers also record the 

participants’ mood and engagement levels, known as a Mood and 

Engagement (ME) value (see Table 2). The ME values are expressed on a 

six-point scale ranging from extreme distress (-5) to extreme positive mood 

and engagement (+5) (Bradford Dementia Group 2005). So, for example, a 

participant engaging in a positive conversation would be coded as A+3. Over 

a six-hour map, up to 72 time-frames of data may be coded for each 

participant. 
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Table 2: A list of Mood and Engagement Values (taken from DCM 8 Users’ Manual (2005: 13). 

Mood ME values Engagement 

Very happy, cheerful. Very high 

positive mood. 
+5 

Very absorbed, deeply 

engrossed/engaged. 

Content, happy, relaxed. 

Considerable positive mood. 
+3 

Concentrating but distractible. 

Considerable engagement. 

Neutral. Absence of overt signs 

of positive or negative mood.  
+1 

Alert and focused on 

surroundings. Brief or 

intermittent engagement. 

Small signs of negative mood. -1 Withdrawn and out of contact. 

Considerable signs of negative 

moods. 
-3  

Very distressed. Very great signs 

of negative mood. 
-5  

 

DCM is the only tool that captures not only information about the behaviour 

and associated mood and engagement of people with dementia, but also the 

quality of interaction they have with the care staff. Together these play a 

significant role in indicating the quality of care they receive within care 

settings (Bradford Dementia Group 2014). The quality of staff interaction with 

people with dementia is recorded through Personal Enhancers (PEs) and 

Personal Detractions (PDs) (Bradford Dementia Group 2005). PDs are 

examples of staff behaviour that have the potential to undermine the 

personhood of people with dementia (Kitwood 1997) and can have an impact 

on their overall wellbeing. PEs are associated with interactions between the 

participant and the care staff that have the potential to enhance their 

wellbeing or personhood. There are 17 different types of PD and PE that 

may be coded as and when they occur. During each mapping a large amount 
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of qualitative notes are written by mappers to give a context to the formal 

coding frames and additional  
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information on the environment of the care setting, such as the noise levels, 

temperature and overall ambiance where the mapping is taking place.  

Alongside DCM data, a limited amount of additional information is also 

collected as part of the mapping process. This includes the date and time of 

mapping, location of mapping, mapper and participants’ name/id, as 

collected within the DCM data collection sheets (e.g. DCM raw data sheets) 

(Bradford Dementia Group 2005). A number of research studies, however, 

report the collection and use of detailed information including: participant 

characteristics such as age, gender, ethnicity, length of stay in health and 

social care facilities (Kuhn et al. 2005; Barnes 2013); depression levels 

(Kuhn et al. 2004); and cognitive state (Kuhn et al. 2004; Kuhn et al. 2005). 

Information is also collected about care setting characteristics such as type, 

location (Willemse et al. 2011) and size (Kuhn et al. 2002); and staff-related 

information such as staff ratios and training (Innes and Surr 2001). This 

additional information is not routinely collected in a standard mapping 

process although it may be available from other sources such as electronic 

patient records.  

Following processing, the DCM data help to identify areas for potential 

improvements in existing practices and future planning of care. The DCM 8 

user’s Manual (2005) provides some examples of how a mapper can 

undertake basic processing and calculations of the data, such as the 

percentage of time spent in each BCC and ME and the total number of PDs 

and PEs. Further processing involves calculating the average of all ME 

values over the observation period at an individual and group level (known 

as the well- or ill-being, or WIB, score). This provides an indicator of the 
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relative level of well- or ill-being experienced during the map by an individual 

or by the group  
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as a whole. The richness of the DCM data also permits other analyses to be 

completed for individuals or groups of participants. For example, by selecting 

specific data items and by combining BCC and ME analysis to produce 

particular indices such as agitation and distress levels, withdrawn behaviour, 

passive engagement and opportunities for activity and engagement (Brooker 

and Surr 2005).  

The wider uses of DCM as a tool and process produce large amount of raw 

data, which, following further processing, can be used for both primary and 

secondary purposes. In the absence of any clear distinction between what 

constitutes primary or secondary use of DCM data, the following section will 

define these terms within the context of this study. 

1.6. Defining primary and secondary use of DCM data 

The terms ‘primary use’ and ‘secondary use’, for DCM data are defined 

based on how these terms are used in relation to healthcare data. First, I will 

elaborate on the general meaning of these terms and their definition in 

relation to healthcare data. Drawing upon these definitions, I will then define 

the primary and secondary use of DCM data.  

The word primary means ‘first’ and the word secondary means ‘second’. The 

use of these words in relation to data is usually related to how, when and 

who collected and used (analysed) the data (Boslaugh 2007). For example, 

when the collector (either an individual or an organisation), who gathered 

data with a specific purpose in mind, used/analysed the data for the first time 

after its collection, the process is referred to as the primary use of data 
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(Boslaugh 2007). However, when the same data is used for the second time, 

usually for  



18 
 

a different purpose, and by a user who was not involved in its collection, the 

process is referred to as the ‘reuse or secondary use of data’ (Boslaugh 

2007). 

Based on the above definitions, the British Medical Association (2007: 2) 

defines the term ‘primary use’ of healthcare data as when “health 

professionals primarily collect patient data to provide direct care and 

treatment to an individual patient or specific patient population”. Their 

definition of secondary use of data is when “patient data is also used for 

other activities that contribute to health and social care services more 

generally, such as conducting medical research and managing health 

services”. Using this concept, ‘primary use’ will be defined as the use of DCM 

data collected by an individual or organisation for its original, specific 

purpose. Secondary use, however, will be defined as the reuse of DCM data, 

collected from various individual mappers and organisations, for purposes 

different from those for which it was originally collected. Based on these 

definitions, the next section explores the primary and secondary uses of 

DCM data. 

1.7. Primary and secondary use of DCM data 

In both a practice development and research context, the common uses of 

DCM is reported at a local level, that is, the individual mapper or an 

organisation collecting the data uses it within the setting or research project, 

for the purpose it was originally collected, thus referring to its primary uses. 

These uses are reported for assessing and improving the quality of care 

provided at an individual, setting and organisational level. The raw DCM data 

provide individual level information, which is used by care staff to assess, 
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plan and monitor care via care plans (Packer and Jeffries 1997). This 

individual level data can be accumulated and analysed, along with other 

detailed  
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information about the care setting, to identify factors that may influence the 

quality of care provided at a setting level. For example, studies show the use 

of DCM data for setting level care-quality monitoring and improvement and 

identification of staff training and development needs (Younger and Martin 

2000; Lintern et al. 2002). Further, the individuals’ DCM data taken from 

many care settings can be accumulated to identify potential areas for 

improvements at an organisational level through, for example, care-quality 

audits (Brooker et al. 1998; Younger and Martin 2000).   

The re-analysis of DCM data for secondary purposes can produce new 

knowledge that can inform future improvements in the DCM method/tool and 

provide suggestions for providing quality dementia care within formal 

dementia-care settings. There exist some examples in the literature that 

demonstrate the secondary use of DCM data for research purposes, such as 

Fossey et al. (2002), who conducted secondary analysis of DCM data from 

three earlier studies in order to examine the psychometric properties of DCM 

as a research outcome measure. Also Innes and Surr (2001) undertook a 

cohort analysis of data from two separate care home based studies to 

describe standards of dementia care in care home settings in the UK. A 

detailed analysis of these studies is provided in Chapter 2. In addition to the 

secondary use of DCM data for research, the literature also indicates that, if 

managed effectively, DCM data can be used for benchmarking. A detailed 

investigation of the potential secondary uses of DCM data for benchmarking 

is provided in Chapter 2. Despite the widespread primary use of DCM and 

indications of its potential for secondary use (Innes and Surr 2001; Fossey et 
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al. 2002; Khalid 2010; Khalid et al. 2010), there has, to date, been a limited 

effort to develop a  
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technical solution that can facilitate the reuse of large amounts of complex 

and information-rich DCM and related datasets. This constitutes a major 

barrier to secondary use of DCM data.  

Managing DCM data to make it available for reuse through using effective 

technological methods/solutions, is in line with the UK’s national policy of 

making health-related data open, transparent and available for secondary 

uses (Health and Social Care Information Centre 2012) and using technology 

and data for good health and social-care provision (National Information 

Board 2014). Further, specifically in relation to dementia, this is also in line 

with the Department of Health’s call for collecting and using datasets that can 

provide an understanding of dementia care provision at local and national 

level for sharing experiences and good practice among care providers 

(Department of Health 2013a). 

Moreover, dementia care related data made available for secondary use 

could potentially form part of current dementia research initiatives. In 2013, a 

global dementia summit brought many countries together to pledge to 

improve dementia care (Department of Health 2013c). For this purpose, the 

major action plan was to commence initiatives for integrating data to 

enhance the opportunities for dementia research (Department of Health 

2013c). In response to this, a recent report published by the Organisation for 

Economic Co-operation and Development (OECD) (Deetjen et al. 2015) 

proposes a big-data solution for dementia research. It defines big data as 

both medically driven and non-medically driven data for dementia research. 

The term ‘non-medically driven data’ here refers to data about people’s 
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lifestyles, diets and food choices. The OECD report authors assert that the 

medical and non  
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-medical dimensions collectively could support improvements to the care of 

people with dementia (Deetjen et al. 2015). While the current focus of the 

big-data proposal is to enhance research to support better dementia 

diagnoses, as well as cures and treatments, dementia care related data 

could also provide a potential resource for understanding, comparing and 

assessing the existing care provision for people with dementia. However, to 

facilitate this dementia care related data needs to be available in electronic 

and integrated formats in order to be considered part of such big-data 

initiatives. Currently there remain few mechanisms for achieving this, and 

none is currently available for storage of DCM data. Therefore, the need for 

information systems, such as a data warehouse, is required to integrate data 

from various dimensions, thereby providing opportunities for potential 

secondary use for in-depth analysis, decision-making and research (Post et 

al. 2013).  

1.8. DCM data-management framework; a data warehouse approach 

In order to maximise the potential of data being generated through DCM by 

using it for potential secondary uses, a sustainable and consistent data 

management solution is required. In a previous study, I proposed a data 

management framework using a data warehouse approach for managing the 

secondary use of DCM data (Khalid 2010). A detailed and critical review of 

this study is provided in Chapter 3. A data warehouse is a type of information 

system which provides an electronic repository that stores and links data 

taken from various sources and enables its retrieval for secondary use 

(Stolba 2007). The detail about how a data warehouse works is also 

presented in Chapter 3. My 2010 study was the first, and is currently the 



25 
 

only, technical solution proposed for managing DCM data for secondary 

purposes. It adopts a two  
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-step conceptual approach (Figure 1). A rationale for why a data warehouse 

and two-step approach was proposed is discussed in Chapter 3.  

The first step involves storing DCM data taken from national and 

international mappers within a web-based data repository. This data 

repository is called the DCM international database; its purpose is to enable 

national and international mappers to input their DCM data into an online 

database system, which will store their own collected mapping data over time 

and also generate basic reports based on completion of analysis (Khalid 

2009).  

 

Figure 1: A two-step process for managing DCM data for secondary use 

The second step involves processing DCM data into a data warehouse for 

the purpose of long-term storage and for reusing the data for secondary 

purposes, for example: complex analysis and reporting on the DCM data; 

secondary research; benchmarking the quality of care; and data-mining for 

identifying trends and patterns of good dementia care (Khalid 2010). While 

my previous study initiated the important and novel work for proposing a 

solution for managing DCM data for secondary uses, it only went so far as 

assessing and proposing a technical architecture for the data management 

needs of DCM data. The DCM data warehouse still needs to be designed, 

developed and implemented through what is known as a development life-

cycle (Thakur and Gosain 2011).  
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Within the development life cycle, designing a data warehouse is a 

fundamental and important step towards its successful use and acceptance 

by users (Browning and Mundy 2001; List et al. 2002; Schaefer et al. 2011). 

The design process of a data warehouse involves producing a data model, 

which is a structural representation of data. A data model is designed based 

on specified requirements. The requirements refer to information obtained 

from various sources such as existing systems, documents or potential users 

of the system, which illustrate ‘what the system can do’ and ‘how it can be 

done’. Understanding requirements within the design process is referred to 

as requirement analysis, which is a process of obtaining, synthesising and 

analysing the requirements into an explanation that can support the design 

and development of a workable and acceptable system (Abai et al. 2013). A 

detailed view of what constitutes requirements and how these are gathered 

for designing and developing a data warehouse is presented in Chapter 4.   

In order to demonstrate data management across a two-step framework, 

within my previous study (Khalid 2010), an attempt to design a data model 

for a DCM data warehouse was made. It was a technical effort where the 

existing system of Excel programme1 and the design of the DCM 

international database (Khalid et al. 2010) were analysed to obtain the 

requirements for designing a future DCM data warehouse. This technically 

focussed approach of gathering requirements for designing a data 

warehouse is called a data-driven approach, and is one of the two main 

approaches to designing a data warehouse. These two approaches are 

critiqued in Chapter 4. Based on these  

                                            
1
 Excel programme is provided by the BDG to support mappers’ basic analysis of some of 

the DCM data such as BCC and ME.  
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requirements, a basic data warehouse design (e.g. a data model) was 

proposed, which was validated by using simulated DCM data. The main aim 

was to assess the DCM data management framework and validate the data 

flow from the DCM international database to the DCM data warehouse and 

its uses for data-mining (Khalid 2010). This study therefore made the first 

successful attempt at showing the technical workability of a DCM data 

warehousing approach. However, the study was limited in that it did not 

involve potential users in the design process for example through gathering 

their requirements for designing the DCM data warehouse.     

As will be explored in further detail in Chapter 5, data warehouses are 

information systems that are represented as a combination of people, 

technology and organisations (Iivari and Hirschheim 1996). These three 

aspects influence the data warehouse design and the requirement analysis 

process immensely. Users play an important role in identifying the 

requirements that inform the type and structure of the data (data model) that 

goes into the warehouse, the processing of the data, which provides valuable 

information, and the retrieval of that information for specific purposes 

(Lindgaard et al. 2006). Therefore, a growing body of literature (Kappleman 

1994; Raab 1998; Teixeira et al. 2012) suggests and emphasises the 

involvement of users for identifying the system requirements, which could be 

designed and developed further. This approach is called a user-driven 

approach for designing a data warehouse. A detailed rationale of using a 

user-driven approach for a DCM data warehouse is provided in Chapter 4.  

Further, as will be discussed in detail in Chapter 4, the literature suggests 

using data-driven and user-driven approaches together to provide a broader  
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and more detailed picture of requirements for a data warehouse (Golfarelli 

2010; List et al. 2002). While my previous study (Khalid 2010) used a data-

driven approach for designing data models for a DCM data warehouse, it 

was limited in that it did not seek to include potential, future DCM data 

warehouse users’ views regarding their requirements for the type of data 

they need storing within the data warehouse that would facilitate their 

potential secondary use of the DCM data. Such information is vital in 

designing a data model for a DCM data warehouse and it is important to 

consider, while developing and implementing the system, so that is not just 

technically operative but user-accepted as well (Schaefer et al. 2011). 

1.9. Aims of the study 

This study aimed to explore requirements for the secondary use of DCM data 

within a data warehouse using a user-driven approach. While this study 

began with the broader aim, study objectives were set following a literature 

review and presented at the end of Chapter 4.  

1.10. Main contributions of the study 

While there is a substantial amount of literature available to demonstrate 

effective primary use of DCM data, there is very little known within the field 

regarding its secondary use and the relevant concerns and issues about this 

from the potential users’ perspectives. This study introduces the concept of 

and motivations for the secondary use of DCM data and provides original 

contributions to knowledge by identifying user-identified requirements that 

are significant regarding the secondary use of DCM data. Further, there is 

also limited evidence in the literature to demonstrate how users’ views can 
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be translated into specific requirements that enhance the existing technical 

data  
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model of a DCM data warehouse. To fill these gaps in the literature and to 

build on my previous study (Khalid 2010), this multidisciplinary study has 

identified user views and perceptions regarding their potential secondary use 

of DCM data and interpreted these as requirements for a future data 

warehouse. As a result, this study identifies user driven requirements, which 

provide a crucial, different perspective from a data-driven approach. 

In addition to this, the study has also contributed in identifying the 

prospective users for a future data warehouse based on their perceived 

potential uses of DCM data. This shows various types of users’ intention to 

utilise the system in the future and provides motivations for designing and 

developing a data warehouse for DCM.   

In the absence of any existing knowledge of users’ views on the secondary 

use of DCM data, this study employed an exploratory methodology in the 

form of a modified grounded theory. The details of the rationale and use of 

this methodology is provided in chapters 5 and 6. From a methodological 

perspective, this study has contributed by demonstrating the use of modified 

grounded theory for identifying views and perceptions of the user group 

which has limited technical knowledge and further interpreting them into a set 

of data warehouse requirements.  

1.11. Structure of the thesis 

The rest of the thesis is organised into the following chapters. 

Chapters 2, 3 and 4 provide background literature and together set the 

objectives of this study, which are presented at the end of Chapter 4. Next, 

chapters 5 and 6 provide a detailed view of the chosen methodology and its  
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application within this study. Chapter 7, 8 and 9 then present the study 

findings according to the objectives of the study and discuss these within the 

context of the relevant literature. Finally, Chapter 10 summarises the key 

findings, underlines the future research and practical work for a future DCM 

data warehouse and concludes the study. Summaries of all chapters are 

presented next.  

Chapter 2: Secondary uses of DCM data 

This is one of the three chapters which provides background literature. This 

chapter explores the potential secondary uses of DCM data and argues the 

potentiality of DCM data for secondary uses and the need for an effective IT 

based system to support this. This provides a context for Chapter 3, where a 

data warehouse concept is discussed as an effective solution for managing 

the secondary uses of healthcare data.  

Chapter 3: Data warehousing in healthcare: benefits and challenges 

This chapter also discusses relevant background literature, focussing on 

data warehousing within healthcare as an effective data management 

solution for secondary use of data. This chapter introduces the concept of 

warehousing and its general process and structure. It further illuminates the 

growing use of data warehouses within healthcare for managing data that is 

collected from various sources for secondary purposes. Further, the benefits 

of warehousing healthcare data are explored in detail. This leads to an 

argument in favour of the need to warehouse DCM data. A detailed critique 

of my previous work is provided next, where I proposed a data management 
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framework constituting a two-step warehousing approach for DCM data. This 

chapter then discusses  
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the limitations of my previous study with an emphasis on involving user views 

for a data warehouse. Further, data quality and data security are discussed 

as the most reported challenges to warehousing healthcare data. The main 

argument of this chapter is that, while my previous study initiated novel work 

designing a DCM data warehouse using a data-driven, technical approach, 

there is still a need to involve potential users to explore their requirements for 

designing and developing a user-acceptable system.  

This argument leads to the next Chapter, where user involvement in the 

context of designing a data warehouse is discussed in detail.   

Chapter 4: Requirement analysis for a data warehouse 

This is the last of three chapters critiquing the background literature to the 

study. This chapter focuses on providing a rationale for a user-driven 

approach for gathering requirements for a DCM data warehouse and argues 

the need for an appropriate methodology for this purpose. This follows the 

next chapter, which discusses the chosen methodology for requirement 

analysis for a DCM data warehouse. 

Chapter 5: Philosophical and methodological considerations   

User-driven approaches for requirement analysis are underpinned by specific 

philosophical assumptions. This chapter presents the philosophical 

considerations arising from this study, which harmonise with the user-driven 

approach to requirement analysis. Further, it provides a detailed explanation 

and a critical rationale for using a modified grounded theory methodology for 

this study. 
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The theoretical explanation of the methodology provides the underpinnings 

for Chapter 6 where it is applied to the specific data collection and analysis 

procedures used in this study. 

Chapter 6: Using modified grounded theory: data collection and 

analysis       

This chapter provides a rationale for the research methodology, data-

collection and analysis methods used. It also presents and discusses the 

rationale and techniques used for participant sampling, recruitment and study 

data management as well as ethical issues associated with this research. A 

detailed explanation of data collection and analysis is also provided. This 

chapter ends by providing a detailed explanation of the criteria used to 

evaluate the quality of data collection, analysis and findings of this qualitative 

study. The outcome of the chosen methods is presented as findings of this 

study in the next chapters. 

Chapters 7, 8 and 9: Findings and discussion 

These chapters present and discuss the findings according to the objectives 

of the study. Chapter 7 explores users’ views and perception of their 

potential secondary uses of DCM data, arguing that there could be three 

potential uses of a DCM data warehouse. Chapter 8 then presents and 

analyses the users’ information requirements for the use of DCM data for 

research purposes. Chapter 9 presents and discusses some of the main 

issues extrapolated from the study that can potentially influence the 

secondary use of DCM data.  
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Chapters 7, 8 and 9 also locate the study findings within the existing 

literature for explanation and verification purposes and discusses their 

implications for 
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a DCM data warehouse for further work. Each chapter also highlights the 

main contributions to knowledge this thesis makes. 

Chapter 10: Future work, limitations and conclusions   

This chapter summarises the main study findings and reflects on the use of a 

user-driven approach. It further makes recommendations for future research 

and technical work associated with the design of a DCM data warehouse, 

presents limitations of the study and its conclusions.  
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2. Secondary Uses of DCM Data 

2.1. Introduction 

The aim of this chapter is to investigate the existing and potential secondary 

uses of DCM data. The chapter begins by providing examples of empirical 

work that demonstrates current secondary use of DCM data within the 

context of research. It continues by further exploring benchmarking as a 

potential secondary use of DCM data and the practicality of DCM data for 

this purpose. Finally, the chapter summarises the argument that, while DCM 

data can potentially be used for secondary purposes, it requires effective IT-

based solutions for data management, for which it is important to obtain the 

user requirements.  

2.2. Secondary use of DCM data for research purposes 

There is limited evidence regarding the secondary use of DCM data and of 

literature reporting the re-analysis of DCM data for secondary purposes. In 

this section, I will critique the limited number of such studies, which 

demonstrate the potential secondary use of DCM data for research 

purposes.  

Fossey et al. (2002) collected DCM data from three earlier studies. This 

included: Cohort A - 123 participants of a longitudinal nursing-home 

intervention study; Cohort B - 24 continuing-care participants in the placebo 

group of an aromatherapy intervention study; and 30 participants from a 

randomised neuroleptic withdrawal study within the same cohort group. 

Fossey and colleagues re-analysed the data to examine the psychometric 

properties of DCM as a research outcome measure. They re-analysed the 
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DCM data from the three research studies to examine the association 

between  



40 
 

various DCM data items and demonstrated that DCM has good internal 

consistency. Internal consistency refers to the extent to which different data 

items of a tool/method, measure the same general construct of the tool (such 

as activities, WIB score and social withdrawal within DCM). This study 

suggests that previously collected DCM data can potentially be re-analysed 

to extract useful knowledge about the DCM tool, such as providing evidence 

of its efficacy as a research outcome measure. 

While Fossey and colleagues’ study (2002) demonstrate the potential of 

DCM data for secondary use (e.g. research purposes), it is not known 

whether the authors did experience any concerns or issues related to data 

quality. Further, the study is limited in terms of reporting the consent- and 

privacy issues while reusing the patient-related data. Similarly, Innes and 

Surr’s (2001) study, where data was used taken from two separate care 

home based studies to describe standards of dementia care in care home 

settings in the UK, does not explain any details that clarify the quality and 

ethical status of the DCM data for secondary uses. The literature reports that 

data quality and security issues are two major challenges in the reuse of 

healthcare data. A detailed review of these challenges is provided in Chapter 

3.    

Next, I will explore a further potential secondary use of DCM data mentioned 

in the literature, with the aim of examining the practicality of DCM data for 

such a purpose.  

2.3. Potential secondary uses of DCM data for benchmarking 
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In the literature, one of the potential secondary uses of DCM data highlighted 

is benchmarking quality of care within care settings (Brooker 2005).  
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Benchmarking in healthcare is defined as “the continuous and collaborative 

process of measuring and comparing the outcomes of key work processes 

with those of the best performers in evaluating organisational performance” 

(Lovaglio 2012: 2). Benchmarking involves a process of comparison, 

including the following steps: Identifying the area (e.g. process, event, or 

outcome) of comparison; developing key performance indicators2 based on 

which the comparison will be made; and establishing or identifying a point of 

comparison (e.g. a set target or benchmark). Following these steps, a plan of 

action is developed to improve the identified area of concern. According to 

Lovaglio (2012: 2), two types of benchmarking can be used to evaluate 

quality performance by an organisation. Internal benchmarking is “a process 

(which) involves identifying best practices within an organisation, to compare 

best practices within the organisation, and to compare current practices over 

time”. External benchmarking is “a process (which) involves using 

comparative data between organisations to judge performance and identify 

improvements that have been proven to be successful in other organisations” 

There are two important components to these definitions; the first is the 

necessity of choosing the right indicator relevant to the purpose of 

comparison (Goldstein and Spiegelhalter 1996). The second component is 

the need to ensure that data is suitable, comparable, consistent and most of 

all available before its collection to feed indicators (Nolte 2010; Ettorchi-

Tardy et al. 2012). While indicator selection is the key issue in benchmarking 

                                            
2
 A key performance indicator is defined as ‘a summary statistical measurement on an 

institution or system, which is intended to be related to the ‘quality’ of its functioning’ 
(Goldstein and Spiegelhalter 1996). 
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(Nolte 2010), feeding these indicators with effective data is also a major 

criterion for  
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successful benchmarking (Campbell et al. 2003). The effectiveness of data is 

assessed by characteristics such as suitability, availability, quality 

(completeness and accuracy) and comparability. All these are reported as 

major data requirements for benchmarking within healthcare (Nolte 2010). 

This section will next examine the practicality of DCM data for benchmarking 

in the light of these data requirements (e.g. suitability, availability, 

comparability and quality).   

The choice of indicators and the related data requirements are also 

influenced by organisations’ perceptions of benchmarking (Raleigh 2010), 

which consequently influence the approaches used for it, the selection of 

indicators and the relevant data to feed these indicators. This section will end 

with examining various perceptions and approaches for benchmarking within 

healthcare with a specific aim to analyse their applicability for DCM data.  

I begin, however, by investigating various data requirements for 

benchmarking and position of DCM data in this context. 

2.3.1. Data suitability 

The suitability of data for benchmarking requires that the identified indicators 

reflect what needs to be measured. According to Campbell et al., (2003: 

817), an indicator is a “retrospectively measurable element of practice 

performance for which there is evidence or consensus that it can be used to 

assess quality of care provided and hence change it”. Indicator selection and 

development for healthcare quality have been reported as a complex and 

challenging activity in benchmarking (Campbell et al. 2003). The major issue 
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in this regard is associated with defining care quality, as it is considered a 

multidimensional  
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concept (Lovaglio 2012), and then with assessing what needs to be 

measured to reflect care quality (Raleigh 2010). Further, the validity and 

reliability of any measurable indicator is also highlighted as a main 

requirement for benchmarking (Campbell et al. 2003). Raleigh (2010: 7), 

argues, “indicators should be seen as screening tools that prompt further 

investigation, rather than as definitive markers of quality”. Therefore, it is 

important that indicators should be carefully selected and interpreted. They 

should be fit for purpose and should not be interpreted wrongly, as this can 

be damaging for an organisation with a low ranking against that benchmark, 

stigmatising for the staff of that organisation and, most important of all, 

misleading for the patients (Raleigh 2010).  

In the context of DCM, a number of questions are raised while assessing the 

practicality of DCM data for benchmarking. They include the type of 

indicators DCM might provide for assessing and improving the quality-of-care 

within formal dementia care settings and whether these indicators are valid 

and reliable for the specified purpose. I will explore these questions next. 

A number of empirical studies have demonstrated the validity and practicality 

of DCM indicators for measuring the quality-of-life of people with dementia 

and the quality-of-care provided to individuals and groups and within care 

settings (Innes and Surr 2001; Fossey et al. 2002; Brooker 2005). Based on 

this evidence, DCM is recognised as a useful tool for care quality monitoring 

and improvement in key national policy and guidance. For example, the 

National Audit Office (National Audit Office 2010), in its report ‘Improving 

Dementia Services in England’, endorsed DCM as a method for measuring 
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the quality of life of people with dementia. Likewise, the UK’s Audit 

Commission  
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(Audit Commission 2000), in its ‘Forget Me Not' report on mental health 

services for older people, featured DCM’s role in improving quality of care 

within formal dementia care settings.  

Brooker (2005), in her literature review, also maintained that DCM is a 

unique method in that, unlike other quality-of-care and quality-of-life 

methods, it produces rich data that reflects the elements of both the quality-

of-life of an individual with dementia and the quality-of-care provided within 

care settings. The WIB score is a measure of the average well- or ill-being of 

people with dementia observed using DCM, which is then interpreted further 

to understand quality of life and assess potential improvements over time 

(Bradford Dementia Group 2005). Further, DCM also provides an indicator of 

the type of activities provided within care settings, which may then be 

interpreted to assess the variations in activities across various types of 

healthcare. For example, the percentage of time spent in some of the activity 

codes (such as A, D, E, F, G, I, J, K, L, O, P, R, S) can provide an indication 

of the potential for positive engagement of people with dementia with their 

environment. According to the DCM Manual (Bradford Dementia Group 

2005), positive engagement is one of the key determinants of quality-of-life. 

Similarly, PDs and PEs can also provide indications of the quality-of-care 

within a care setting. The DCM Manual highlights other indicators that could 

be extracted from DCM data, such as the levels of agitation and stress, 

withdrawal and passive engagement experienced by people with dementia. 

Together, the BCC and WIB can also provide an indication of the type of 

activities that can either improve individual or group-level wellbeing or that 

can contribute to their ill-being (Bradford Dementia Group 2005).  
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While there is evidence that DCM provides indicators as a measure of 

quality-of-life and quality-of-care (Brooker et al. 1998; Innes and Surr 2001; 

Kuhn et al. 2002; Brooker 2005), the applicability of these indicators as 

benchmarks needs exploration. The evidence from the literature shows that 

the WIB score is used as an indicator to assess changes in care over time 

(Brooker et al. 1998). For example, using the WIB score, a benchmark is set 

at the baseline and further mappings are conducted to assess changes in 

scores and thus care over time. While such a benchmark might not reflect 

best practice, it gives an indication against which further improvements can 

be assessed and signifies the potential for use of DCM data for internal 

benchmarking. For external benchmarking, however, a benchmark can be a 

calculated average of the group WIB scores of various organisations that 

show best practices of care and this can be used to draw a line between 

high- (above average) or low- (below average) performing organisations. 

While there is a lack of empirical evidence regarding the use of DCM 

indicators for identifying best practices in care, Brooker (2005)  provided an 

example how this can be done by combining group WIB scores taken from 

studies (n=39) which were reporting data on various types of care settings 

such as day-care centres and long-term care. She found that the WIB score 

was higher in all day-care settings as compared to long-term care, as the 

mean group WIB score across all day-care centres was reported as 1.94, 

while for long-term care it was 0.9. While Brooker (2005) suggested the 

potential of the group WIB score as an indicator against which to benchmark, 

there is a dearth of any further research that attempts to assess the 

practicality or use of this or other DCM indicators for benchmarking.  
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In summary, benchmarking indicators need to be a valid measure for 

assessing and improving quality in order to be used effectively for this 

purpose. Evidence shows that some items of DCM data, such as the WIB 

score can be used for assessing changes in care over time, and are thus 

effectively used as a method for internal benchmarking. While there are 

suggestions in the literature that the mean WIB score across similar types of 

care settings can be used to indicate differences in care across setting types, 

there is no further evidence of the applicability of this data for identifying best 

practice or benchmarking. For this reason, further research is required to 

examine the applicability of DCM data for external benchmarking.     

While data suitability ensures that the indicator is valid and reliable for 

specific use for benchmarking, the collected data needs to be comparable if 

used for benchmarking, as will be explored next 

2.3.2. Data comparability    

Comparability of data requires that indicators are comparable across 

organisations or over time based on similarities in functions, processes, 

methods and outcomes (Nolte 2010). Data comparability is reported as a 

major challenge when the aim is to compare organisations, especially when 

comparing internationally (Nolte 2010; Kossarova et al. 2015). Comparison 

should be made on a like-for-like basis but collecting such data is challenging 

as various types of care settings provide care differently, have different ways 

of collecting data and collect different types of data that might lead to similar 

outcomes (Nolte 2010). Therefore, as Nolte (2010) asserts, many 

confounding factors can influence comparisons of what may seem to be 
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similar settings, services or organisations. Where there is a lack of 

comparative data, the  
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process of case-mix adjustment3 can be applied to make the data 

comparable across organisations (Kritsotakis et al. 2008). 

In the context of DCM, one of the important questions is whether DCM does 

or can provide comparable data that can be used for benchmarking. There is 

ample evidence that indicates users of DCM believe it is able to provide 

comparative data. For example, DCM data has been used for internal 

benchmarking or comparison purposes at individual and group levels across 

various types of care settings to assess changes in care over time.  Brooker 

et al. (1998) collected DCM data from various types of UK-based care 

settings, within one NHS Trust, over a three-year period. Comparisons were 

made to examine changes in care outcomes across nine units (two day 

hospitals, two respite-care units, four continuing-care units and one 

assessment ward) over three cycles of mapping. While this study 

demonstrated a good example of comparing and assessing care changes 

over time, it has been criticised for not recruiting similar mapping participants 

in all DCM cycles (Cooke and Chaudhury 2012). However, arguably, while 

only 25% of study participants remained part of all three cycles, Brooker et 

al. (1998) study showed that many other important factors were taken into 

account for credible comparisons. For example, all recruited units had similar 

models and philosophies of care. This means that all units had single-

bedroom accommodation and mixed-sex participants with separate sleeping, 

washing and toilet facilities and all staff were known by their first names. 

Further, the staffing ratio, the length of maps and patients’ profiles were 

similar  

                                            
3
 A case-mix adjustment is a statistical process of adjusting for the differences between 

organisations and patient characteristics, thus allowing a fairer comparison. 
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supporting effective comparisons (Brooker et al. 1998). This demonstrates 

the inherent difficulties of comparing service settings over time due to the 

ever-changing patient/resident population within hospitals and care homes. 

Therefore, a consideration for benchmarking DCM is the sample 

representativeness, but also the additional data collected alongside DCM, 

which permits assessment of comparability or issues which may impact on 

this.      

DCM data has also been used for comparison purposes while assessing 

changes in care across a number of settings. An American study, assessing 

quality-of-care in assisted-living (AL) facilities by Kuhn et al. (2002), provides 

an example of this. Using DCM data, Kuhn et al. compared the quality-of-

care provided in both dementia-specific (n=7) and non-dementia (n=3) AL 

facilities. They used group WIB scores to compare care quality within both 

types of care settings. While considering specific features of each type of 

care setting, Kuhn and colleagues also indicate the feasibility of using DCM 

data to compare AL facilities with nursing homes or day-care centres to 

assess variations in care. However, this requires additional data (e.g. care 

settings’ characteristics) collected alongside DCM data to compare similar 

settings.  

The above studies indicate that DCM data can be used for comparison 

purposes. While all the studies used DCM to make comparisons either 

across time or between care settings, their underlying purpose was learning 

and care improvement rather than ranking units against each other, for 

example by suggesting some were providing good care and others poorer 
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levels of care. This is called comparative benchmarking within healthcare, as 

will be discussed in detail later.  
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Data comparability is the key to the benchmarking process and one of the 

major criteria of comparability is to see if data is consistent (Nolte 2010). This 

means that the collected data should show similar results when collected at 

different points in time, or within different organisations. Brooker (2005) 

found in her literature review that various studies had shown a similarity in 

some of the DCM data collected from organisations providing similar types of 

care (day-care centres or long-term care centres). Based on this finding, she 

proposed using DCM indicators (e.g. group WIB score and BCC profiles) for 

benchmarking. However, she further suggested that confounding factors, 

such as those related to the participants (i.e. dependency levels) and care-

setting characteristics (i.e. type and size), needed to be taken into 

consideration.  

Studies also suggest that residents’ dependency levels may have an impact 

on the wellbeing of people with dementia. A study conducted by Edelman 

and colleagues (2004) with participants from special care facilities, assisted 

living facilities and adult day care centres, found that low mean individual 

WIB scores are associated with both high levels of cognitive impairment and 

increased activities of daily living (ADL) dependency. Similarly, another study 

(Thornton et al. 2004) reported significant correlations between WIB scores 

and individuals’ total dependency levels and cognitive and behavioural 

functions. They found that wellbeing levels of those individuals living in 

continuing care settings and day hospitals are significantly higher, as they 

had lower dependency levels and fewer cognitive and behavioural issues. 

Chenoweth and Jeon (2007) also reported an association between lower 

WIB score and reduced physical function. The DCM Manual also highlights 
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that several aspects could influence the comparability of DCM data when 

used to  
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assess the change over time (Bradford Dementia Group 2005). For example, 

participants’ dependency levels and their change over time and data being 

collected by different mappers are two major aspects, which need careful 

consideration.  

In summary, there is evidence demonstrating the use of DCM data for 

comparison purposes across time and across organisations. Further, there is 

some evidence that DCM can produce consistent data across settings 

offering similar types of care, thus suggesting the potential of using DCM 

data for comparability.  

While data suitability and comparability are important requirements, data 

needs to be available for benchmarking and to be of a certain level of quality. 

2.3.3. Data availability and quality 

Data need to be available on a regular basis for measurement purposes so 

that benchmarking can be associated with continuous improvement in quality 

(Meissner et al. 2006). What is of an excellent standard today might show a 

shift in expected performance tomorrow. The reference point, or benchmark, 

should be reviewed regularly (Kay 2007). Therefore, data needs to be 

collected on a regular basis to set the benchmarks that reflect already 

achieved improvements. Nolte (2010) asserted that data availability could be 

a major challenge for benchmarking, particularly when the aim is to collect 

data at an international level, as each country may have its own method of or 

tools for collecting data. This can have impact on data availability as well as 

on data quality and comparability for benchmarking (Kossarova et al. 2015). 
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Within healthcare, both routine and purposeful4 data is used for 

benchmarking. A number of studies demonstrate the practicality and 

suitability of routine data for this purpose. For example, a US-based study by 

Earl et al. (2005) used administrative data from Medicare to compare the 

intensity of end-of-life care for cancer patients. Hermann et al. (2006) and 

Meehan et al. (2007) compared existing mental-health indicators taken from 

several healthcare organisations and verified the usability of routine data for 

benchmarking. However, both studies recommended considering the use of 

case-mix adjustment processes for fairer comparisons. While routine data is 

appreciated for its regular availability, issues related to the quality and 

comparability of such data for benchmarking have been identified (Powell et 

al. 2003). In order to conduct effective benchmarking, where data is suitable, 

complete, accurate, available and comparable, the collection of a 

standardised and purposeful dataset is encouraged (Nolte 2010). One 

example of this is the Care Quality Commission’s (CQC) project for 

monitoring health and social-care services across England (Care Quality 

Commission 2016). While ensuring the quality, regular availability and 

comparability of data, CQC used an extensive list of indicators to collect 

care-monitoring data (both quantitative and qualitative) from various sectors, 

including NHS acute trusts, GP practices and trusts providing mental-health 

services. While purposeful data collection provides a degree of control of 

quality and comparability of data, it also requires effective collaboration and 

planning for making data available for benchmarking (Ellis 2006). 

  

                                            
4
 Data collected specifically for benchmarking. 
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Data need to be complete and correct in order to provide information for a 

specified indicator (Campbell et al. 2003). Poor-quality data can raise a 

number of issues including the misinterpretation of the indicators (Raleigh 

2010). Data quality issues are mostly apparent in routinely collected data, as 

data is not collected specifically for benchmarking. Using such data for 

benchmarking can be risky. For example, when routinely collected data is 

compared statistically, whether across time or with other care providers, 

variations in data are revealed. According to Powell et al. (2003: 122), 

“naturally, such variations imply ranking: that the measure reflects quality 

and that variations in the measure reflect variations in the quality”. However, 

if the data is not of good quality, such variation could be misleading in 

indicating ranking or change, when it may be reflective simply of variations or 

inaccuracies in collection.  

In the context of DCM, data need to be available for benchmarking purposes. 

The availability of data is related to its collection by mappers and 

organisations and then its storage in electronic databases for benchmarking 

analysis. There is the opportunity for using previously collected DCM data, if 

it is stored in electronic databases. Based on the concept and data model of 

the DCM international database (Khalid et al. 2010), the University of 

Bradford has developed a web-based DCM database application called the 

arc|hive DCM database (Surr et al. 2015) that can be used as a potential 

resource for quality DCM data. This database provides some inbuilt data 

validation, as will be discussed in detail in Chapter 3. However, it still does 

not permit checks for quality to be conducted beyond only of actual DCM 



60 
 

codes. Further, while this system can make DCM data available more 

readily, it is not known how  
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frequently the system is being used. In addition, it only contains DCM data 

and not additional data that might be required for effective benchmarking. 

While the arc|hive DCM database can technically support data availability for 

benchmarking, the collection of DCM data however depends on individual 

mappers and organisations and their regular use of DCM. 

Furthermore, DCM data needs to be of good quality for benchmarking 

purposes. Within the context of the primary use of DCM data, the literature 

shows that data quality is associated with the mapper’s reliability score (e.g., 

inter-rater reliability; IRR) (Brooker et al. 1998; Thornton et al. 2004). The 

criteria for what constitutes quality DCM data for secondary analysis 

purposes is, however, unknown.    

While in this section, the data-availability and data-quality requirements are 

highlighted in relation to benchmarking, the literature also underlines the 

significance of these requirements for other secondary uses of data (e.g., 

research purposes) (Weiskopf and Weng 2012). More details of data-quality 

and availability requirements for the secondary use of data within research 

context are presented in Chapter 3.     

In summary, the literature highlights two important aspects of benchmarking: 

the indicator selection and the effectiveness of data to feed the indicator. The 

data is effective if it is suitable, comparable, available and of good quality to 

feed the indicators for benchmarking. Examining the practicality of DCM data 

for benchmarking within the context of the data requirements, there is 

evidence that DCM provides some valid indicators (such as the WIB score) 

for measuring quality-of-care and quality-of-life and that DCM can produce a  
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consistent set of data within organisations and comparable data across time. 

While such characteristics make DCM data suitable for internal 

benchmarking, there is still limited evidence that support the practicality of 

DCM data for external benchmarking. To do this would mean assessing the 

practicality of DCM indicators for comparisons, especially for identifying the 

best practices in care. While suitability and comparability of data are 

important requirements for benchmarking, the literature also indicates that 

DCM data should also be of good quality and available for benchmarking 

purposes. However, little is known about either of these areas with the 

existing literature. 

Within any organisation, the data requirements for benchmarking also 

depend, in part, on the perceptions of benchmarking, which in turn influence 

the approaches to benchmarking, as discussed next. 

2.4.  Perceptions and approaches of benchmarking and DCM data  

Initiated in the 1990s, benchmarking within healthcare has evolved over time. 

Benchmarking was used initially for the comparison of performance 

outcomes. A particular focus was on competitive analysis and on the aim of 

achieving a pre-set statistical target average by organisations to know if they 

were above or below average (Ellis 2006). Whilst this competitive view was 

interesting for the public, governments and commissioning bodies, it did not 

inform the organisations about how to improve their processes and 

performance. The desire for improvements led healthcare organisations to 

evolve the benchmarking concept to a point where the emphasis is now on 

understanding and analysing the best processes in the sector for producing 
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high levels of performance (Ellis 2006), thus making possible continuous 

quality improvements within organisations.  
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The modifications in the concept have also influenced the approaches used 

for benchmarking and the type of data collected for this purpose. Ettorchi-

Tardy et al. (2012) put it as moving from quantitative to qualitative 

approaches, thus referring to shifting from objective to subjective types of 

data and methods of benchmarking. Based on the type of data and its use, 

benchmarking approaches are categorised as competitive, comparative and 

collaborative (Ettorchi-Tardy et al. 2012). Competitive benchmarking consists 

of measuring organisations’ performances by comparing them with those of 

existing competitors, where the aim is to reach a statistical number to show 

whether the organisations are meeting the highest levels of performance 

achievement (Kay 2007). Whilst this approach gives care-provider 

organisations the satisfaction that they have achieved a pre-set target, it is 

usually criticised for ignoring patient experiences (Kay 2007), as this 

approach does not encourage the collection and analysis of the data that 

explains the processes of improved performance. Ellis (2006) asserts that it 

misses the main aim of benchmarking, which is to improve the level of 

performance by acquiring in-depth understanding of how others have 

improved their performance, an aim that is best met by focusing on more 

qualitative approaches. DCM data can be used for this type of 

benchmarking, as it provides quantitative data such as WIB scores that can 

be used for statistical benchmarks.  

Comparative benchmarking focuses on how similar functions are performed 

by different organisations, including those that are performing best (Kay 

2007). While this approach demands collecting sufficient information to 

inform reasons for improvements within an organisation, Ettorchi-Tardy et al. 
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(2012) maintains that it dilutes the sense of competition and focuses on 

learning from  
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each other’s good practices within different organisations. Therefore, the aim 

is to collect statistical as well as qualitative data for a detailed analysis to 

understand how others have improved their processes. This is considered a 

positive approach to benchmarking, which reflects organisations’ need to 

learn from others (Kay 2007). DCM data can potentially be used for 

comparative benchmarking, however, additional data is required to show the 

whole process of change. Currently, data is collected as DCM codes and 

qualitative information that might explain the reasons for the recorded codes 

but no additional information is systematically collected to explain the 

process about if and how care quality was improved. This would therefore 

need to be built into future DCM data collection and storage processes. 

Collaborative benchmarking consists of the process of sharing knowledge 

about a particular activity/process, with the purpose of improving a specific 

area of care (Mosel and Gift 1994). This approach focuses on effective and 

healthy collaboration among organisations and ensures that the benchmarks 

reflect the views of both patients and their carers (Mosel and Gift 1994), thus 

providing as much data as possible for effective comparisons. The 

collaborative approach focuses on qualitative methods of data collection for 

identifying patient experience. A good example of this approach can be seen 

in the UK-based ‘Essence of Care’ project, which produced benchmarks of 

good and effective communication between patients and care staff 

(Department of Health 2010). While the above-mentioned approaches 

suggest collecting various types of data that are determined by the approach 

to benchmarking within the organisation (Ettorchi-Tardy et al. 2012), the 
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main issue, however, concerns the quality, availability, suitability and 

comparability  
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of data pertinent to meeting the users’ perceptions of benchmarking (Nolte 

2010). This type of benchmarking can be useful for DCM data, as 

organisations can together set an aim to improve quality of care and thus 

collaborate with each other to gather data on similar processes for 

comparison purposes. Effective collaboration is the key to this approach. 

In the context of DCM, the choice of benchmarking approach should 

complement the underlying philosophy of DCM use. The literature indicates 

that DCM has always been used for the purpose of care improvements for 

individuals and groups within formal dementia care settings (Capstick 2003). 

The aim to date, therefore, has been to learn how care can be improved over 

time either at individual, group or organisational level. The similar approach 

to learning and care improvements can be used for benchmarking. This can 

also be reflected for the choice of approaches that facilitate learning from 

good practice and care improvement processes such as comparative and 

collaborative benchmarking. However, it is important to collect as much 

information as possible alongside DCM data for such types of benchmarking. 

It is not clear from the current literature, whether such information is or would 

be available.     

As argued above, while DCM data can potentially be used for benchmarking, 

the choice of any approach to benchmarking depends on how users perceive 

the use of DCM data for this purpose. There is a gap in the literature 

associated with explaining why DCM data is required for benchmarking and 

what users’ perceptions are about using DCM data for this purpose. Such 

requirements can give an indication of the types and characteristics of data 

that would need to be stored within the warehouse, when such a system is  



69 
 

designed. Finding user requirements for their potential secondary use of 

DCM data is the main aim of this study. Chapter 7 presents users’ perceived 

potential secondary uses of DCM data and their implications for a future data 

warehouse.  

2.5. Secondary use of DCM data and need for an effective IT solution 

So far, I have argued the potentiality of DCM data for secondary uses such 

as benchmarking and that there exist some examples that demonstrate the 

potentiality of DCM data for further analysis within research context. This 

section discusses some of the additional motivations for the secondary use 

of DCM data and the need for an effective data management system for this 

purpose.  

Every year more and more individuals and organisations are trained to use 

DCM, which may increase the use of DCM and thus the amount of data 

generated. These larger amounts of data increase DCM’s potential uses for 

secondary purposes. Further, mappers are spread around the globe and 

there is evidence that DCM data is being collected from various types of care 

settings such as residential facilities (Lai et al. 2004; Chenoweth et al. 2009; 

Barnes 2013) and hospital wards (Woolley et al. 2008). The use of DCM is 

also promoted in non-dementia care settings, such as neuro-rehabilitation 

wards (Westbrook et al. 2013), assisted-living facilities (Zimmerman et al. 

2005) and intellectual-disability residential services (Jaycock et al. 2006; 

Finnamore and Lord 2007). While there is yet a lack of knowledge on how 

regularly DCM is used at national and international level, its use in various 

types of settings and patient groups shows that it can provide rich and multi-

purpose data. Such a rich dataset can allow one to see the possibilities for its  
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secondary use if it is accumulated over a period of time and collected from 

various mappers and organisations.  

As mentioned previously in Chapter 1, a large amount of rich DCM data can 

also be part of existing and future initiatives/efforts to improve the quality of 

dementia care by utilising the existing datasets. However, to facilitate the 

secondary uses, either for benchmarking, research or any user-required 

purposes, DCM data need to be collected in an electronic, standardised and 

integrated format. This is also to deal with the issue which Sandra and 

Gramon (2007: 95) state is one of the major barriers in using healthcare data 

for secondary purposes, that of “locating existing data”. The integration of 

DCM data within a specific resource can deal with this issue. In order to 

support the secondary use of healthcare data, a number of studies suggests 

collecting data in a standardised format, developing appropriate ethical and 

legal frameworks to support data-sharing (Safran et al. 2007), collecting 

additional information alongside patients’ healthcare data for in-depth 

analysis, re-defining technical architectures and communicating and 

promoting the opportunities and benefits of secondary data (Health 

Industries 2009).  

A DCM data resource for secondary uses can potentially be a solution to 

providing access to integrated and historic DCM data without expending 

effort on conducting DCM method. This suggestion is based on the 

observation that DCM is criticised for being a time- and resource-consuming 

tool compared with other dementia-care improvement tools (Beavis et al. 

2002; Edvardsson and Innes 2010). Studies have highlighted that DCM 

training is expensive (Edvardsson and Innes 2010). Furthermore, conducting 
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observations is an intensive process that requires time and dedication from 

the mappers  
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(Beavis et al. 2002). Moreover, implementing DCM within care practice is 

also resource consuming (Beavis et al. 2002; Cooke and Chaudhury 2012), 

requiring leadership and managerial skills (Bradford Dementia Group 2014). 

A DCM data resource can provide an opportunity to explore data to identify 

new insights to suggest aspects of care that might be improved (Khalid 

2010). However, DCM data require management at the point of collection 

and storage in order to render them shareable and then available in a data 

resource.   

Considering the importance and usefulness of DCM data, Brooker (2005) 

also emphasised the management of DCM data in order to fully exploit their 

richness and highlighted the need for innovative, efficient and reliable IT 

solutions.     

2.6. Summary of the chapter 

This chapter began by analysing the empirical studies that provide examples 

of the secondary use of DCM data for research purposes. The lack of 

reporting of any related issues and concerns regarding the secondary use of 

DCM data within these studies was noticed. The chapter then went on to 

explore a potential secondary use of DCM data for benchmarking the quality 

of dementia care. This exploration revealed that data effectiveness is the key 

to a successful benchmarking process. The chapter then outlined the 

characteristics of effective data, such as suitability, availability, quality 

(completeness and accuracy) and comparability and referred to these as key 

data requirements for benchmarking. It then examined the practicality of 

DCM data in the light of data requirements for benchmarking. This 

commenced with a discussion of the suitability of DCM data for 
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benchmarking, including exploring potential DCM indicators, their usability 

and likely effectiveness for assessing and improving the quality of care within 

formal dementia-care settings. The chapter argued that, while sufficient 

evidence exists to indicate that DCM could provide some key quality 

indicators (e.g., the WIB score) and that there exists good  evidence to 

indicate that it can be used effectively to assess changes in care overtime, 

further research is required to examine the potential applicability of DCM 

data for benchmarking. 

The chapter then moved on to arguing that there is evidence demonstrating 

the use of DCM data for comparison purposes across time and across 

organisations, thus suggesting its use for comparability for benchmarking. 

Further, this chapter also highlighted the significance of data availability and 

its quality for benchmarking as well as for other secondary uses such as 

research purposes. The chapter then turned to arguing the case for 

establishing user perceptions of benchmarking, as these influence the type 

of benchmarking by giving an indication of the types and characteristics of 

data needed to be stored within the warehouse.  

The chapter ended by highlighting the significance of integrated DCM data 

for secondary uses and argued the need for an effective data-management 

system for such a purpose. Data warehousing, as a technical solution for 

managing DCM data for secondary purposes, is examined in Chapter 3.    
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3. Data Warehousing within Healthcare: Benefits and 

Challenges 

3.1. Introduction 

This chapter has two aims. The first is to highlight the significance of data 

warehousing within healthcare, which will be followed by a detailed review of 

the previous study I undertook (Khalid 2010), where this was proposed as an 

IT-based solution for managing DCM data for secondary uses. The second 

aim is to emphasise the significance of users’ views and perceptions 

regarding secondary use of DCM data, which can inform requirements for 

various aspects of a future data warehouse. In order to achieve both aims, 

the chapter examines the concept of data warehousing, its role, structure 

and functions in managing healthcare data and associated benefits and 

challenges. While doing so, it details and critiques my previous study. As 

indicated in Chapter 1 this chapter will develop the argument of the 

importance of recognising potential users’ views about various aspects of a 

DCM data warehouse, thus making the case for adopting a user-driven 

approach. The main argument of this chapter is that, while my previous study 

proposed a successful technical structure for a DCM data warehouse, in 

order to design a user accepted warehouse, there is a need to identify 

specific user-identified functions (uses), benefits and challenges that may be 

used to inform identification of clear user-driven requirements for the 

warehouse’s future design and development. 
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3.2. General concept, process and structure of data warehousing 

Sahama and Croll (2007) identify that defining the concept of a data 

warehouse largely depends on the background and views of the definer. This 

is the reason why there are several definitions of a data warehouse, which 

reflect individual’s own views, understanding and perceptions. For example, 

Kimball (2008) views a data warehouse as a system that extracts, cleans, 

transforms and delivers source data into dimensional data store (a data 

repository) and then supports and implements queries and analysis for the 

support of decision-making. While Kimball focuses on the functionality of a 

data warehouse, Inmon (2012a) emphasises the characteristics of a 

warehouse and focuses on data storage aspect and views a data warehouse 

as a repository that stores integrated data in support of management’s 

decision-making process (Inmon 2012a).  

Harjinder and Rao (1996) argue that data warehouse is a process of data 

integration from various source systems, including historic and external data, 

to facilitate structured queries, analytical reports and decision-making. When 

viewing a data warehouse as a process, the term ‘data warehousing’ is also 

used within the literature. Barquin (1996) refers to a data warehouse as a 

collection of techniques that provides a systematic and pragmatic approach 

to solve user problem in accessing information that is distributed in different 

systems within an organisation.  

Despite of viewing a data warehouse as a system, repository, process and 

approach, all definitions share a common understanding about a data 

warehouse. By synthesising the above definitions, it could be argued that a 

data warehouse (or data warehousing) is a concept. The concept that refers  
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to the processes of data transferring from various sources into a data 

warehouse repository (e.g. extraction and transformation component), data 

storage into a dimensional format (e.g. data storage component) and further 

data dissemination to the users using a variety of analytical tools/applications 

(e.g. data dissemination component). A general structure of data 

warehousing is shown in Figure 2. While these components define the 

technical and management aspects of the data, data warehousing also 

includes a governance structure that ensures the availability, quality, 

interoperability, accessibility and security of data (Ponniah 2001). According 

to Ponniah (2001), a good data governance structure/plan deals with both 

technical and organisational aspects of a data warehouse, thus ensuring its 

success. 

In order to implement a data warehousing concept, a range of technologies 

and applications are available for data extraction from the sources, its 

transformation and storage and then retrieval by the users. While it is 

important to consider the right technologies and applications for a data 

warehouse during its development, it is out of the scope of this study to 

discuss the applicability and suitability of specific technologies and 

applications for a DCM data warehouse. The present study instead focusses 

on the higher-level concept of data warehousing in terms of identifying user 

views and discussing them as requirements that can inform the overarching 

design of a DCM data warehouse and not the subsequent technologies and 

applications that are then used to develop it. 
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Figure 2: A general structure of data warehousing 

A data warehouse is usually confused with a traditional database. While both 

act as data storage repositories, there exist some significant differences, 

which are important to highlight. These are discussed next. 

3.3. A data warehouse repository versus traditional database 

A data warehouse is a type of database however, its concept, functions and 

underlying technologies vary from traditional databases. Batini et al. (1986) 

maintain that a traditional database is the collection of operational or 

transactional data (e.g. data that is collected, used, and manipulated for 

everyday use) that is needed to make possible the daily operations or 
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are used to register new patients and execute pre-defined operations, such 

as booking appointments, adding, deleting and updating patient’s details, 

retrieving patient’s previous appointment or diagnosis history etc. One 

example of such a clinical information system is SystemOne, which stores 

patients’ healthcare records within England (SystemOne 2016). These 

clinical information systems are used by the healthcare professionals to 

support their primary use of data to improve care delivered to individual 

patients.  

In the context of DCM, the traditional databases are those systems, which 

are used for collecting, storing and analysing DCM data for primary 

purposes. For example, the arc|hive DCM database and Excel programme 

provided by the University of Bradford. Both primary data management 

systems are designed to undertake basic calculations on the collected DCM 

data. However, the Excel programme does not provide the facility to input the 

entire DCM data collected during one mapping (Khalid 2009). Only mapping 

participants’ BCC and ME values, collected during one mapping, can be 

stored and processed using this system. The input of qualitative notes, PDs 

and PEs is not possible. The arc|hive DCM database is a newly purpose built 

web-based database application for managing DCM data for primary 

purposes (Surr et al. 2015). This means individual mappers and 

organisations are able to input, store and analyse all coding frames and 

qualitative notes from their own mapping in one place.     

Data warehouse is a database that stores ‘derived data’, which is collected 

from various operational databases for retrospective uses such as, reporting 

and research. A data warehouse differs from traditional databases as it:  
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• Stores data that is usually collected over a long period of time 

(historical  data) 

• Stores data based on user demands, which is collected and integrated 

 from various sources (integrated data) 

• Contains read only data (non-volatile data), which is updated on 

 planned periodic basis (can be daily, monthly or annually, based on 

 user requirements). 

• Stores data that is organised so that system is optimised for 

answering  complex queries from users and applications.  

According to Sheta and Eldeen (2013), transactional databases are designed 

to answer ‘who’ and ‘what’ questions from the data, which are usually asked 

on a regular basis and do not consist complex queries. Therefore, a 

transactional database is usually designed using a relational data model5, 

which ensures efficient data entry and storage. However, a data warehouse 

contains data that is organised to answer ‘what-if’, ‘what-next’ and why 

questions for analytical processing. Therefore, a data warehouse is usually 

designed using a dimensional data model6, which supports multidimensional 

analysis and complex querying and reporting needs (Kimball et al. 2008). 

The significant differences between both a database and a data warehouse 

also require designing these repositories differently, using different  

                                            
5
 A relational data model represents a detailed level (for example, individual patients’ details) 

data stored in various linked tables (Codd, 1970). Each table stores data that represent a 
single entity and its related information called attributes, such as a patient (entity) table with 
information (attributes) about their name, age, gender, address and patient identification 
number etc. 
6
 A dimensional data model provides structural arrangement of the data in a way that 

enables data users to look at a large number of inter-dependent aspects of the data from 
different analytical angles to support analysis and decision making activities (Chaudary and 
Dayal 1997). For this purpose, a dimensional model is represented in a star shaped format 
(star schema), which is recognised as an effective form of data representation in most data 
warehouses (Gray and Watson 1998). 
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data structures and focusing on different types of requirements. Chapter 4 

covers the discussion regarding data warehouse requirements. 

Next, I will explore the role of data warehousing within healthcare data 

management.   

3.4. Healthcare data management and data warehousing  

Data management is defined as “a group of activities relating to the planning, 

development, implementation and administration of systems for the 

acquisition, storage, security, retrieval, dissemination, archiving and disposal 

of data” (IGGI 2005: 6). As was also highlighted in Chapter 1, it is an 

uncontested view that information technology is playing an important role in 

providing effective and robust solutions for healthcare data management 

(Jensen et al. 2012; Wager et al. 2013; Yang et al. 2015). These solutions 

include tools for collection, integration, storage, and retrieval of data for 

primary and secondary use with the aim of enhancing the quality and cost-

effectiveness of care (Yang et al. 2015).  

The major use of technology within healthcare was the transformation of 

healthcare information in digital formats, which then led to the development 

of clinical information systems.  Clinical information systems are used to 

collect, store and analyse data that is collected about patients’ diagnosis, 

treatment and care. An example of such data are Electronic Healthcare 

Records (EHR), which provides comprehensive information about patients’ 

healthcare (Kalra and Ingram 2006). Alongside clinical information, 

healthcare providers also collect administrative data including patients’ 



81 
 

demographic details and financial and claim records in some healthcare 

systems (Safran et al. 2007).  
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The development of these systems were an initiative taken by many 

governments to improve patient’s healthcare experience and its efficient 

delivery (Sheikh et al. 2011; Greg 2013). These systems are referred to as 

operational systems, which are designed and optimised to perform primary 

functions of improving patient care at local level within individual care 

settings. Whilst the primary reason was to facilitate effective use of 

healthcare data in individual care provider organisations, data stored in 

digital formats also make it easy for sharing and transferable across care 

settings for the purposes of secondary uses (Yang et al. 2015). The 2013 

report, commissioned by the Department of Health to provide a review of the 

potential benefits from the better use of information and technology in health 

and social care, emphasises that information about patients should be 

recorded in formats that maximise the usability and value of information for 

primary and secondary purposes (Department of Health 2013a). I will now 

focus on discussing the role of IT for secondary use of healthcare data. 

A significant amount of research and practical evidence contribute in 

emphasising the need and importance of the secondary use of healthcare 

data. Some of the purposes are to: inform areas of quality improvements and 

decision making at organisation level (Yang et al. 2015); detect general 

medical problems (Jensen et al. 2012); allocate resources (Kuo 2011); treat 

patients and find cures for various types of diseases; and predict epidemics 

(Yang et al. 2015). The secondary use of healthcare data involves 

conducting analysis on data that is collected and integrated taken from 

various operational data sources. In order to make this process efficient and 

easy, there require 
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effective and robust data management solutions/systems with the specific 

aim of its potential secondary uses. 

The research and practical evidence shows that a range of technologies and 

systems have been designed and developed for effective management of 

healthcare data to facilitate its secondary use. Some of the main examples 

are Clinical Data Repositories (CDR) and Decision Support systems (DSS) 

(Gray and Watson 1998). These systems embed the concept of warehousing 

data that is taken from various operational systems (such as clinical, 

administrative and financial systems) and stored in a format that facilitates 

secondary uses such as, reporting, data mining and research.  

Healthcare is embracing the concept of warehousing for its everyday 

generated data to extract knowledge for clinical decision-making, better 

integrated care, operations, resource planning, and medical research (del 

Hoyo-Barbolla and Lees 2002; HiMSS 2009; Chen 2012; Mohammed and 

Talab 2014). A growing body of literature indicates that warehousing may 

offer a robust solution for data management for secondary uses in a number 

of healthcare areas. For example, data warehousing has been successfully 

used to manage information related to infection control data for assessing 

quality performance (Wisniewski et al. 2003), clinical data for financial 

analysis (Silver et al. 2001) and estimates for cost and frequency of adverse 

drug events (Einbinder and Scully 2002). Further, data warehousing has also 

been used to facilitate the reuse of rehabilitation data to support clinical 

benchmarking (Completo et al. 2012); specifying and detecting clinical 

phenotypes for quality improvements (Post et al. 2013); the interrogation of 
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medical bioterrorism surveillance data to facilitate pattern and anomalous 

situation recognition  
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(Berndt et al. 2003); clinical data mining (Zhou et al. 2010); and secondary 

research using patients’ administrative data concerning their admissions, 

outpatient appointments and accident and emergency visit data within NHS 

hospitals in England (Health and Social Care Information Centre 2015b). 

Next, I will explore some of the determinant factors for using data 

warehouses in healthcare. These are the value of historical data for a range 

of analysis, data linkage and integration and further availability of large 

amounts of healthcare data for analytics such as data mining.  

3.4.1. Historic value of healthcare data 

A data warehouse provides an electronic repository for historic data 

collection to support its further analysis and reporting.  It has been argued 

that healthcare data become more valuable as they become older and 

historic (Inmon 2012b). For example, historic healthcare data can identify 

patterns and trends of diseases in relation to various treatments and patients’ 

lifestyles (Yang et al. 2015). Further, data collected from individual patients’ 

care records can be integrated overtime to see trends and patterns that have 

occurred longitudinally. For example, the General Practice Research 

Database (2010) has collected and integrated anonymised data from patient 

records from nearly 6000 general practices nationwide since 1987 on a 

regular basis. Run by the UK Medicines and Healthcare products Regulatory 

Agency of the Department of Health, the data from the GPRD is used for a 

variety of medical and public health research purposes. This includes 

investigating: side effects of various type of medicines; causes of disease 

and medical disorders and associated link factors; outcomes of treatments 
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and areas of unmet medical needs; and treatments or services that work 

best (GPRD 2010). However, such data  
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linkage and integration require robust technical data management solutions, 

such as data warehousing. 

3.4.2. Data linkage and integration  

A data warehouse provides a platform to facilitate data linkage and 

integration activity. As healthcare is provided in several types of care 

provider organisations (such as local GP practices, hospitals, care homes), it 

is widely accepted that integration or linkage  of healthcare data can produce 

new insights and knowledge, which can be used for a range of secondary 

purposes. For example, by using the Data Linkage and Extract Service, in 

England, the Department for Transport linked their road traffic injury 

database to the HES (Hospital Episode Statistics) (Health and Social Care 

Information centre 2015c) database in order to produce a rich dataset to 

explore accident circumstances and medical diagnosis (Administrative Data 

Liaison Service 2012). At a global level, in Sweden, a study that recruited 12-

million persons’ (blood donors and recipients) linked datasets and its findings 

contributed towards negating the myth that blood transfusion can transmit 

Cancer (Edgren et al. 2007).  

From a technological perspective, two main approaches are used for linking 

and integrating healthcare data for secondary uses. One is the hub-and-

spoke repository architecture while the other is point-to-point information 

exchange architecture (Stolba 2007). Both of these data integration 

approaches support different technical architectural ways of collecting, 

integrating, storing and using data. Within the point-to-point architectural 

approach each data provider develops and maintains its own databases 



89 
 

locally; data are then integrated when needed on request (Stolba 2007). 

Using point–to-point information  
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exchange architecture for data management, various interfaces are designed 

and developed between data providers and data users for communication 

and data-sharing purposes. However, there are many issues with this latter 

approach, including data consistency and quality. Further, it is cost and time 

consuming to interpret various data sets into required formats whenever the 

integrated data is needed, which can cause consistency issues because the 

same data is exchanged between systems many times (Stolba 2007). It is 

therefore challenging to manage such systems and govern data within it. 

The hub-and-spoke architectural approach on the other hand provides a 

solution for collecting data from various data providers and storing them in a 

repository before disseminating them to a variety of users. This approach 

provides a number of users with access to timely and consolidated data. For 

example, within the National Health Service (NHS) in the UK, Hospital 

Episode Statistics (HES) is a data warehouse that stores administrative data 

of patients’ admissions, outpatients’ appointments and Accident and 

Emergency details within NHS hospitals in England (Health and Social Care 

Information Centre 2015b). The relevant data is collected about each patient 

(demographic, clinical and administrative) during her/his stay within the 

hospital and submitted by the hospital to the HES to claim payments for the 

care that is delivered. HES collects this information from all NHS hospitals in 

England and is designed to be used for secondary purposes, i.e. non-clinical 

purposes. A wide range of users can have access to the HES data, such as 

local commissioning organisations, healthcare-provider organisations, 

researchers and commercial healthcare bodies, national bodies and 
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regulators and patients and carers (Health and Social Care Information 

Centre 2015c).  

A range of systems have been designed and developed based on the above 

mentioned two approaches for data integration, which are based on the 

common objective of supplying healthcare providers with integrated and 

good-quality data to improve the quality of healthcare through decision 

making and research (Stolba 2007; Chisholm 2008). However, considering 

the issues with point-to-point data exchange architecture, many have 

suggested the hub-and-spoke architectural approach as the preferable 

approach (Chisholm 2008; Stolba 2007).  

3.4.3. Analytics on healthcare data  

Data analytics is a major activity associated with healthcare data, which is 

increasing in volume on a daily basis. The main reason is the use of 

information technology that has eased the way healthcare data is collected 

and thus has contributed to increasing its volume. Further, the integration of 

this data produces large amounts of data sets. Chen (2012) argues that such 

a huge amount of data is useless until it is further explored for identifying 

meaningful information. Abidi (2001) also adds that healthcare generates 

‘rich data’ but ‘poor knowledge’. In order to explore healthcare data for 

meaningful information and useful knowledge, a range of analytical tools are 

available, which when applied to data stored within the warehouses can 

provide useful outcomes. One of these common sets of tools for analysis 

purposes is data mining tools. Data mining tools are used for extracting 

information about the trends and patterns within the data for better decision-
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making (Zhou et al. 2010). The data mining process within healthcare 

produces insights into the  
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integrated data that are not usually obvious in individual datasets prior to 

their integration (Yang et al. 2015).  

Chen (2012) and Abidi (2001) emphasis the need of warehousing healthcare 

data so that various analytical tools including data mining tools can be 

implemented to explore data to retrieve useful information. A range of 

examples is available in the literature to demonstrate the applicability of this. 

For example, a study applied data mining tools to the data obtained from 

NIHRD (National Health Insurance Research Database; NHIRD) datasets 

from Taiwan’s national health insurance database. The authors studied the 

comorbidity of ADHD (Attention Deficit/Hyperactivity Disorder) and found 

associations with psychiatric disorders in ADHD children (Chen et al. 2003). 

Within the UK, an example of administrative healthcare databases is the 

General Practice Research Database (GPRD 2010). These databases store 

data collected from the operational systems used within various general 

practices over a period of time to facilitate research studies. A DCM data 

resource with integrated and historic data can also enhance the potential of 

DCM data for various types of analytics such as data mining and reporting 

(Khalid 2010). However, this requires a data warehouse solution. 

So far, I have explored the significance of data warehousing within 

healthcare, which provides a technical platform to store historic and 

integrated data for various analytical purposes. For the same reasons, a 

concept of data warehousing for DCM data was also proposed in my 

previous study. This study is examined in detail next with the aim to describe 

the proposed functions/uses and structure of the data warehouse. Various 
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technical features will be highlighted that were proposed and then developed 

for the purpose of  
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that specific study. Further, the significance of user views are also 

highlighted in relations to various aspects of data warehouse, which will 

underline the limitations of my previous study.  

3.5. DCM data management framework: a data warehouse approach 

As was discussed in Chapter 1, in a previous study I proposed a two-step 

framework for warehousing the DCM data for secondary uses. A two-step 

framework includes three main components, as shown in Figure, 3 and are 

explained next. 
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Figure 3: A two-step approach for warehousing Dementia Care Mapping (DCM) data (taken from 

Khalid 2010: 66)  



96 
 

3.5.1. Data-access component 

This component deals with data sources which provide data for storage 

purposes within a warehouse repository. Within DCM data warehousing, a 

DCM international database was proposed as the main data source for the 

DCM data warehouse (Khalid 2010). There were two main reasons that 

influenced this recommendation. The first was that the DCM international 

database application is the only electronic system to date that will be 

collecting DCM data from national and international mappers. Second, the 

DCM international database is specifically designed for storing only quality 

DCM data, as the interface is tailored to deal with data quality issues (Khalid 

2010). For example, in DCM, some coding combinations of BCC and ME are 

not permitted (e.g. B-1). In the DCM database, wrong combinations of codes 

cannot be entered as, at the interface and within the database, rigorous data-

validity aspects were considered while designing and developing the first 

prototype (Khalid 2009). The University of Bradford’s DCM database, the 

‘arc|hive’, is built on the concept and the first prototype of the DCM 

international database (Khalid 2009) and therefore it holds the same 

characteristics in terms of dealing with data quality issues.  

The extraction of quality DCM data, collected and stored from various 

individual mappers and organisations, would make it possible to conduct 

secondary analysis on the richer and wider DCM data. The process of 

extraction and integration is a process of data transfer between two 

databases. This process is explained next. 
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3.5.2. Data extraction, transformation and storage component 

Extraction and transformation process 

For warehousing, data is extracted from a range of identified data sources, 

transformed into a compatible format and loaded into the warehouse 

repository for further use (Skoutas and Simitsis 2007). As mentioned above, 

within the DCM data-management framework, the primary source of the data 

warehouse will be the DCM international database or the arc|hive database. 

However, DCM data from a variety of other sources could also be acquired 

within the data warehouse in order to provide data to support a range of 

users’ needs. At the data transformation stage, the quality of the extracted 

data is checked again for anomalies, irregularities and incompleteness. Once 

the data is considered quality data, it is transformed into various formats 

before being loaded into the warehouse. The formats are determined by user 

requirements of information from the system. My previous study performed 

an extraction and transformation process for moving data from the DCM 

international database to a DCM data-warehouse repository. While efforts 

were made to transfer from one database structure (a relational model of the 

DCM international database) to another (a multidimensional model of a data 

warehouse), the process was relatively less complex, as the extraction and 

transformation process was established between two database structures for 

demonstration purposes. According to Takecian et al. (2013), this process 

becomes complicated when data need to be acquired from various sources 

which might not share the same structural format, nor the same physical 

location. In these cases, issues of data quality and security can emerge, as 
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will be explored later in this chapter. User requirements might identify data 

that need to be collected  
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from sources other than the DCM international database and therefore 

issues of quality, security, linkage and, most of all, availability can emerge.    

DCM data warehouse repository 

The function of a data warehouse is to store DCM data, which is primarily 

taken from the DCM international database, spreadsheets, flat files and other 

databases, in a format that provides easy and efficient accessibility for 

potential secondary uses. As with any other database, the data within a 

warehouse is stored within tables. However, these tables are called fact and 

dimension tables (Ponniah 2001). The fact table contains facts that can be 

multiple and that are referred to as important data attributes within a table. 

These data attributes have numerical or calculated values (Browning and 

Mundy 2001). Dimension tables, linked to the fact table, express the details 

and justification of the facts for rich and detailed analysis. For example, in the 

DCM data warehouse, the fact about the wellbeing of people with dementia 

can be explored from various dimensions related to the particular gender, 

area, care setting, age group and mappings.  

Gallo et al. (2010) argue that the entities (such as people with dementia, care 

settings and mapping sessions in the context of DCM), about which data is 

collected, usually have many characteristics and, as asserted by Moody and 

Kortink (2000), the data is addictive and users usually want to explore all 

these characteristics and require a multidimensional view of data. A 

dimensional data model containing fact and dimension tables can provide a 

multidimensional view of data. These views are usually acquired through 
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user requirements and enable users to analyse the data from different 

angles. For  
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example, the user can ask for information such as the well-being or ill-being 

score of an individual service user at unit level, organisational level or even 

national and international level in a specific time period, which can be 

specified as days, weeks, months, years or decades. The user can also ask 

for details of all maps undertaken by a particular mapper or within a 

particular care setting, specified in terms of type and size, and in a particular 

area specified as local, national or international. While assumptions have 

been made that users might have such requirements for a multidimensional 

view of DCM data, there is no evidence concerning whether or how users 

perceive the use of DCM data for secondary purposes. To develop a user-

accepted data warehouse, users’ views and perceptions of their potential 

data use need to be obtained.  

Parmanto et al. (2005) assert that, within healthcare, data usually need multi-

level analysis. Therefore, it is important to find the right granularity for 

different levels of analysis. This means identifying at exactly what level the 

analysis of the data is required. For example, if it is required to provide a 

summary view of all patients who have been diagnosed with a specific 

disease, the data is required at the lowest granular level, which means an 

aggregated view of all patients’ data. However, if the aim of the analysis is to 

identify a specific disease history of a single patient, the data needs to be 

available at the highest granular level, which means looking at individual 

patient-level data. Finding the right level of granularity requires storing data 

at various granular levels. A multidimensional data model supports this, 

including data storage at an atomic level, where individual patient-level 
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information is obtained for analysis, and at an aggregated level, where data 

is summarised  
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and aggregated based on the needs of a specific type of analysis. Further, 

data arranged at various levels also support drill-down and roll-up activities, 

where the aim is to conduct in-depth analysis. To exemplify this, Parmento et 

al. (2005) discuss their need to analyse the rehabilitation data at various 

levels such as a summarised report of each episode of care for each patient 

and progress information of each patient between treatments. They 

generalised that such analysis at a multiple level is imperative in healthcare, 

usually when the aim is to analyse healthcare outcomes.  

Data is arranged at various granularity levels within the fact tables (Ponniah 

2001; Stolba 2007). Depending on user needs, this means that sometimes 

the data is summarised or aggregated to make its availability easy and 

efficient for users. For example, an organisation manager who is managing 

many units within her/his organisation might require the average wellbeing/ill-

being (WIB) score of all service users within each unit or across all units and 

she/he might want to see the WIB score based on the gender of service 

users. DCM data therefore need to be summarised or aggregated to answer 

such questions. Sometimes the data within the fact tables is arranged at the 

highest granularity level so that the information can be retrieved at a 

basic/atomic level. For example, information about each service user’s BCC 

or ME, or related PDs or PEs, can be extracted with reference to a particular 

mapping, care setting and time period. Likewise, information about a 

particular care setting having a specific number of PDs or PEs can be 

extracted with reference to the specific time period. The data within the 

warehouse can, therefore, be arranged in a variety of fashions for easy and 
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efficient retrieval. However, the data warehouse needs to be designed with 

the specific DCM data requirements in  
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mind. Such requirements can be elicited from the users, from existing 

systems and from their documentation. However, the literature emphasises 

user involvement in terms of identifying their data needs, arguing that 

potential data users are familiar with their analytical needs and the levels of 

detail they require for a specific analysis (Browning and Mundy 2001).  

The previous study that I undertook (Khalid 2010) proposed a data model for 

a DCM data warehouse. The effectiveness of this data model was 

demonstrated by running some experimental queries on limited DCM data. 

The proposed data model consisted of two anticipated facts from the DCM 

data, such as ‘Fact DCM’ and ‘Fact WIB’. These facts tables were created to 

represent data at both the highest and lowest granularity levels. Fact DCM 

(Figure 4) was created at the highest granular level, where the fact about 

each service user having BCCs and MEs, PDs and PEs, can be extracted 

according to the individual mapping sessions in a particular unit and in a 

particular area. A range of queries were written using this table to extract 

data at an atomic level.  

 The following examplary queries also show the multidiemsnional view of 

DCM data: 

 What are the five most common BCCs for maps conducted during 

2007, 2008 and 2009? 

 How many mapping sessions were done in UK Trust Homes in 1999 

& 2000?  

 What is the % of +3's MEs scored on a group level across all units in 

maps from 1 Jan 2008 - 30th June 2008? 
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Figure 4: A fact table (data arranged at highest granularity level) and various dimension tables (taken 

from Khalid 2010: 73) 

Fact tables can be created showing aggregated data around specific facts to 

support queries based on summary numbers (Shahbaz Ul Haq 2016). 

Therefore, to demonstrate the data aggregation, a fact table, Fact WIB, was 

created to calculate the well- or ill-being (WIB) average measure in service 

users (Figure 5). 
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Figure 5: A fact table (data arranged at lowest granularity level) and various dimension tables taken 

from Khalid 2010: 79) 

The following examplary queries were written to demonstarte the data 

retrieval at a lowest granularity level. 

 What is the average group WIB score for maps conducted during 

1999? 

 What are average WIB Scores of all female service users in Trust 

Homes and Care homes ? 
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While my previous study proposed a multidimensional data model for a DCM 

data warehouse that show data arranged in both high and low granular forms 

(as shown above), the users‘ views regarding their potential secondary uses  
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were unknown. This information can reflects the user-required dimensional 

aspects and the granularity of the data, which needs to be considered for 

designing a user-acceptable DCM data warehouse.  

Data within the warehouse can also be stored at various visibility levels 

depending on user requirements and on the use of the data within the 

warehouse. For example, a data warehouse designed to store public data for 

secondary uses, such as research, is usually required to store anonymised 

or pseudo-anonymised data. While in the previous study that I undertook 

(Khalid 2010), a conecpt of the warehouse was proposed for managing DCM 

data for secondary uses, however, the data-visibility levels were not known 

as these depend on user requirements. 

3.5.3. Data dissemination component 

Data warehouses provide a data-sharing platform as well as a data 

repository that stores historic and integrated data in a multidimensional 

format (Ponniah 2001). A data warehouse either provides access to the raw 

dataset or generates analytical reports from the data (Browning and Mundy 

2001). Different analytical applications could be implemented in the 

warehouse to provide different users with the opportunity to extract data for a 

number of purposes, such as reporting using an online analytical processing 

tool (OLAP), decision-making using decision-support systems (DSS) and 

data-mining7 applications (Chaudary and Dayal 1997). The OLAP tools 

provide users with the facility to drill down to the atomic level or to roll up to 

                                            
7
 Data mining (DM) is the process of extracting the most valuable knowledge from a large 

amount of data. 
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the aggregated data for summaries (Ponniah 2001). Users are able to 

analyse the data from  
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different angles. For example, it is possible to find out information such as 

the WIB score of each service user in a particular unit in a specific time 

period, or the details of all mapping sessions undertaken by a particular 

mapper in a particular year etc. A DCM data warehouse could enable users 

at different authority levels to customise the process of information retrieval 

using a multidimensional view of data on OLAP tools.  

A data warehouse also provides an ideal platform for retrieving data for data 

mining. For data mining, the data needs to be clean, of good quality and 

available in granular form so that various trends and patterns can be 

extracted at any level of data granularity from different aspects. A data 

warehouse provides an integrated environment with historical data stored at 

different granularity levels and abstraction levels for data-mining techniques. 

The literature offers a plethora of examples where data warehouses are used 

for providing historic and integrated data for data-mining purposes (Zhou et 

al. 2010; Yang and Chen 2015; Yang et al. 2015). In my previous study, I 

also provided an example of using DCM data from the warehouse for data-

mining purposes by using a small amount of simulated data for 

demonstration purposes (Khalid 2010). It is important to capture the user 

requirements in order to design a data warehouse that can disseminate the 

required data to various users. There is a lack of knowledge about what type 

of data the potential DCM data-warehouse users would require and for what 

purposes within the warehouse.  

In summary, my previous study demonstrated the technical feasibility of 

collecting, integrating and storing DCM data for secondary purposes. It also 

showed the workability of the data-warehouse structure for providing data for  
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secondary uses such as data mining (Khalid 2010). However, the major 

limitation of this study was the lack of potential users’ involvement in it. 

Browning and Mundy (2001) assert that users’ information requirements 

reflect the type of data they need and their analytical needs (e.g. the levels 

and dimensions on which they want to explore the data), which are 

significant for designing data models for the creation of various fact and 

dimension tables and data attributes. The data models designed using users’ 

information requirements can be developed into systems that are not just 

technically successful but user-acceptable as well (List et al. 2002). 

Therefore, a study was required to gather user requirements for a DCM data 

warehouse. 

Further, various functions of a data warehouse have different technical and 

social implications. While the technical aspects define data formats, 

granularity and visibility levels, the social aspects are related to data quality 

and security issues for a data warehouse. A data warehouse designed for 

quality improvement or decision-making within an organisation has different 

implications in terms of data quality and security than does a warehouse 

designed for storing and disseminating data for general research purposes. 

While the previous study (Khalid 2010) proposed the technical concept, it 

was limited in discussing the data quality and security issues related to 

warehousing DCM data. The next section explores these issues in detail. 

3.6. Data quality and security challenges  

So far, I have explained the concept of data warehousing and demonstrated 

that it provides a technical platform for linkage and usage of healthcare data 
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for storage and analytical purposes. A data warehouse stores data that is 

taken from various sources for the purpose of secondary use, which means  
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that data is usually used away from the time, place and purpose of its original 

collection (primary use) (Gardyn 1997). Whilst, as discussed earlier, 

secondary use of healthcare data is enabling exciting opportunities for 

improving healthcare, the literature signifies a number of issues, challenges 

and requirements for secondary use. The most commonly reported 

challenges are related to data quality and data security. With the aim of 

examining both of these issues in relation to healthcare data and DCM data 

in detail in this chapter, I will first discuss the data quality challenges and 

requirements. Data quality is a complex concept and is defined using various 

dimensions, as will be explained later. I will therefore first explore how the 

concept of data quality is defined and what approaches are used to identify 

and define various quality dimensions in relation to information systems, 

particularly data warehouses. Based on this concept of data quality, I will 

then examine various studies to illustrate the challenges associated with to 

data quality within healthcare data warehousing. I will also highlight the 

literature that signifies the importance of user views for identifying issues that 

can further inform the data quality aspects within a data warehouse.   

3.6.1. Data quality 

Data quality is considered a multidimensional concept (Wang and Strong 

1996; Weiskopf et al. 2013). Wang and Strong (1996: 6) define a data quality 

dimension “as a set of data attributes that represent a single aspect or 

construct of data quality”. Quality of data can be assessed through its various 

dimensions. In the context of information systems, a number of studies 

reported using various theoretical and practical methods of exploring and 

developing data quality dimensions, frameworks and  
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classifications. For example, Shanks and Darke (1998) used a theoretical 

perspective to identify and define data quality dimensions. They assert that 

within an information system, data quality could be influenced at four levels. 

The first is the Syntactic level, concerned with the structure of the data, 

related to consistency in data and usually relevant to data warehouses, as 

data is collected and stored taken from various sources and consistency is 

noted as a major data quality issue (Gardyn 1997). Second is the Semantic 

level, concerned with the meaning of data and having goals of completeness 

and accuracy. Third is the Empirical level, which concerns the usage of data 

and has goals of usability and usefulness (Kahn et al. 1997). Fourthly and 

finally, the Social level is concerned with social level activities, which 

concerns how data is interpreted and understood within various 

organisations.  

The differences in interpretations and understanding can have an impact on 

data quality. According to Shanks and Darke (1998), the social level 

concerns are important within a data warehouse context when data is 

exchanged between data providers with various social and cultural 

differences. Shanks and Darke’s work was extended by Shanks and Corbitt 

(1999) where they give greater focus to the social and cultural aspects of 

data quality. They also argue that meaning of data is a social construction 

rather than an objective reality and therefore, social and cultural aspects 

significantly influence how the data is created and interpreted. As a data 

warehouse integrates data that might be taken from various countries, where 

the data is created and interpreted based on their own social and cultural 

norms, social level data quality issues can emerge. In the context of DCM, it 
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is used in various countries across many continents. While a data warehouse 

can facilitate the technical integration of  
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internationally collected DCM data for richer and deeper analysis, the data 

might reflect each country’s social and cultural norms, which can create data 

quality issues. Data representation within systems may be different in 

different countries. For example, American systems use a different format of 

writing dates from that of many other countries. This can influence how the 

‘date of mapping’, as an important part of DCM data, is presented in a 

system which will source the data warehouse. Such data quality issues are 

common in systems sharing data across countries (Kossarova et al. 2015). 

To deal with these types of issues, as mentioned previously, the DCM 

international database was suggested as a common system for collecting 

data from mappers and organisations from various countries (Khalid 2010). 

This system provides a common interface and application for all types of 

users to input their data in a standard format. 

While the above-mentioned issue has been dealt with by proposing the DCM 

international database to collect data from various sources in a standard 

format (Khalid 2010), the literature also suggests some other solutions to 

deal with social level data quality issues. For example, Shanks and Corbitt 

(1999: 792) propose three strategies for improving social level data quality 

and suggest considering these strategies while developing a data 

warehouse: viewpoint analysis, conflict analysis and cultural immersion. A 

viewpoint analysis is the process of “identifying, understanding and 

representing different stakeholders’ viewpoints”. Conflict analysis is a 

technique to “encourage groups of stakeholders with conflicting 

interpretations of data to discuss their differences and develop mutual 
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understanding of each other’s position”. Cultural immersion “involves 

becoming part of a different culture and  
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requires considerable time and effort”. In order to improve data quality from a 

social perspective, Shanks and Corbitt suggest that it is necessary for the 

analyst to develop a deeper understanding of another point of view and 

understand different interpretations of data and origins of bias. Therefore, 

user involvement to support analysts in identifying their views and 

perceptions about the use of data is considered significant for a data 

warehouse (Teixeira et al. 2012).  

While Shanks and Darke’s (1998) and Shanks and Corbitt’s (1999) quality 

dimensions were driven by a theory and provided a wider perspective on 

data quality, and Shanks and Corbitt’s (1999) quality dimensions encourage 

understanding of social quality dimensions, both of their approaches lack 

consideration of data users’ views regarding their perception of the quality of 

data.   

Wang and Strong (1996) employed an empirical approach and reported on 

the identification and definition of data quality dimensions that have been 

identified based on data users’ views. They used a two-survey method to 

collect empirical data from experienced data users, who used data to make 

decisions in their professional and academic life, recruited from US-based 

industries and universities. They explored the experienced users’ views 

regarding their perception of data quality based on their subjective 

assessment of the characteristics that could fit for their own tasks of using 

data. Based on these data users’ views, Wang and Strong (1996: 6) 

conceptualised various aspects of data quality and defined it as “fit for use by 

data consumers”. They identified data quality dimensions based on attributes 
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of accuracy, timeliness, reliability, currency, completeness, relevance, 

accessibility, interpretability and  
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precision. They organised the identified dimensions into four categories 

called intrinsic, contextual, accessibility and representational. The intrinsic 

category contains dimensions that define the quality of data content 

regardless of any context within which it will be used and the system within 

which it will be stored. This means that any data obtained from any 

information system for any purpose should be not just accurate (accuracy) 

and objective (objectivity) but it should be believable (believability) and come 

from reputable sources (reputation).  

The contextual category contains dimensions that define the quality of data 

within a specific context. For example, the primary use of data holds different 

criteria of quality than the secondary use (Gardyn 2009). Wang and Strong 

(1996) assert that the contextual data quality dimensions can be set based 

on the specific use of the data. Therefore, they maintain that data should be 

relevant to the task/purpose of using data (relevancy), timely (timeliness), 

and should be of an appropriate amount to complete the specific purpose 

(appropriate amount of data). The accessibility and representational 

categories include dimensions that define quality in relation to how easy and 

secure it is to access systems (security access) and data (usability) as well 

as how easy it is to understand (ease of understanding) and interpret 

(interpretability) data. 

Wang and Strong’s framework provides a comprehensive list of important 

data quality dimensions and has therefore been used for identifying, defining, 

assessing and comparing quality issues within various fields, including 

healthcare and data warehouses. For example, using Wang and Strong’s 

(1996) data quality framework, Giannoccaro and Shanks (1999) carried out a  
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study into understanding the relationship between different stakeholder types 

in the data warehouse environment and categories of data quality 

dimensions. They recruited data warehouse stakeholders to identify user’s 

task specific data quality dimensions. They defined the stakeholders as, 

users involved in creating data (data producers), using data (data users), 

maintaining data (data custodians) and managing data (data managers) 

within a data warehouse environment. Using Wang and Strong’s framework, 

they proposed relationship instances between stakeholder groups and 

related data quality dimensions. They used a case study of a large transport 

company’s data warehouse to examine the validity of the relationships. 

Based on this case study, Giannoccaro and Shanks (1999) also explained 

the quality requirements and concerns from the stakeholder groups. 

According to their study findings, data producers were mostly concerned with 

accuracy and believability of the data within the warehouse and data users 

were concerned with accessing relevant data that was consistent and timely 

to fulfil their needs of data use for a specific task. Overall, Giannoccaro and 

Shanks (1999) concluded that all data warehouse stakeholders hold different 

views regarding the quality of data, based on their roles within the 

warehouse development.  

Kumar and Thareja (2013) concurred with Giannoccaro and Shanks that 

stakeholders involved in a data warehouse project could have various quality 

issues and might have different views on quality of data. They recommend 

that a warehouse development project should consider all stakeholders’ 

quality issues and problems and understand what data quality aspects are 

important to each. In Wang and Strong’s (1996) study, in order to define the 
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quality dimensions and demonstrate the applicability of the data quality 

framework,  
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the data users were chosen from an environment where a data warehouse 

was being used. This might be the reason why the data users’ views were 

mostly related to the accessibility, usability, consistency and completeness 

aspects of data quality, rather than to trustworthiness or believability of data. 

The issues of trustworthiness or believability can emerge when data users 

are not part of the existing data warehouse environment and do not hold any 

stake in the warehouse project (Schaefer et al. 2011). Believability of data 

are important issues where data is collected from various sources, outside 

the organisational control and without checks regarding who is providing the 

data and how the data was collected, managed and used before its storage 

within the warehouse. This data quality dimension is of concern to 

warehouses which store archived data or provide data for research purposes 

(UK Biobank 2012). In this context, studies have used the term ‘provenance 

of data’, which means providing information about what, when, why, where 

and who collected the data before its storage within the warehouse 

(Simmhan et al. 2005). Based on this information, the user can assess the 

quality of data. For example, the UK Biobank data resource provides 

provenance information to the prospective users about the origin of the data 

stored within the resource and the methods of data collection, so that data 

quality can be judged by the data user in relation to the particular research 

question being addressed (UK Biobank 2012).     

The above literature highlights that while various methods have been used 

for defining data quality, including user-driven approaches, there is, as yet, 

no consensus on what could be seen as a set of complete data quality 

dimensions or agreed definitions of these (Wand and Wang 1996; Weiskopf 
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and Weng 2012). The literature, however, suggests that the identification and 

definition  
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of data quality dimensions depends on various data related aspects. These 

include the context within which the data is used, the intrinsic or inherent 

nature of the data, the function of the system within which the data is 

managed for various uses and social aspects of data. While all these data 

related aspects are related to a data warehouse, the lack of agreement on 

data quality dimensions and their association with various data related 

aspects can be seen within both data and warehouse related literature in 

healthcare, as reviewed next. 

3.6.2. Data quality requirements in data warehouses 

Data quality plays a significant role and is a key factor in the success of data 

warehousing (Giannoccaro and Shanks 1999; Kimball and Ross 2002; 

Verma et al. 2014). Good quality data ensures users’ trust in the data 

warehouse system, making it more usable and acceptable (Kumar and 

Thareja 2013). Poor quality data within an organisation can have significant 

social and economic impacts (Wang and Strong 1996; Redman 1998). 

Therefore, data quality is identified as a major issue in data warehouse 

literature. It is usually associated with technical processes of the system, the 

intrinsic nature of the data (e.g. healthcare data) and secondary use of data 

(Botsis et al. 2010; Weiskopf et al. 2013).  

In addition to data quality challenges, the literature also highlights the 

organisational challenges, which are related to the preparedness of 

organisations to implement data warehouses that require resources, training 

and continuous maintenance (del Hoyo-Barbolla and Lees 2002). The aim of 

the current study was to focus on data related requirements, issues and 

challenges within a data warehouse. Therefore, this section will only examine 
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the data quality challenges that can emerge at a technical or system level, in 

relation to the nature of healthcare data and the context within which it is 

used.  While doing so, I will also identify the potential quality issues with 

DCM data and how some of these were solved in my previous study and 

what yet need to be explored. 

In relation to technical processes, data quality issues can emerge at various 

stages of warehousing. The most reported aspects are related to business 

analysis (Mohammed and Talab 2014) and data acquisition and integration 

within the warehouse (Singh and Singh 2010). The first aspect is related to 

business analysis, which is the identification of a business purpose, its 

problems and solutions (Hass et al. 2007). In the context of data 

warehousing, business analysis refers to identifying user requirements in 

order to understand the purpose, scope, problems, issues and solutions 

related to its design (Mohammed and Talab 2014). According to Gray (2004), 

a data warehouse within healthcare does not achieve its objectives unless its 

scope is determined. Failure to identify clear quality requirements to set the 

scope of a data warehouse is identified in the literature as one of the major 

challenges (Mohammed and Talab 2014). In order to deal with this quality 

problem, it is therefore important to set the scope for a DCM data warehouse 

based on user-driven requirements. 

The second aspect is related to the quality issues that can emerge at a data 

source level during the data acquisition process. One of the reasons for 

these quality issues is incomplete, inconsistent and inaccurate data within 

the source systems. Another reason is related to the variations in the type, 
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amount and format of the data within data sources. Both of these problems 

can create data  
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availability and incompatibility issues (Wang and Strong 1996). Data 

availability issues are associated with the system’s inability to collect, store 

and provide the required data within the warehouse. Incompatibility of data 

within a warehouse is associated with data that is not relevant, consistent, 

accurate or complete in regard to the task at hand (Wang and Strong 1996). 

In order to deal with data availability and data incompatibility issues, the 

need has been emphasised for identifying good quality data sources for 

obtaining data for a data warehouse, hence suggesting dealing with data 

quality issues at data-source level (Singh and Singh 2010).  

In order to deal with the DCM data quality issues at the source level, within 

the two-step DCM data warehousing structure, the international database 

was proposed as the main data source for the data warehouse. This 

database system was proposed to be designed to deal with data quality 

issues at both data structure and presentation levels. For example, the 

database structure does not allow the entry of any wrong or incomplete 

combination of the codes within the system. While some of the issues have 

been considered within the DCM international database, the availability and 

incompatibility issues are assessed according to users’ data requirements 

within the warehouse. This therefore requires identifying users’ views in 

terms of their potential requirements for a data warehouse. These 

requirements then need assessing in terms of what data needs to go into the 

warehouse and what sources can provide the required data.   

The third main aspect is that of quality issues at a data integration level. A 

data warehouse stores data that is collected from various sources. These 
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sources usually store data in diverse formats and locations. Consolidation of 

diverse  
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and fragmented data into a unified view within a data warehouse to facilitate 

secondary analysis can create quality issues at a data integration level 

(Mohammed and Talab 2014). Therefore, it is emphasised that use should 

be made of effective tools and solutions to deal with data quality issues 

during the data integration process within the warehouse (Takecian et al. 

2013). A DCM data warehouse could potentially be collecting data taken 

from various sources, which will require taking quality measures at 

integration levels. 

While there are a number of studies reporting the technical processes or 

system related data quality issues within a data warehouse (Takecian et al. 

2013; Mohammed and Talab 2014; Verma et al. 2014), the quality issues 

related to the intrinsic nature of healthcare data are also highlighted in the 

literature. By nature, healthcare data is considered complex, heterogeneous 

and fragmented (Mohammed and Talab 2014): complex as it has varying 

definitions and medical standards; heterogeneous, as it is stored and 

captured in various formats (qualitative and quantitative data) and also 

stored in diverse formats (paper-based and electronic); and fragmented, as 

healthcare data is stored physically in various locations by various care 

providers.  

Based on these characteristics, a number of studies report data quality 

issues and challenges while using healthcare data for secondary uses and 

regarding its warehousing for this purpose (Botsis et al. 2010). Botsis et al. 

(2010) reported data quality issues during their study of survival analysis of 

pancreatic cancer patients. They used a clinical data warehouse, which 

stored Electronic Health Records (EHR) data taken from integrated 
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healthcare information systems and extracted data using an extensive three-

step process. They reported data incompleteness as a major quality issue, 

followed  
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by inaccuracy and inconsistency. They associate data quality issues with 

poor documentation, information fragmentation and a lack of contextual and 

detailed information in structured disease diagnosis. While acknowledging 

that there are variations in the semantic representation of data within various 

sources of EHR data, they also proposed a number of solutions for improving 

the quality of data. These include the use of standard content or standard 

common data elements within EHR and clinical registries for specific 

diseases with a pre-defined data format in order to integrate with EHR data.  

Similarly, Ancker et al. (2011) reported data quality issues while analysing 

data availability for secondary uses from a web-based project management 

system of EHR implementation within New York County, US. While they 

were not specifically dealing with health data, they acknowledged that their 

identified quality issues were similar to the clinical data quality issues for 

secondary uses as identified in other studies, including Botsis et al. (2010). 

For example, incompleteness, inaccuracy and inconsistency were the main 

identified issues. They assert that these data quality issues emerge when 

data is collected solely for internal or primary uses, where data is ensured to 

be of good quality for local use. They further make a point that if potential 

secondary use of data is pre-determined, primary data could also be 

collected and stored to meet the additional criteria of this secondary use.  

Further, flexibility in systems allows capture of the same data in different 

formats, variability in documentation and recording of data and variability in 

standardisation of data. In order to make data available for secondary uses, 

they recommend carefully documenting the details of the data, including 

contextual data, ensuring consistent data definitions, the  
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promotion of uniform standardisation and training for those who collect and 

enter data into systems.  

DCM data is rich but complex in nature. For example, DCM contains four 

types of codes, meaning that careful consideration is required when 

choosing the right code for the right situation. During mapping, a number of 

rules need to be considered while assigning the relevant code to a specific 

situation. Further, there are some specific code combinations that are not 

permitted within DCM coding rules which need to be considered to avoid 

data quality issues. It could therefore be argued that DCM data is intrinsically 

complex and that data quality issues can emerge while collecting data during 

observations as well as recording it in a data management system. While 

mappers are considered responsible for conducting mapping as effectively 

as possible (Bradford Dementia Group 2014), the data recording system 

should have an inbuilt functionality to deal with potential quality issues 

regarding DCM data. As discussed earlier, the DCM international database, 

the proposed main data source for a DCM data warehouse, deals with these 

issues by providing a DCM specific interface and a database structure, which 

will allow only the right codes in the right combinations to be entered by the 

mappers.    

In the context of healthcare, Sandra and Garmon (2007) reported issues 

related to the secondary analysis of data. These are as follows: difficulty in 

locating required data, incompatibility of data for primary and secondary 

research objectives, and data quality. Sandra and Garmon (2007) 

recommend that, in order to assess the completeness and accuracy of data 

for secondary uses, the following information should be available alongside 
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the data set: supporting documentation such as a codebook, summary 

reports, research  
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proposals and published studies. Such additional information, alongside the 

original data set, is called metadata which means data about data (Deelman 

et al. 2010). A number of real life projects, including UK Biobank, provide 

detailed metadata alongside data content to ensure the data users have 

access to all the information that can inform them about the quality of data 

content stored within the system. In the context of DCM data and its 

secondary use, there is a lack of any information about metadata 

requirements and the type of data that needs to be stored as metadata.  

In the context of a data warehouse, quality issues are also associated with 

the secondary use of data, (Gardyn 1997). The literature provides a number 

of studies, which identify and explain data quality related issues within 

healthcare, particularly when the aim is to use data for research purposes. 

Weiskopf and Weng (2012) conducted a review of studies which reported 

data quality issues and challenges while using EHR data for secondary 

analysis, particularly for research purposes. During their review, they focused 

on data quality dimensions and assessment methodologies that were 

reported within peer-reviewed literature and found 95 studies meeting their 

criteria. They identified that within the context of secondary use of healthcare 

data, the most common reported quality issues are as follows, completeness, 

correctness, concordance, plausibility and currency.  

Completeness of data assures that correct details of a patient are  presented 

within her/his healthcare record. Weiskopf and Weng (2012) assert that while 

completeness is the most commonly assessed dimension within the 

reviewed studies, the authors of these studies use diverse ways of assessing 
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it, which reflected their various perceptions and understandings of the term. 

For  
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example, some attributed the completeness of data to the presence or not of 

various expected or required data elements (Pearson et al. 1996). On the 

other hand, some attributed the completeness of data to its availability for the 

task at hand. For example, if a researcher establishes that the EHR data is 

complete enough for a specific purpose, the data is considered complete 

(Linder et al. 2009; Botsis et al. 2010).  

However, Weiskopf and Weng (2012) add that many of their reviewed 

studies were using different methods of assessing the quality of data. For 

example, the studies were using another source of data as the gold standard 

to assess EHR data completeness (Noel et al. 2010), looking at agreement 

between elements from the same source (Linder et al. 2009) or were looking 

at  agreement between the paper records and the EHR (Scobie et al. 1995). 

Based on their review, Weiskofp and Weng (2012) summarise that 

completeness of EHR data for secondary uses is assessed on various 

quality attributes such as, data availability, missing data, validity and 

sensitivity of data. As a result of this finding, Weiskopf et al. (2013) 

conducted a study to demonstrate that the concept of completeness in EHR 

is contextual, which means that there exist multiple interpretations of what is 

complete data within EHR depending on data needs and on its specific use, 

which will dictate how completeness is conceptualised. They further asserted 

that multiple interpretations of EHR completeness could lead data users to 

find different data sets and this could lead to different results. Therefore, they 

warned researchers and clinicians, who wish to re-use EHR data, to be 

mindful of what definition they use for completeness and to be transparent 
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while presenting their findings about what constitutes completeness of EHR 

data.  



140 
 

In Weiskopf and Weng’s review, the second most assessed quality 

dimension was the correctness of data. Correctness of data ensures that 

whatever is recorded about a patient is true. Concordance of data was the 

third most assessed quality dimension. This checks that a patient’s data is 

consistent between various sources or across various sources of EHR. 

Plausibility of data means that a data attribute within an EHR measures what 

it is supposed to measure. For plausibility, the assessment includes the 

degree to which the available data is trustworthy. Alongside trustworthiness, 

the terms validity and integrity were also used to explain the plausibility of 

EHR data. Trustworthy data is an important requirement in studies reporting 

the issue of data quality within a warehouse (Buneman et al. 2001; Hartig 

and Zhao 2009). Currency of the data ensures that the patient record is up-

to-date and timely.  

The DCM data warehouse will be storing data for secondary uses and 

therefore it is important to explore the related issues. However, currently 

there is a lack of any evidence about quality issues with the secondary use of 

DCM data. Further, various functions of the warehouse can have different 

data quality criteria and therefore different quality dimensions. For example, 

while data for benchmarking should be comparable, accurate and suitable, 

for research purposes the data should be complete, accurate, consistent and 

relevant (Weiskopf et al. 2012). Therefore, by drawing from the above 

literature, in the context of a DCM data warehouse, it is suggested that there 

is a need to first establish the use and then to identify the related data quality 

issues. 
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In summary, the technical processes (such as data integration) and the 

intrinsic nature and specific use of the data collectively influence data quality  
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within healthcare data warehouses. Further, the identification and definition 

of various data quality dimensions vary within the literature and are mostly 

determined by the nature and use of data. The literature suggests that there 

is a need to understand the nature of data and the need to establish how 

users perceive the quality of data in their tasks to identify the relevant 

dimensions or requirements of data quality. These quality dimensions are 

effective in solving the data quality problems (Tejay et al. 2006). The present 

study will be identifying the main uses of a data warehouse for DCM data, 

based on which the relevant data quality issues can be identified. 

Next, I will explore data security within data warehousing and the type of 

requirements that can emerge for such a purpose. 

3.6.3.  Data security requirements in data warehouses  

Healthcare data is considered sensitive, as it includes patients’ personal and 

medical details, including information about their lifestyle choices, which if 

combined can put patients at the risk of privacy threats (Lamas et al. 2015). 

Dealing with healthcare data therefore requires additional security measures 

(Faria and Cordeiro 2014). While primary use of healthcare data is 

concerned with patients’ own care and treatment, where practitioners or care 

providers are obliged to protect patients’ privacy, secondary use of the same 

data, particularly for research purposes, can raise additional data-protection 

and privacy concerns that elevate further ethical, legal and social 

requirements (Wiesenauer et al. 2012; Lamas et al. 2015). These 

requirements need to be identified and met to ensure data security within 

healthcare data warehouses (Wiesenauer et al. 2012). The ethical, legal and 

social requirements are discussed in detail later in this section.  
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Data security ensures that patients’ healthcare data is handled with 

confidence, integrity and privacy (Kaplan 2014). Within the warehouses, data 

security is achieved by implementing technical solutions that adhere to data 

protection and privacy laws and also meet users’ data-access requirements 

(Aleem et al. 2015). A number of individuals/organisations are responsible 

for ensuring data security within the warehouses. For example, data 

providers (e.g. health and social-care organisations) ensure that patients’ 

data is legally secure so that it can be shared with others. Data 

controllers/data custodians/data processors are those organisations or 

individuals who collect data from the data providers and ensure its lawful 

collection and processing within the warehouse and its further dissemination 

to potential data users. Data users are those who receive data from the 

warehouse, for example, researchers. Data users ensure that data is used 

only for the purpose(s) for which it was acquired from the data warehouse by 

meeting specific ethical requirements. All these individuals/organisations 

together ensure that healthcare data is collected, processed, disseminated 

and used within appropriate ethical and legal grounds.   

The literature indicated a number of challenges that must be met in order to 

achieve data security within healthcare data warehouses. Lamas et al. 

(2015) argue that current ethical and legal frameworks deal with data that is 

collected for primary uses, which is concerned with privacy and security 

issues related to patients’ data that is collected, processed and used for their 

own care treatment. However, as a data warehouse stores data taken from 

various sources Lamas et al. (2015) criticise the incompatibility of existing 
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ethical and legal frameworks for dealing with issues raised during 

warehousing data for  
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secondary uses, particularly for research purposes. Emphasising the need 

for specific ethical and legal considerations for warehousing the healthcare 

data for secondary uses, Lamas et al. (2015) identify the following main 

areas that need to be considered: 

 Patients’ rights (information and consent) 

 Care providers’ rights (agreement on data sharing) 

 Access issues (right of access) 

 Optimisation of data confidentiality (data-sharing) 

 Solidarity and common good (shared infrastructure) 

 Transparency 

 Trust 

Further, within the warehouses, like any other information system, secure 

data access is also a major security requirement. For example, the system 

must provide access only to authorised people and deny any unauthorised 

access for using or modifying the data. It must also provide the right data to 

the right users at the right time and keep a record of activities performed by 

its users (Aleem et al. 2015). While these basic security requirements do not 

just apply to the warehouses but to any other electronic information system, 

a warehouse is more prone to data security threats as it stores data taken 

from various sources and can be more attractive to hackers (Stolba et al. 

2006). To deal with these requirements, the need for a robust security 

infrastructure, encryption technologies and security governance process 

within the warehouse is emphasised (Aleem et al. 2015). Meeting these 

requirements means ensuring that healthcare data is made available in a 

trustworthy way (De Moor et al. 2015).  
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Any technical solution for securing healthcare data within data warehouses is 

only useful if the data being secured meets ethical, legal, social and technical 

requirements. While technical requirements ensure that warehouses are 

designed and developed to keep healthcare data access secure within the 

warehouse, Kaplan (2014) asserts that the ethical, legal and social 

requirements are related mainly to ensuring the privacy of patients through 

protecting their healthcare data in accordance with data-protection and 

privacy laws. Next, I will examine the ethical, legal and social requirements in 

detail with the specific aim of explaining how the areas of consent, 

transparency and anonymisation are dealt with in healthcare data 

warehouses.  

3.6.3.1. Ethical requirements  

The ethical requirements ensure that patients’ privacy is respected, which 

means that their healthcare data, particularly their personal data, is handled 

according to their own wishes. The patients’ wishes regarding secondary 

uses of their healthcare data is ensured through adherence to a consent 

procedure. According to the EU Data Protection Directive 95/46/CE, Article 

2(h) (EU Directive 1995), consent is “any freely given specific and informed 

indication of his wishes by which the data subject signifies his agreement to 

personal data related to him being processed”. Personal data is referred to 

as “any information relating to an identified or identifiable natural person 

(data subject8); an identifiable person is one who can be identified, directly or 

indirectly” (Article 2(a) (EU Directive 1995). Data processing refers to any 

operations carried out on the data, including recording information, storage,  

                                            
8
 The person whose personal data is collected, held or processed. 
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alteration of records and usage and disclosure (European Medical 

Information Framework 2013).  

It is required by law to seek a patient’s consent about secondary uses of their 

healthcare data, particularly their personal data. However, if a patient’s 

healthcare data is effectively de-identified9, the user is exempted from 

obtaining the patient’s consent regarding potential use of their data for 

secondary purposes (Information Commissioner's Office 2015). A number of 

studies emphasise the importance and the processes of consent 

management within healthcare data warehouses.  

One example is a European data-sharing project, the Electronic Health 

Record for Clinical Research (EHR4CR), which uses data warehouse 

technology to integrate and disseminate various Electronic Health Record 

(EHR) data for secondary research purposes (De Moor et al. 2015). 

Emphasising the importance of securing patients’ privacy, the EHR4CR 

maintains that only patient-consented data (where the patient has given 

informed consent about the reuse of their healthcare data) or de-identified 

and aggregated10 data is collected from the data providers’ locations. 

Similarly, UK Biobank, a major data-integration and data-sharing initiative for 

clinical and non-clinical research within the UK, ensures that only consented 

patient data or de-identified data is disseminated for research purposes (UK 

                                            
9
 The process of rendering data anonymisation and pseudonymisation, where 

anonymisation is the ‘process of removing all elements allowing the identification of an 
individual person (i.e., of rendering data anonymous)’ and pseudonymisation is the ‘process 
of removing all elements allowing the identification of an individual person, except the key(s) 
allowing linking the data to the person. Such key(s) shall be generated randomly’ (Chester 
2011). 
10

 Data of several patients that have been combined to show general trends and values 
(Code of Practice 2014).  
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Biobank 2012). While it is necessary to gain patients’ consent for the 

secondary use of their  
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data, a DCM data warehouse might face additional consent-related issues. 

For example, people with dementia may lack the capacity to give informed 

consent, or their capacity may change over time. This requires establishing 

procedures that ensure an effective process of consent for the data 

warehouse. However, if a DCM data warehouse stores anonymised data, 

there is no ethical obligation to gain consent from people with dementia 

regarding their secondary use of DCM data. While formal consent is not 

required, it is suggested that patients should be aware of the potential future 

uses of their data (Information Commissioner's Office 2015). The visible 

tagging of DCM data within the warehouse as identified or anonymised 

depends on user requirements for accessing data within the warehouse and 

should be part of the design process. 

Regarding secondary use of healthcare data, alongside the need to obtain 

consent, being transparent in the use of the data for various purposes is also 

a pressing ethical issue (Lamas et al. 2015). Transparency asserts that 

patients are informed accurately and in a timely way about the secondary 

use of their healthcare data.  On ethical and moral grounds, the data 

providers are required to be transparent to the patients about any further use 

of their data (both identifiable and de-identified data) beyond their individual 

healthcare provision. For this purpose, the care providers need to ensure 

that the patients are given accurate and timely information about how, with 

whom and for what purposes their data will be shared (Health and Social 

Care Information Centre 2013). Negligence in this regard can raise human-

rights issues as well as  public anger (Presser et al. 2015). 
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A recent example comes from the UK’s largest data-integration project, 

care.data. Care.data aims to collect and integrate patients’ health and social 

care data from various care-providing organisations across England to 

support secondary use such as clinical and commercial research. The Health 

and Social Care Information Centre (HSCIC), also called a ‘safe haven’ for 

patients’ healthcare data, is responsible for data collection from the care 

providers. The care providers are, however, responsible for ensuring that 

patients are provided with information about their opt-out option (a form of 

consent chosen for this project). During their first attempt at data collection in 

2012, HSCIC failed to manage the appropriate and informed consent 

procedure (Presser et al. 2015). While the chosen consent method in itself 

was a major issue11, it was also poorly communicated to the patients. For 

example, the process was criticised for using an inappropriate method of 

communication with patients, a lack of management in providing a complete 

or one-stop-shop information point to patients and providing vague and 

incomplete information about the consent and withdrawal process (Presser 

et al. 2015). Due to these reasons, such a major data-sharing project 

became unacceptable to the public (patients) and therefore failed in its first 

attempt at collecting data.       

Appropriate consent and transparency is also ensured by those who are in 

charge of collecting, processing and disseminating data from the 

warehouses for secondary uses. For example, in the case of a research data 

                                            
11

 Patients were coerced to allow the sharing of their healthcare data by using the opt-out 
consent method, which is also identified as being inflexible. For example, if a patient was 
unable to register for the opt-out option and their data was given to the ‘safe haven’, he/she 
could not opt out retrospectively. Similarly, if parents did not opt out on behalf of their 
children, once they are grown up and able to make their own decisions, those children 
cannot opt out (Presser et al. 2015). 
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warehouse, UK Biobank (2012) acts as data controllers (data collectors) and 

data processors and is responsible for ensuring that data for the purposes of 

secondary uses is disseminated in a secure environment where a patient’s 

personal data is dealt with according to data-protection and privacy laws. 

While informing patients and gaining their consent is comparatively easy 

within prospective studies or data (as data providers are aware of the 

specific use of data and can inform patients about it), the same process 

becomes challenging when retrospective data is used for secondary 

purposes (Lamas et al. 2015). While establishing this as a major issue in 

warehousing retrospective healthcare data, Elger et al. (2010) assert that 

such an issue can emerge in two situations.  The first situation is when 

retrospective data is taken from studies where patients consented only to a 

specific secondary use of data, and a second situation is when patients’ 

routinely collected data does not cover their consent for any potential 

secondary use of data. To remedy the first situation, UK Biobank (2012) 

explicitly obtains consent for using data for any ‘general research’ purposes. 

This type of consent allows the data controllers to reuse patients’ data for 

any future unplanned research purposes. However, in the second situation, it 

is the care providers’ responsibility to ensure that appropriate consent is 

sought from patients regarding secondary use of their healthcare records. 

While meeting ethical requirements is imperative for securing data within the 

warehouse, it is important that these requirements are met in accordance 

with data-protection and privacy rules, thereby leading to legal requirements, 

as discussed next. 
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3.6.3.2. Legal requirements 

The legal requirements ensure that patients’ healthcare data is handled in 

accordance with data-protection and privacy legislation. The Data Protection 

Act 1998 (DPA) (Department of Health 2011) was introduced in the UK in 

response to the EU Data Protection Directive 1995 (EU Directive 1995) 

which, in its Article 1(1), states that EU member-states shall protect 

fundamental rights and freedoms of national persons and their right to 

privacy when processing their personal data. In line with this directive, in 

regard to personal information, one of the fundamental principles of the DPA 

1998 is to use ‘the minimum personal data to satisfy a purpose and to strip 

out information relating to a data subject that is not necessary for the 

particular processing being undertaken’.  

For the purpose of secondary use of healthcare data, the recommendation 

therefore is to, wherever possible, use anonymised and pseudonymised 

healthcare data, for which the NHS has specific rules to follow (Chester 

2011), which ensure that a patient’s identity is either erased (anonymisation) 

or hidden (pseudonymisation). Effectively anonymised healthcare data used 

for any kind of further processing is exempt from the DPA 1998 legislation. 

However, if the use of identifiable data is necessary, the patient’s consent is 

required. According to Section 60 of the Health and Social Care Act 2001 

(The National Archives 2001), the Secretary of State for Health can permit 

the use of patients’ healthcare data, including their identifiable information, 

without their consent in England and Wales for certain reasons. For example, 

consent is not required for secondary use of data, such as where medical 

research  
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conducted for the wider public and the patient’s interests, and where gaining 

consent is nearly impracticable.   

The data-protection challenge escalates when data warehouses are required 

to store international data. Elger et al. (2010) point to the lack of conformity in 

the implementation of data-protection and privacy legislation among various 

countries, specifically within the EU, where the EU Data Protection Directive 

was meant to provide harmonisation. As national legislation and its 

implementation in terms of privacy and data protection vary across EU 

countries (Bahr and Schlunder 2015), Elger et al. (2010) argue that 

combining data from various institutions and countries for the purpose of 

secondary use, such as research, has become complex and challenging, as 

a large amount of varied legislation has to be taken into account.  

In order to deal with this issue, a major initiative was taken in 2012, during a 

European summit, when various stakeholders (delegates representing 

national governments, academics, patient groups, researchers, industry 

experts and the European Commission) met to discuss the need for a united 

framework to allow the trustworthy reuse of healthcare data within the EU. 

The result of this summit was agreement on developing a system, which 

ensures that the healthcare data is ‘fully’ regulated and the patients are ‘fully 

informed’ (Geissbuhler et al. 2013). To enable the development of such a 

system, a new proposal for a regulation of the European parliament and the 

Council on the protection of individuals with regard to the processing of 

personal data and on the free movement of such data is in process to 

replace the European Directive 95/46/EC. Lamas and colleagues (2015) 

compare the in-force EU Directive  
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and the proposed new regulation and maintain that the new proposal is 

aimed at allowing the secondary use of healthcare data for research 

purposes, which will be binding for all EU countries (Lamas et al. 2015). 

However, Lamas and colleagues (2015) criticise that the new regulation will 

still be unable to clarify some of the privacy issues, which can emerge when 

healthcare data is shared across nations (Lamas et al. 2015). For example, 

the new regulation will yet be unable to define a common set of guidelines for 

de-identification of healthcare data for research purposes.  

There is a growing trend of supporting the secondary use of healthcare data 

for medical research purposes. One of these examples is Innovative Medical 

Initiatives (IMI), Europe’s biggest healthcare data-sharing platform for 

research purposes. The IMI-funded projects require a common set of data-

protection and privacy rules and guidelines that could be used for research 

purposes (De Moor et al. 2015).  Considering the lack of existing specific 

legal frameworks, a ‘Code of Practice’ on the secondary use of medical data 

for research purposes has been developed by the IMI, which addresses a 

number of practical issues related to consent for prospective data collection, 

and dissemination of new research findings (Bahr and Schlunder 2015).     

However, data security becomes more complex when countries outside the 

EU may also be involved in data sharing, some of which may have variable 

local, legal and ethical contexts under which the data was originally collected 

and stored. In the context of a future DCM data warehouse, the complexity of 

combining data from various countries can escalate, as DCM is used across 

the globe. This includes EU countries, as well as other countries that are 

outside EU laws, such as China, Australia and the US. Acquiring DCM data  
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from these countries within a future DCM data warehouse would require 

meeting the non-EU countries’ local legal and ethical regulations on data 

security. 

Compliance with the laws and regulations depends on the existence of 

security measures taken within the data warehouses. For this purpose, 

studies have suggested various technical methods and conceptual 

frameworks for dealing with data security. For example, Stolba and 

colleagues (2006) propose a conceptual model of a federated data 

warehouse for a health insurance company, where the aim is to integrate 

data taken from various data sources to allow data mining.  Due to the high 

confidentiality of healthcare data and various privacy policies of care-

providing organisations, they propose a three-phase data security process. 

This process includes depersonalisation (anonymisation), pseudonymisation 

and federation. This means that the data taken from various data sources 

are first anonymised and pseudonymised based on user requirements and 

then integrated into a data warehouse. Such types of federated systems are 

called virtual systems or federated data warehouses (Stolba 2007). Once the 

data is conceptually integrated in such as system, a role-based multi-level 

security mechanism is applied to the data before it is disseminated for data 

mining. This mechanism ensures that only authorised and appropriate users 

have access to the data. Whilst Stolba et al. (2006) and many others (Zhang 

et al. 2005; Lo Iacono 2007) focus on proposing secure data architecture for 

a data warehouse, Elger and colleagues (2010) also emphasise the need to 

anonymise free-text data within the warehouse, which is mostly part of a 
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patient’s healthcare data. Uzner and colleagues (2007) provide a number of 

technical methods for anonymising  
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free-text data. This suggests that it is feasible to build technical solutions into 

a warehouse that can help to meet the highest security levels required for 

warehousing healthcare data. Such a technical solution might be required for 

DCM data within a data warehouse as DCM produces both quantitative and 

qualitative data.  

3.6.3.3. Social requirements  

Social requirements ensure that a patient’s healthcare data is shared with 

others in accordance with the ethical and legal aspects of dealing with data. 

For this purpose, both the data collector12 and the data provider13 are obliged 

to comply with data-protection and privacy regulations when sharing patients’ 

data with others. For example, it is the data provider’s responsibility to 

ensure that their patients’ personal data does not leave the premises without 

the patients’ appropriate consent or until the data is fully de-identified. Data 

providers and data collectors are also legally required to develop data-use 

and data-sharing agreements, which should also be compliant with the rules 

and regulations surrounding the preservation of patients’ privacy and the 

protection of their data (Information commissioner's Office 2016). Further, 

data controllers are also responsible for providing a shared infrastructure for 

ethical and legal data sharing between data providers and data users.  

In summary, because of the sensitive and confidential nature of healthcare 

data, the secondary use of this data from the warehouses needs to meet 

ethical, legal, social and technical requirements. These requirements, 

however, first need to be identified. The technical requirements are mostly 

                                            
12

 Individuals and organisations who collect data within a data warehouse. 
13

 Individuals and organisations who are responsible for sharing their data with others. 
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focused on secure data access within the warehouse, where technical 

solutions need to be used to provide authorised access for the right user to 

the right data at the right time. The ethical, legal and social requirements set 

out appropriate solutions for securing patients’ privacy and their data by 

complying with the relevant legislation. For this purpose, data can be de-

identified within the warehouse and only aggregated de-identified information 

can be shared. De-identified data does not constitute ‘personal data’ and 

therefore is legally exempt from adhering to data-protection legislation. 

Further, appropriate data-sharing infrastructure needs to be in place to meet 

the ethical and legal requirements of healthcare data security. In the context 

of DCM data, consent issues will need to be managed by the data collector 

and given the many national and international individuals and organisations 

involved with DCM data collection and the complexities around consent in 

people with dementia this will be a challenging area to negotiate. 

3.7. Summary of the chapter 

This chapter has introduced the concept of data warehousing and its 

structural components. It commenced with outlining various definitions of a 

data warehouse and argued its uses for data integration, storage and 

dissemination for various secondary purposes. The chapter then 

underscored the significant differences between a data warehouse and a 

traditional database. It went on to discuss the role of data warehousing within 

healthcare, arguing that the warehousing of healthcare data is growing as 

awareness grows of the value of data for its historic and integrated use for a 

number of analytical purposes. The chapter also featured various 
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functions/uses of a data warehouse within healthcare. These included data 

mining, decision-making, research,  
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benchmarking and quality-improvement purposes across a range of 

healthcare areas.  

The chapter continued by providing a critical review of my previous study, the 

only study to date that has proposed the concept of a data warehouse for 

DCM data to support its potential secondary use. The details of each 

component of the conceptual system were provided. In doing so, the chapter 

critically analysed the work to date and emphasised the need to involve 

users to identify their requirements that could inform various aspects of the 

warehouse design. This critical analysis led to highlighting the limitations of 

the previous study, where the need for a user-driven approach for designing 

a data warehouse was highlighted.  

The chapter then focused on the challenges of warehousing healthcare data. 

It discussed in detail the two main reported challenges, data quality and 

security. A detailed insight was provided to explain the concept of data 

quality and the issues in defining the concept. However, it was argued that, 

while there is no consensus on the definition, the quality of data could be 

determined by understanding the context within which the data is used (e.g., 

secondary use of data within a data warehouse), the inherent nature of the 

data and the specific technical functions of the system within which the data 

will be stored. This chapter also emphasised the significance of users’ views 

in terms of identifying data quality issues within a data warehouse. It further 

argued that trust and believability issues can potentially emerge in relation to 

the integrated data within the warehouse, which requires provenance 

information to be collected alongside the original data set within the 
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warehouse for users’ data-quality assessment purposes. The chapter then 

went on examining various  
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studies to exemplify the data quality challenges that could emerge at a 

technical/system level in relation to the inherent nature of healthcare data 

and its use for secondary purposes.    

The chapter then discussed data security as a challenge in warehousing 

healthcare data. It argued the importance of ethical, legal and social 

requirements for a data warehouse, which stores historic and integrated data 

for secondary uses, particularly for research purposes. The chapter 

examined in detail how issues of consent, transparency and anonymisation 

can potentially occur and how they can be dealt with in a data warehouse.     

Overall, the chapter tried to argue that, while my previous study designed a 

data model for a DCM data warehouse, there is yet need to explore users’ 

perspective regarding their potential use of data within the warehouse. Such 

information is important to design and develop the future system. A study is 

therefore required to explore the potential uses of DCM data within a future 

data warehouse and associated challenges and issues as requirements. For 

this purpose, users need to be involved to identify requirements. The 

rationale of why a user-driven approach is required for a DCM data 

warehouse is discussed in Chapter 4.  
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4. Requirement Analysis for a Data Warehouse 

“The hard part of building systems is not building them; it’s knowing what to build; 

it’s in acquiring the necessary knowledge” 

Armour (2000: 17) 

4.1. Introduction 

The aims of this chapter are to provide a rationale for a user-driven approach 

for gathering requirements for a future DCM data warehouse, and to argue 

the need for an appropriate methodology for this purpose. The chapter first 

explores the concept of requirements within the context of a data warehouse. 

It then highlights the significance of the role of the analyst who acts as an 

interpreter. The chapter further explores various steps and methods used for 

identifying requirements for general information systems. It examines a user-

driven approach and continues by exploring why it is important to identify 

requirements from potential users’ perspective, particularly within the context 

of a data warehouse. It also examines various potential challenges that can 

emerge from a user-driven approach. The chapter then reviews research 

literature that reports the requirement analysis process for a data warehouse 

and demonstrates the use of various methodologies underpinning a user-

driven approach. The chapter concludes by emphasising the need for a 

specific methodology for requirement analysis for a future DCM data 

warehouse. 

4.2. Requirement analysis  

This study aims to identify requirements for a future DCM data warehouse 

employing a user-driven approach. Within the context of a data warehouse, 
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requirements are considered as the information that defines what needs to 

be  
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provided by the system to meet the expectation of the user (Abai et al. 2013). 

Requirement analysis is the process of gathering such information from 

various sources using a choice of methods and then transforming it into the 

specifications to inform a useable design for the system (Maguire and Nigel 

2002). In a data-warehouse development life cycle14, requirement analysis is 

the most important phase (Paim and de Castro 2003), as it determines the 

success of the system (Maguire and Nigel 2002; Paim and de Castro 2003; 

Nasiri et al. 2015). Yet, due to a number of challenges (as will be explained 

later), some either skip the requirement analysis phase (Paim and de Castro 

2003) or do not pay sufficient attention to conducting the process effectively 

(Golfarelli 2010). Kimball et al. (2008) assert that requirement analysis 

influences almost every decision in a data warehouse. For example, the right 

requirements can lead to the right design and development of the 

warehouse. Giorgini and colleagues (2008) therefore warn that the failure of 

requirement analysis in terms of identifying poor and incomplete 

requirements can lead to unstable data warehouse design. The significance 

of conducting the requirement analysis process effectively, therefore, cannot 

be too highly emphasised for the success of a data warehouse. 

The process of requirement analysis commences with identifying sources 

that can provide the relevant information. One of the main sources is the 

potential system users, as will be explained later in this chapter why this is 

                                            
14 A data warehouse has a standard development cycle that involves stages as outlined: a 

pre-design/requirement analysis phase (feasibility or scoping and requirement gathering and 

specification), a design phase (database and application), a development phase, an 

implementation phase, a testing phase and a maintenance phase. 
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the case within a data warehouse. Only a sample of intended or potential 

users is approached for their requirements, as it is not feasible to gather 

requirements from all anticipated users. The chosen sample should be willing 

to take part, have enough knowledge of the new system or the type of data 

that needs warehousing, be aware of their requirements or feasibly be 

available to comment on the future system’s functionality (Niès and Pelayo 

2010).  

Further, the requirement analysis continues with identifying and choosing the 

appropriate methods that are suitable for gathering specific information and 

assessing its quality as requirements for a specific system and ends with 

specifying them as proposed aspects of the new system (Kimball et al. 

2008). The individual who identifies, analyses and presents these 

requirements in a form understandable by the system developer, is called an 

analyst (Dalal and Yadav 1992). In this section, I will first examine various 

types of requirements and the role of the analyst and then investigate the 

main aspects of a requirement analysis process by emphasising the existing 

methods and their usability in various situations. Further, I will examine the 

user-driven approach, as one of the preferred approaches for requirement 

analysis for a data warehouse and look at its significance and the challenges 

of gathering user requirements within the warehouse.  

First, I begin by describing the terminologies used for different types of 

requirements and the role of the analyst in a requirement analysis process.  

4.3. Types of requirements and terminology 
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As previously stated ‘requirements’ provide the information that describes the 

nature of a new system. In this context, the term ‘system requirements’ is 

used  
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to explain what is desired for the system to work effectively (Abai et al. 2013) 

according to the user expectations. This information includes goals of the 

system, business processes, data needs, usability and technical-design 

constraints and the behaviour of users (Byrd et al. 1992; Dalal and Yadav 

1992; Pitts and Browne 2007). The requirements of a system can be defined 

as ‘technical’, ‘business’ (Gosain and Singh 2008) or ‘social’ (Lamas et al. 

2015) depending on the aspects of the system they refer to. In the more 

technical literature, the terms ‘functional’ and ‘non-functional’ requirement are 

used in place of ‘technical’ and ‘social’ requirements. In general, functional 

requirements are concerned with the features that explain a system’s 

technical functions (El Mohajir and Latrache 2012), for example, a system’s 

ability to record, delete and update specific information. The non-functional 

requirements refer to the requirements that explain the behaviour of the 

system, for example, how fast, reliable, secure and efficient a system needs 

to be (El Mohajir and Latrache 2012). In the context of a data warehouse, 

‘functional requirements’ are referred to identifying the type of data that 

needs to go into the warehouse and ‘non-functional requirements’ are 

referred to the information that explains how the data for the warehouse can 

be collected and used (El Mohajir and Latrache 2012).  

The word ‘requirements’ is also associated with the sources that information 

has come from. For example, if the information about the new system is 

collected from users, the term ‘user requirements’ is employed. Browne and 

colleagues (2002) argue that despite the type of sources these are collected 

from, all requirements are gathered for developing systems that should be 

user-accepted. This is the reason why many studies employ ‘user  
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requirements’ as an umbrella term to refer to various types of gathered 

information for a system (Golfarelli 2010; Abai et al. 2013). While this study 

employs a user-driven approach (as will be explained in detail later) for 

gathering requirements for a DCM data warehouse, I will be using a range of 

terms for ‘requirements’ based on the type of information that these refer to. 

For example, I will use ‘data requirements’ when users express their data-

related requirements and ‘system requirements’ when the aim is to explain 

the requirements related to a specific system or to aspects of a system. 

The role of the analyst in identifying user requirements is important and is 

discussed next. 

4.4. Role of the analyst 

It has been argued that requirement gathering from users is a 

‘communication-rich’ process (Zowghi and Coulin 2005) and a social activity 

(Amber et al. 2011). This means that the analyst conducts meetings with the 

user(s) to ask them about their needs, expectations and requirements for the 

new system, the system that is going to be developed or to replace existing 

solutions. During these meetings, the analyst plays an important role as an 

investigator/interviewer (Gallivan and Keil 2003). In order to make the 

meetings successful, Nies and Pelayo (2010) assert that the analyst needs 

to possess the knowledge, skills and personality suitable for dealing with 

specific types of users. In this regard, the literature highlights that, within the 

healthcare domain, one of the major challenges is to understand the specific 

medical vocabulary and terminologies of users (Niès and Pelayo 2010). 

Therefore, it is suggested that analysts have specific training to understand 
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users’ specific terminology (Gallivan and Keil 2003) or that they involve 

experts from the field  
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who can translate or interpret user needs correctly into specific system 

requirements (Niès and Pelayo 2010).  

Further, Darke and Shanks (1995) assert that user requirements usually 

emerge in a ‘natural language’ rather than in the language that describe the 

technical features of the system or portray the system requirements. Pace 

(2004) further adds that user requirements could emerge as their concerns 

and complaints about the existing systems as well as about their needs and 

expectations with the new system. This information needs to be translated 

into the system requirements to ensure that the developer could understand 

the user needs and develop a system that fulfilled user requirements. The 

role of an analyst is considered significant in these cases for understanding 

and translating user requirements into system requirements (Urquhart 2000). 

On this basis, it has also been argued that requirements are an analyst’s 

interpretations of a users’ needs, expectations and experiences (Gallivan 

and Keil 2003; Pace 2004). The process of interpreting user requirements 

into system requirements requires methods that endorse and acknowledge 

the interpretive process. The method that acknowledges the interpretative 

process and which is used within this study is explained in detail in Chapter 

5.  

Nies and Pelayo (2010) explain that users normally express their 

requirements in a superficial manner. For example, a user might express a 

requirement such as ‘the system is not working’ and then explain a few 

related issues. This means, as Seyff and Graf (2010) also advise, that the 

need is to understand the contextual information within which the user 

requirements emerge. The contextual information provides a means for 
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translating user needs into relevant requirements (Power and Moynihan 

2003). In order to understand the  
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context within which the requirements emerge, the analyst needs to 

understand the entire work system. Further, Sutcliffe and colleagues (2006) 

maintain that cultural, emotional, social and material aspects can also 

influence user requirements and therefore, to elicit and interpret these 

requirements, it is important to understand these influential contexts. In this 

context, Nies and Pelayo (2010) assert that an analyst plays an important 

role in understanding and analysing this contextual information either by 

asking various related questions or by observing users during their work.  

So far, it has been argued that users express their requirements in a non-

technical language, which reflects their views, perceptions, expectations, 

concerns and needs regarding the new system, which need to be interpreted 

into requirements that can support further designing and development of a 

system. Further, it has also been argued that an analyst plays an important 

role in gathering, identifying and interpreting the user views, perceptions and 

needs into system requirements. In this study, I will take the role of an 

analyst for identifying requirements for a DCM data warehouse. My role as a 

researcher and its impact on various aspects, particularly on data collection 

and analysis, is discussed in Chapter 5.  

Next, I will explain the three main aspects of the requirement analysis 

process – the gathering requirement and its analysis and presentation – by 

emphasising the types of methods used within each aspect. 

4.5. Methods for gathering requirements 

Requirement gathering is the first important aspect of a requirement analysis 

process (Abai et al. 2013). Different techniques are used for requirement  
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gathering depending on four main factors: the kind of information that is 

required, the availability of resources, the type of system that needs 

designing, and the organisational context within which the new system will be 

introduced. These techniques and methods are discussed next by 

highlighting their effectiveness in relation to the four factors.  

Both technical (objective) and non-technical (subjective) techniques are used 

for gathering requirements (Galal-Edeen and Paul 1999). However, as the 

success of a data warehouse depends on user acceptance, subjective 

techniques are preferred for requirements gathering (Teixeira et al. 2012). 

Subjective techniques involve obtaining the users’ views regarding their 

needs, expectations and requirements for the new system (Schaefer et al. 

2011). In order to gather users’ subjective requirements, Zowghi & Coulin 

(2005) argue that the methods for gathering requirements should not be 

derived from technical areas of information system research where objective 

and automated methods are used for requirement gathering. As a result of 

this belief, requirements gathering techniques are derived from disciplines of 

social sciences, organisational theory, knowledge engineering and practical 

experience (Zowghi & Coulin 2005). While considering subjective techniques 

for requirement gathering, Amber and colleagues (2011) broadly divide 

various methods into four main categories: conversational, observational, 

analytic and synthetic. Conversational methods can be interviews (structured 

and semi-structured), focus groups, Joint Application Development (JAD) 

(where the system designer, the system developer and the users all get 

together to identify the system’s requirements through communications) and 
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storytelling (when users explain their experiences and requirements in a 

story  
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form). Conversational methods encourage communication between the 

analyst and the user.   

Observational methods involve observing systems themselves and also 

users while they interact with systems (Amber et al. 2011). Analytic methods 

include documentation analysis/content analysis, laddering (a technique to 

find users’ sub-conscious motives related to the new system), card sorting (a 

method where users organise topics into categories that are important and 

make sense to them) and repertory grid (a way of identifying how a user 

constructs her or his experiences). Within these methods, the main sources 

for requirement gathering are documents (where important information about 

the new system can be retrieved) and experts within the field (who can 

explain their views, experiences and motives). Synthetic methods, on the 

other hand, are based on a systematic combination of conversational, 

observational and analytic methods. Some examples are prototyping (when 

a method, either paper-based or a small electronic prototype, is introduced to 

the users to seek their opinion and identify further requirements), passive 

and interactive storyboarding and scenarios (Zhang 2007).  

The methods within each category have their strengths and limitations and 

the choice of these methods is carefully made by analysing the situation 

within which the system is designed and implemented (Amber et al. 2011). 

For example, observation methods for requirement elicitation are considered 

time consuming and therefore are not usually preferable in situations where 

there is a tight schedule in which to complete the project in a specific period 

of time (Amber et al. 2011). Further, Martin and colleagues (2012) report on 
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the unsuitability of using a focus group or the JAD method due to the nature 

of  
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users’ requirements. For example, in their study identifying user 

requirements for designing medical devices, their aim was to let users openly 

express their concerns regarding the new system. They assert that a focus 

group (where many users get together in a group conversation) could 

impede some users expressing their natural concerns with the new system. 

However, on the other hand, with good facilitation, a focus group method is 

considered a platform where different expression of ideas are encouraged by 

listening to each other, thus generating more ideas (Kitzinger 1995).   

Similarly, the storytelling, prototyping, JAD, passive and interactive 

storyboarding and scenario (Mavin and Maiden 2003) methods are only 

useful when users are, to some extent, familiar with their requirements or 

have some vision of a new system. The most common and preferred method 

for subjective requirements gathering techniques are interviews (Davis et al. 

2006). This method can also work in situations where users might not be 

familiar with their requirements, as it provides an opportunity for interacting 

with the users to identify, probe, verify and explore their experiences, needs 

and expectations, which can further be translated/interpreted as 

requirements for the new system. For this purpose, Zowghi and Coulin 

(2005) suggest designing semi-structured interviews rather than unstructured 

interviews, as the inquirer is then usually in control and can take the 

conversation in the right direction.  

In summary, a review of the literature suggests that there are a number of 

methods and techniques available for requirements gathering, depending on 

the situational context (Abai et al. 2013), which are related to the required 
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information, users, systems and organisational contexts and to the available 

resources for the analyst. This suggests that there is no specific method for  
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requirements gathering for information systems. On the contrary, the choice 

of methods depend on a range of situations. This highlights the importance 

of assessing the specific situation for requirement gathering for a data 

warehouse and emphasises the need of a methodology that provides 

flexibility in making decisions about what, when and how to gather 

requirements.   

4.6. Methods for analysing and presenting requirements 

The requirements gathering process generates a large amount of information 

(user views) that needs to be managed and analysed in order to identify the 

coherent and mutually agreed requirements to be met for achieving an 

acceptable and usable system. There is a dearth of research on how user 

views can be systematically managed, analysed and interpreted to reach 

requirements that are meaningful, coherent and mutually agreed at a 

conceptual level. Most of the collected information from users is qualitative in 

nature (conversations). Browne and Ramesh (2002) warn that user 

conversations could produce a large amount of data, which could be 

overwhelming for the analyst to manage and to present in a coherent form. 

Browne and Ramesh (2002) argue that categorising data reduces human 

cognitive demands by making it more manageable and therefore suggest 

categorising large amounts of data into easy and manageable chunks or 

themes. The use of thematic approaches can facilitate such process. Eleveld 

and colleagues (2003) illustrated the use of such approaches within their 

requirement analysis process for a virtual coastal and marine data 

warehouse, where user views were gathered using scenarios and then 

categorised into broad themes based on the types of user groups and their 
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functions. However, there is limited research available in the field, suggesting 

the implementation  
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of systematic methods for managing and analysing user views (Lindgaard et 

al. 2006). 

Once the requirements are gathered, managed and analysed, there are 

different methods of presenting these in a technical form (system design) 

and in a language that is understandable in the technical world (Kujala et al. 

2001) so that user needs can be developed and implemented in user-

acceptable systems. For this purpose, the requirements are documented in a 

plain language15 as well as in a diagrammatic form (a data model)16. A 

multidimensional structure is used for data modelling within the warehouses, 

as it can show multiple relationships between multiple data points, which can 

support complex analysis and data representation (Kimball and Ross 2002).  

In summary, the requirement analysis process includes three main activities: 

requirements gathering, their analysis and presentation. The choice is 

available to use a number of methods (as discussed above) for each activity 

that can either be employed individually or in a synthesised form. However, 

before making any decision, it is important to consider some important 

situational factors such as the type of system, the available resources, the 

nature of requirements and the type of requirement sources. A detailed 

review of the literature reporting various methodologies for requirement 

analysis for a data warehouse is presented later in this Chapter. While 

reviewing these methodologies, the situational factors for a DCM data 

warehouse are identified 

                                            
15

 A list of requirements is prepared in a plain language, which means using only simple 
sentences and not any kind of diagrammatic notations.  
16

 A data model is a diagrammatic representation of entities (e.g. mapping participant, 
mapper, mapping session) and their relationships.  
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and discussed to highlight the inappropriateness of the existing 

methodologies.  

Within data warehouses, the requirement analysis methods are categorised 

into two major approaches and are discussed next. 

4.7. Requirement analysis for a data warehouse 

A wrongly designed data warehouse does not serve the purposes it is meant 

for and eventually is not accepted and used by the users (Lindgaard et al. 

2006; Teixeira et al. 2012). Therefore, effective and appropriate approaches 

are required for designing the data warehouse. These approaches are 

determined by the method according to which the requirements are obtained 

and analysed (Weiskopf et al. 2013). Two main approaches are used for 

requirement analysis within warehouses; data-driven and user-driven 

approaches. These are based on the sources from which the requirements 

are obtained and analysed.  

4.7.1. Data-driven approach for requirement analysis 

When requirements are obtained from existing systems through analysis and 

determination of the features that could be part of the new system, the 

process of requirement analysis in the data warehouse is called a data-

driven approach (Inmon 1996). Inmon (2012a) asserts that this approach is 

usually suitable when the aim is to replace the old system with a new system 

that is robust and efficient. The success of this approach depends on two 

main aspects: the effectiveness of the existing system in doing what a new 

system is supposed to do; and understanding the requirements to make the 



185 
 

new system more robust and efficient (List et al. 2002). Within both aspects, 

the analyst uses  
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technical or objective methods to understand, analyse and modify the 

functionality of the existing system, with the modifications usually technology-

driven by automated methods rather than user-driven (Song et al. 2007). 

Abai et al. (2013) assert that, while a data warehouse built using the data-

driven approach of requirement analysis might be technically workable, it 

may fail in terms of lack of user satisfaction and acceptability standards. 

Further, the data-driven approach is not suitable when the aim is to introduce 

a new system within an organisation or to obtain a system’s future 

requirements (information about the functions of the system that is not 

currently available), as only users can perceive the future requirements, not 

the existing technical system. This approach is argued as being reliable and 

successful in areas where the existing primary data management systems 

are perfect and the new system (the data warehouse) could be successfully 

developed by replicating existing data models (Moody and Kortink 2000).  

As was mentioned in Chapter 1, my previous study employed a data-driven 

approach for requirement analysis, where existing primary DCM data 

management systems were analysed to gather requirements for a future 

data warehouse (Khalid et al. 2010). While the previous study used a data-

driven approach to demonstrate the technicality of the approach, the 

proposed data warehouse design cannot be guaranteed for user acceptance. 

Two reasons support this supposition: first is that the existing systems are 

not effective. The Excel programme has limitations in terms of effective data 

management (Khalid 2009) and the arc|hive DCM database, although 

developed to resolve existing issues, is still in the early stages of its usage. 
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Further, both of the existing DCM data-management systems were 

developed to support primary  
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use of DCM data rather than secondary use. The secondary use of DCM 

data might highlight additional data needs and relevant issues. Second 

reason is that DCM data warehouse is a new system and its future 

requirements can only be perceived by the potential users rather than the 

existing systems. 

Based on these reasons, therefore, the reliability and effectiveness of the 

data-driven DCM data-warehouse model cannot be guaranteed particularly 

in terms of user acceptability. However, the users’ views for their potential 

secondary use of DCM data can contribute towards identifying requirement 

that can support designing a future data warehouse, which is potentially 

user-acceptable. A user-driven approach is explained next with a rationale of 

its need for within requirement analysis for data warehouses more generally 

and specifically for a DCM data warehouse. 

4.7.2. User-driven approach for requirement analysis 

When an analyst obtains requirements from the users, the approach to 

requirement analysis within a data warehouse is known as a user-driven 

approach (Golfarelli 2010). This approach is suitable when the aim is: to 

introduce a new system into the organisation; to understand organisational 

structure; to understand issues with the existing system from the users’ 

perspective; and to explore users’ needs and expectations for a future 

system (Golfarelli 2010; Teixeira et al. 2012). Some studies also use the 

term ‘goal-driven’ alongside user-driven approaches that involve 

understanding the organisation’s intentions regarding the business process, 

or in other words, determining the services that the organisation is providing 

to users (List et al. 2002). This organisational knowledge can be retrieved 
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from the organisational policies and system documents or from the 

stakeholders, i.e. those people at  
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the decision-making and managerial level, those who will use the system at 

the end and those who will be affected by the system within the organisation. 

However, people are the main users of a system and of the data stored 

within it and, therefore, they play an important role in establishing the 

requirements (Scandurra et al. 2008; Martikainen et al. 2014). A system can 

be technically flawless, but if it is not acceptable to users, it fails and 

therefore the literature has emphasised gathering user requirements for 

designing user-acceptable and thus successful systems (Kappleman 1994; 

Raab 1998; Teixeira et al. 2012).  

While both data-driven and user-driven approaches have their unique 

characteristics in regard to designing data warehouses for specific reasons, 

combining both approaches (this is called a mix-driven approach) is also 

encouraged (Golfarelli 2010; List et al. 2002). According to Golfarelli (2010), 

a mix-driven approach can provide a well-balanced approach that reflects 

both previous systems and also the user views. Currently, a data model for a 

DCM data warehouse, designed using a data-driven approach, exists and 

this study aims to identify user-driven requirements that will contribute to 

designing a system that has collected requirements using a mix-driven 

approach.  

4.8. Significance of a user-driven approach 

User needs and their requirements are considered important for information-

system designs. ISO 9241-210 (2010) recommends involving users so as to 

understand their needs and requirements for the system with which they will 

be interacting in the future. While criticising the lack of any clear definition of 
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user involvement, Kujala and colleagues (2001) argue that user involvement 

is a broad term that describes a direct contact with users, which can be  
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achieved through various approaches. They categorise user involvement as: 

informative, where users are providers of information, or objects for 

observation; consultative, where users are consulted about specific ideas or 

issues related to the system; and participative, where users are actively 

involved in designing the system with the analyst and the designer. In the 

design of any information system, user involvement is encouraged for 

designing and developing user-acceptable systems.  Kujala et al. (2001) 

argue that existing systems and documents (data-driven approaches) might 

provide only the information that can be used to develop a technical 

workable system and that these artefacts do not describe the context within 

which the system will be used. In order to understand the context, including 

issues and concerns, the user views are important (Kujala et al. 2001). 

Within the context of a data warehouse, user involvement is considered 

significant because of the following main reasons. 

4.8.1. Identifying Information requirements 

Winter and Strauch (2003) emphasise understanding the user’s ‘information 

requirements’ when designing data warehouses. This involves recognising 

the kind of questions that the user will be asking from the system, the kind of 

data required to answer these questions, the format that such data needs to 

take in order to answer the questions efficiently and the sources that will 

provide that data (data sources). 

4.8.2. Recognising social issues 

Data warehouses collect and store data taken from various sources. While 

there are technical issues associated with what and how the technology is 

used to extract, integrate and store data effectively and efficiently within the  



193 
 

data warehouse, Lamas and colleagues (2015) identify social and ethical 

issues such as patients’ rights, solidarity and common good, transparency 

and trust when it comes to using data for secondary purposes. Further, 

Ancker et al. (2011) and Law (2005) both argue that these issues cannot be 

ignored when the aim is to populate the data warehouse with healthcare data 

for secondary use.  

While data sharing, privacy and security are important issues, users’ trust of 

both the data and the system is also reported to be significant for 

acceptability of the future system (Wu and Chen 2005; Kassim et al. 2012). 

Lankton and colleagues (2014) assert that users will not use the system if 

they do not trust the data. To be a user-acceptable and successful system, 

therefore, a data warehouse should not only be technically workable but it 

should also be socially trustworthy and acceptable by its users. Involving 

users can identify the social issues that need to be considered in order to 

design a trustworthy and acceptable system.  

4.8.3. Usability requirements 

Furthermore, users are involved for identifying the usability aspects of a 

system, i.e., the information about how often they will want to use the 

system, what type of interface they would like and how they would like to 

access the data (Kassim et al. 2012). This suggests involving users in 

requirement analysis. While user requirements are essential for any system’s 

success, the actual gathering, management and presentation of user 

requirements is a complex, demanding and challenging task and therefore 

requires careful consideration (Niès and Pelayo 2010). I will next discuss 

these challenges and the suggested solutions identified in the literature.  
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4.9. Challenges of a user-driven approach 

While a user-driven approach is considered significant for a data warehouse 

success, the literature also reports a number of challenges that emerge 

when employing a user-driven approach for designing any information 

system. These challenges and their existing solutions are discussed, with the 

specific aim of explaining their significance for the process of requirement 

analysis for a DCM data warehouse. 

4.9.1.  Identifying the right users for the right requirements  

Abai and colleagues (2013) assert that only the right users can lead to the 

right requirements and, as assured by Nies and Pelayo (2010), only the right 

requirements ensure that the right decisions will be taken for system design 

and development. However, identifying the right users is reported to be one 

of the major challenges when the user-driven approach is chosen for 

requirement analysis (Niès and Pelayo 2010). The perception of the right 

user varies in relation to the various systems. In the context of user-

interactive systems, where usability is the main feature, Seyff and Graf 

(2010) urge identifying the individuals who will be directly interacting with the 

system and who can explain precisely what they require from the system for 

good usability. However, in the context of a data warehouse, where the main 

aim of requirement analysis is to identify the type of data and its potential 

uses, Kujala et al. (2001) suggest identifying the users who can in turn 

identify the type of data and associated needs. This also means that one 

criterion for user identification is that they must possess sufficient knowledge 

about the data and their potential needs. For example, users should be 

familiar with the data that can provide them with 



195 
 

  



196 
 

specific information from the data warehouse and with both its existing and 

potential uses.  

Within this study, the aim is to gather requirements for a future DCM data 

warehouse from the user’s perspective. As a DCM data warehouse is a 

conceptual proposal, where potential users yet need to be identified for 

requirement analysis, it is important to recruit the individuals who have 

sufficient knowledge and understanding of the data that will potentially be 

stored within the warehouse. Considering this, mappers, who have DCM 

training at any level and have some mapping experience, were considered to 

be the potential users of the warehouse.  

Another motive of approaching mappers as potential data warehouse users 

could arguably be that their views have always been at the heart of any new 

intervention in DCM, such as the developments in DCM as a method/tool 

have been based on the suggestions of experienced DCM users (Innes and 

Surr 2003). In 2001, at the University of Bradford, a think tank (Brooker and 

Rogers 2001), containing mappers from various backgrounds such as 

Bradford Dementia Group, DCM trainers, practitioners and researchers, was 

established to share experience and their use of DCM data to establish how 

DCM can be used at its best and how it can be modified.  

Similarly, Brooker and Surr (2006) also report a study of an initial validation 

of DCM 8 (current version) over DCM 7 (previous version), where they used 

views and suggestions of national and international mappers (experts 

working groups) to examine various aspects of DCM with the aim of 
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refinement and development of the new version. Considering a data 

warehouse as a new  
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development within DCM to support the use of DCM data for secondary 

uses, it could be argued that mappers can be potentially in a best position to 

inquire about how they perceive the potential use of DCM data for secondary 

uses. 

4.9.2. Users’ understanding and knowledge of the new system 

A number of other issues can emerge while using a user-driven approach. 

Christel and Kang (1992) list such issues that could be faced during the 

requirement analysis process. The first issue is related to users’ lack of 

understanding of the new system, a problem, which transpires when they are 

not completely sure of what they require or need from the system. The 

second issue is related to users’ knowledge of specific technical 

requirements for the system, which could mean users expressing needs and 

expectations that may conflict with what can actually be translated into 

requirements of the specific system. For example, users can request or 

require something which is not technically possible or which would create an 

unstable, poor quality or unsecure system. Sandurra and colleagues (2008) 

link this issue with a lack of computer knowledge and literacy among 

healthcare professionals. They further assert that, in such cases, as users do 

not know their technical requirements, they therefore cannot communicate 

them effectively. These issues could emerge for DCM since potential users 

work in health and social care and so may not be aware of technical 

requirements or possibilities of a data warehouse for secondary uses. In 

these cases, the users have freedom to express their views in a non-

technical language, which are further interpreted by the analyst into the 

system requirements. 
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According to Christel and Kang (1992), the third issue emerges when the 

same user changes her/his requirements over time or when different users 

have  
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conflicting requirements at the same time. Nies and Pelayo (2010: 79) 

maintain that users’ conflicting requirements emerge when “users don’t know 

what they want”. They use examples from their own study in which 

healthcare professionals provided conflicting requirements for designing a 

patient’s treatment information display within a hospital information system. 

Some users required a detailed view of the patient’s treatment information on 

a single screen, while some required a synthesised view of the same 

information. To deal with these issues, Nies and Pelayo (2010) suggest 

using human-factor methods, such as activity analysis, which means 

observing users while they perform various tasks to understand what could 

help them to gain a better view of the patient’s treatment details. In these 

cases, the analyst could use inferences and her/his own imagination and 

judgment to envision user needs that support developing a system beneficial 

for all. Browne and Ramesh (2002) suggest that the analyst’s imagination 

and judgment come from her/his prior knowledge and experience.  

While Christel and Kang (1992) only focus on the users, Browne and 

Ramesh (2002) associate user-requirement gathering challenges with both 

the user’s and the analyst’s different cognitive and behavioural 

characteristics. They list four challenges, the first being cognitive bias, such 

as ‘ease of recall’ and ‘overconfidence’, which could influence users’ 

responses. For example, users could either forget to recall important 

information or could become overconfident in explaining their requirements, 

which might result in incomplete information being presented. On the other 

hand, because of cognitive bias, the analyst might adjourn the requirement 

gathering process pre-maturely, thinking that she/he had all the information.  
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The second challenge is that of satisficing, which develops as a person 

adapts to a certain environment or situation, learns to use short cuts to 

perform tasks and then describes their requirements (Browne and Ramesh 

2002). For an analyst, satisficing is not spending enough time gathering and 

then understanding user requirements. Browne and Ramesh (2002) 

associate satisficing with a kind of behaviour that reflects humans’ natural 

habit of trying to terminate knowledge gathering with very little 

understanding. The third challenge is that of faulty reasoning, when the user 

might express incomplete or incorrect requirements based on their 

incomplete mental model of the new system (Browne and Ramesh 2002). 

Brown and Ramesh further explain that, in these cases, users make illogical 

inferences, as they do not fully understand what the new system could be. 

The fourth challenge is automaticity, which refers to a human’s task-

performance habit, with time, becoming part of their automatic routine, which 

sometimes results in users unintentionally failing to explain routine tasks 

(Browne and Ramesh 2002). These tasks might be important for the analyst 

to know the detailed picture. 

As a DCM data warehouse is a novel concept for managing DCM data for 

secondary use, it can be assumed that potential users might not be familiar 

with specific requirements for the data warehouse. Therefore, the analyst 

needs to adopt methods, which encourage the users to express as much 

information as possible that can establish the data-warehouse requirements. 

The methods chosen for this study were designed to elicit in-depth 

responses of the users and are presented in Chapter 6. These explain how 
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the mappers were encouraged to explain their needs, issues and concerns 

regarding secondary use of DCM data.  
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4.9.3. Communication Issues between the analyst and the users 

Another challenge of the user-driven approach is communication between 

analyst and user (Gallivan and Keil 2003). According to Browne and Ramesh 

(2002), communication issues usually emerge when user and analyst have 

different backgrounds, different languages (the user having a domain-

specific language and the analyst a technical language) and a different 

understanding of the terminologies specific to each other’s domain. In this 

context, the analyst is required to understand the user’s language rather than 

the user communicating in a technical language.  

As argued above, mappers could be considered as potential data warehouse 

users and thus could be considered for requirement analysis within this 

study. Therefore, there is a risk that such communication issues may 

emerge, as mappers have specific training, knowledge and understanding of 

the terminology used for DCM data and likely have limited technical and data 

warehousing knowledge. Chapter 6 illuminates how this issue was dealt with 

within this study.  

4.9.4. User-requirements expression 

The literature has highlighted that users express requirements differently 

(Wang 2014), which introduces additional issues for the analyst in terms of 

understanding and interpreting a range of diverse requirements. For 

example, users can express requirements directly or indirectly. According to 

Pace (2004), direct requirements are those where users are familiar with 

what they want from the new system. The direct requirements usually 

emerge when the new system replaces the existing system and the users 
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(who were using the existing system) are familiar with the issues and 

problems that need rectifying  
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in the new system. Indirect requirements are those where users are not 

familiar with their requirements regarding the new system (Pace 2004). Pace 

(2004) argues that, when users are not familiar with what they want from the 

new system, their requirements could be translated or interpreted from their 

experiences of using their existing systems. It could therefore be suggested 

that, in the context of a data warehouse, users can be asked about what they 

want from the data rather than from the new system. Kujala et al. (2001) 

verify this when asserting that, for a data warehouse, the focus should be 

more on learning about how users anticipate the use of data from the 

warehouse rather than on technical aspects of the system. This suggests 

that, if users are familiar with the data that need to be stored within the 

warehouse, they can indirectly express requirements for the new system. As 

potential users might not be familiar with the DCM data warehouse and their 

specific requirements, it is important to explore how they would perceive the 

potential uses of DCM data within the warehouse. This might require 

focusing on both directly and indirectly expressed requirements by the users, 

which requires appropriate and exploratory methods. 

In summary, a number of issues can arise while gathering requirements from 

users. These are usually related to identifying the right users who can 

provide the right requirements, users’ lack of knowledge and understanding 

of the new system, communication issues between analyst and user and, 

finally, the diverse ways in which users express their requirements. 

4.10. User-driven approach within a data warehouse 
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The literature reports a plethora of methodologies that explain user 

involvement during the requirement analysis process for a data warehouse. 

In  
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this section, I examine some of these studies with the aim of arguing why 

their described methodologies were not chosen for requirement analysis of a 

DCM data warehouse. While doing so, the need to employ a suitable 

methodology for identifying user requirements for a DCM data warehouse is 

also emphasised.  

Paim and de Castro’s (2003) methodology divides the requirement analysis 

process into three phases in which users are involved in identifying 

organisational and decisional goals. These goals are further extended to 

design data models for the warehouse. As the users identify the 

organisational goals and decisions, this methodology will only work 

effectively within an organisational structure when the users are visible, both 

at organisational and decision-making levels. Gam and Salinesi (2006) call 

their methodology ‘CADWA’. Using this methodology, they recommend 

beginning requirement analysis by involving users in establishing the main 

goals of the organisation for their data use and further involving users in 

elaborating the identified goals in more detail.  Further data models are 

designed based on the details of organisational goals. Similarly, Mazon et al. 

(2005) also proposed a methodology where they identify the organisational 

goals and divide these into three types, strategic, decision and information 

goals. Starting from the top-level management, strategic goals are identified. 

Further, these goals are elaborated and developed into decision goals by 

first involving decision-making users17 and finally information users18. The 

                                            
17

 Those individuals who are at the top level (in terms of decision-making) of an organisation 
and who require reports of summary and aggregated data.  
18

 Those individuals who interact with the data to generate reports for further decision-
making. 
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decision goals are explained in terms of specific information that would 

facilitate the achievement  
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of strategic goals. Like CADWA, this methodology also seems workable 

within an organisational context where the organisational structure, from 

strategic to decision to information level, is clear and established and users 

are also visible for requirement elicitation.  

Similarly, a ‘triple-driven’ methodology by Guo et al. (2006) combines 

analysis of the existing systems (data-driven approach), the user needs and 

also the organisational goals (user-driven approach) in parallel fashion for 

identifying the requirements for designing a model for the data warehouse. 

Again, this methodology would work in a situation where users and data 

sources are visible and where users wait to be asked their requirements for 

the data warehouse. Kaldeich and Se (2004) also reported on their 

methodology in which they combined both user- and data-driven approaches 

within the requirement analysis process. They commenced by analysing the 

existing data models from the source system, identified the business process 

and produced a model they called the AS-IS model, which showed the 

current business process. They involved end-users and, based on their 

requirements, they produced a TO-BE model that showed the user-required 

business process. They then produced an IPD (interview process model) by 

integrating the AS-IN and TO-BE business models. The IPD consists of 

requirements that are further validated by involving the users from senior 

management to ensure that these requirements will achieve the business 

goals. This methodology also demonstrates a user-driven approach within an 

organisational context, where users at various management levels are 

identified for requirement elicitation. 
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Schiefer et al (2002) propose the easy REMOTEDWH methodology, which 

considers requirements from various stakeholders’ perspectives, according 

to several levels of abstractions, starting from understanding business needs 

through to user needs and then going further into functional and non-

functional system requirements. Romero and Abello (2010) present an 

AMDO (automating multidimensional design from ontologies) methodology 

where they re-engineered the multidimensional concepts from the existing 

data sources using an automated process and then further validated these 

requirements from the user perspective, thus used a mix-driven approach. 

They call this approach, however, a user-driven approach rather than a 

mixed method as users are the main contributors in identifying the 

requirements. Both the easy REMOTEDWH and AMDO methodologies and 

their workability were demonstrated in an organisational context. The 

applicability of these methodologies within a non-organisational context is not 

known. 

Usually, the data warehouses are designed and developed within an 

organisational context with the aim of bringing an organisation’s segregated 

data into an integrated format to facilitate secondary analysis such as the 

establishment of profit margins, cost effectiveness and marketing (Lyman et 

al. 2008). Therefore, the above examples of a user-driven approach for 

designing a data warehouse highlight the importance of the organisational 

context within which the traditional data warehouse system is situated. This 

is also the reason why the requirement analysis process is mostly aimed at 

understanding the organisational context, the processes and goals and the 
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decisions made by those who hold some kind of stake in a data-warehouse 

development project. Therefore, the emphasis is on identifying requirements  
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that reflect organisational needs (Schaefer et al. 2011). Within the 

organisational structure, the identification of users and their requirements is 

comparatively a less challenging task as the users are usually familiar with 

the basic requirements that the new system needs to meet. However, as 

Schaefer et al. (2011) argue, there are some situations when data 

warehouse development is initiated based on the potential significance of the 

data for secondary use rather than on the organisation’s need to use data for 

secondary purposes. They give an example from a project where a data 

warehouse for educational data was developed.  

International large-scale education-assessment studies provide statistical 

data about student performance that could provide a rich source of 

educational data for policy makers and researchers to understand the 

institutional factors that influence student-learning outcomes (Schaefer et al. 

2011). When data is increasing in volume, it needs to be managed 

(integrated storage) to give meaningful outcomes and also made accessible 

to the users for their secondary analysis; a data warehouse can be one of 

the workable approaches for managing data as it is an established approach 

for dealing with data integration, complex analysis and reporting (Lyman et 

al. 2008).  

In such cases, the development process commences with understanding the 

data needs of users who might not be part of a single organisation and 

therefore might identify diverse data needs that do not reflect a single 

organisation’s goals. As mentioned by Schaefer et al. (2011), in such cases, 

the organisational view is usually missing. Therefore, the analysis of the 
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organisational environment is not possible and the requirements are usually 

elicited from individuals who are not stakeholders within the project and who  



214 
 

might be using the data for their specific and individual purposes. Yet it is 

important to understand their information requirements so as to identify the 

type of data and its arrangement within the data warehouse. Schaefer et al. 

(2011) assert that the situations where data warehouses are designed and 

developed within a non-organisational context are also emerging within 

healthcare, particularly for providing data for medical research. The literature 

presents a plethora of methodologies (as reviewed above) when data 

warehouses are designed and developed within an organisational context. 

However, there is a dearth of methodologies which specifically support the 

requirement analysis process for data warehouses within a non-

organisational context, particularly focusing on the above challenging 

situations.    

Further, the existing methodologies (as mentioned above) for requirement 

analysis within the context of a data warehouse do not report on how the 

collected data could be analysed. For example, Mazon et al (2000) collected 

qualitative data (user views) and identified three types of goals, strategic, 

decision and information goals. However, they did not explain how they 

identified these goals from users’ interviews and thus detailed analysis 

techniques are not part of the proposed methodology. Similarly, Giorgini et 

al. (2005) proposed an approach called GRAnD (Goal-oriented Requirement 

Analysis for Data warehouses), which is a combination of goal-driven and 

data-driven approaches. They divided the requirement analysis process into 

organisational and decisional modelling and mixed design framework. They 

started by understanding organisational objectives through interviewing 
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stakeholders and identifying facts and dimensions from their objectives. This 

is followed by interviewing decision-makers to obtain their business goals.  
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Facts, dimensions, and measurements were extracted from these goals and 

then both were mapped with the data source and then enhanced further. 

However, how the interview data was reduced to identify various data 

attributes was not reported as part of the methodology. There is limited 

research on how user views can be systematically managed, analysed and 

interpreted to reach requirements that are meaningful, coherent and mutually 

agreed at a conceptual level. There needs to be a flexible and exploratory 

methodology that focuses on aspects of the identification of stakeholders 

(users), on the elicitation of requirements from those users who might not be 

familiar with their requirements and on reducing user-conversational data in 

meaningful categories (requirements).  

In summary, the literature on existing methodologies focuses on the aspects, 

which do not reflect the existing situation of DCM data. For example, the 

above reviewed studies’ focus is on gathering requirements within an 

organisational context, which means that users are familiar with their 

requirements and these are visible as part of the requirement analysis 

process. Further, the reported methodologies capture users’ views using 

various methods, for example, interviews, group discussions, workshops etc. 

However, very little is known how a large amount of data (user views) is 

processed from a raw form to become meaningful information 

(requirements).  

4.11. Summary of the chapter 

This chapter began by establishing the concept of requirements within a data 

warehouse and argued that, when users are involved, the requirements can 

emerge as their views, perceptions, concerns and expectations regarding the 
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new system. As argued further, in this case, an analyst plays a significant 

role  
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in translating users’ views, perceptions and concerns into requirements that 

need to be considered for designing and developing the future systems. The 

chapter then continued exploring various methods currently used for 

requirement analysis. The need for an effective set of methods was 

highlighted and suggested that it requires a careful assessment of the 

situational context within which the new system will sit.  

The chapter then examined the two main approaches for designing a data 

warehouse, data-driven and user-driven. A detailed and comparative view of 

both approaches was provided, with a specific aim of justifying the need for a 

user-driven approach for a DCM data warehouse. This was followed by a 

description of the significance of a user-driven approach for a data 

warehouse during the requirement analysis process. It argued the need for 

involving users so as to determine information needs that can reflect the type 

of data that should be stored in the warehouse to meet the users’ analytical 

needs. It further highlighted the possibility of identifying the social issues and 

the usability requirements while involving users.  

The chapter then went on to identify the challenges of involving users in 

requirement analysis and outlined a number of challenges. When highlighting 

the challenge of identifying the right user for the right requirements, it argued 

the need to find those individuals who are data users and are therefore 

familiar with the data that will go into the warehouse. Based on this, the 

chapter therefore assumed that mappers could potentially be the potential 

DCM data-warehouse users. The chapter also discussed some of the 

challenges that could emerge when users have little or no understanding of 
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the new system. It therefore argued, that the analyst needs to encourage 

users to express as  
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much information as possible to establish the data-warehouse requirements 

and that this requires employing suitable methods. The chapter continued by 

discussing the communication issues as a challenge, which can emerge 

between the analyst and users due to differences in knowledge, skills and 

specific terminology. It was also highlighted that another challenge could be 

that of recognising how users express their requirements which might 

emerge directly expressed by them or which might need extrapolating from 

their conversations.     

Briefly, this chapter has explored the significance of a user-driven approach 

for a data warehouse. Based on this, the importance of a user-driven 

approach for a future DCM data warehouse has been argued. While a user-

driven approach is encouraged within the context of a data warehouse, it is 

important to identify the right methodology for applying a user-driven 

approach. While considering an effective methodology for requirement 

analysis for a future DCM data warehouse, it has also been argued that 

various situational factors need to be considered such as the need for 

identification of potential users and eliciting requirements from users with 

limited technical knowledge and understanding of the new system. 

Considering these situational factors for DCM, Chapter 5 provides a detailed 

view of the type of methodology chosen for employing a user-driven 

approach for requirement gathering and analysis within this study. 
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4.12. Aim of the study 

The aim of this study was to explore requirements for the secondary use of 

DCM data within a data warehouse using a user-driven approach. The 

research question is as follows: 

“What are the requirements for the potential secondary use of DCM data 

from a data warehouse from its potential users’ perspective?” 

4.13. Objectives of the study 

In chapters 2, 3 and 4, the literature was reviewed for three purposes. 

Chapter 2 explored existing and potential uses of DCM data by reviewing the 

relevant literature. This exploration contributes towards understanding the 

potential of DCM data for secondary use, which requires the need for an 

effective IT system for such purposes, where user requirements need to be 

identified.  

Chapter 3 examined my previous study where a data warehouse approach 

was proposed for DCM data to facilitate its potential secondary use. It 

highlighted the aspects that could potentially be unfolded by a user-driven 

approach. The main aim of involving users is to identify their information 

requirements which can provide insights about the data that needs to go into 

the warehouse. 

Chapter 4 then provided a detailed view of a user-driven approach for 

requirement analysis and its significance for a data warehouse in general 

and for a future DCM data warehouse in particular. This chapter argued that, 

when users are not familiar with their requirements, the requirements could 
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emerge as their perceptions, concerns and expectations from a new system. 

This 
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requires a specific methodology to elicit, explain and interpret user views into 

requirements for a future data warehouse.  

The data in chapters 2, 3 and 4, combined led to the formulation of the 

following study objectives:  

 Identifying potential use/function for a future DCM data warehouse 

 Identifying data that needs to go into the warehouse to meet the data 

warehouse’s potential use 

 Identifying the concerns and issues (if any) related to the secondary 

use of DCM data for the identified potential use 

In order to meet these objectives, an appropriate methodology and suitable 

methods of data collection and analysis were required. These will be 

addressed in chapters 5 and 6. 
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5. Philosophical and Methodological Considerations 

“Never ask the end user ‘What do you want in your data warehouse?’ That puts 

them in the position of designing the system. That is your job. Besides, there is only 

one right answer to this question: ‘Everything’. Instead, ask questions that help you 

learn what the end user does, and then translate/interpret this into what needs to go 

into the system”. 

(Mundy et al. 2006: 12) 

5.1. Introduction 

Denzin and Lincoln (1998) suggest four main steps for defining a research 

process. The first step is choosing a research paradigm that reflects the 

researcher’s philosophical assumptions in understanding the nature of the 

world. The second step is selecting a research approach consistent with the 

researcher’s chosen philosophical beliefs. The third step is choosing a 

research methodology that guides the process of data collection and 

analysis. The fourth step involves the data-collection and analysis methods 

that are underpinned by the chosen research methodology, approach and 

philosophy. Below is a diagrammatic representation (Figure 6) of the four 

steps of the research-design process. 

The aim of this study was to identify requirements for secondary use of DCM 

data using a user-driven approach. To achieve this aim, within this study, 

these aforementioned four steps were followed to design the research 

process. This chapter focuses on the first three steps, which are related to 

the philosophical and methodological considerations employed within this 

study. It first outlines my philosophical position and critiques its 

appropriateness for the analysis process required within this study. It then 
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outlines the use of grounded theory as a methodological framework, 

underpinning a qualitative approach, to guide  
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the practical steps taken to design the data-collection and analysis process. 

The pertinence of grounded theory as an effective research methodology for 

identifying potential users’ requirements is also justified in detail. The 

methods of data collection and analysis, which are the fourth step of the 

research process, are then presented in Chapter 6.  

 

Figure 6: Research process stages 

5.2. Research philosophy 

Every research study, regardless of the kind of problem under inquiry, is 

underpinned by some kind of philosophical assumptions (Myers 1997). 

These assumptions guide the research towards valid and appropriate 

approaches to solve a particular problem and are related to beliefs that guide 

the study design, the investigations and presentation of the findings (Guba 

and Lincoln 1994; Elsheikh 2011). These assumptions can be classified as 

both ontological and epistemological. Ontological assumptions are related to 

the beliefs that one holds about the ‘phenomenon’ or the ‘meaning of the 

object’ under study. This also describes the researcher’s views about the 
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nature of reality, which see reality either as a single unbiased truth 

(objective), or as a  
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set of multiple realities that are constructed socially (subjective). The 

epistemological assumptions refer to one’s concept of knowledge; what 

knowledge is and how it can be obtained (Hirchheim 1992). Orlikowski and 

Baroudi (1991) maintain that such assumptions also concern the criteria of 

validating, constructing and evaluating knowledge. The researchers usually 

take one of two main positions to reflect their ontological and epistemological 

assumptions, positivism and interpretivism. 

Interpretevism concerns those researchers who believe in multiple realities 

(Krauss 2005) and believe that these are constructed socially through 

understanding the interaction between social actors within a particular 

phenomenon19 (Orlikowski and Baroudi 1991). They also accept that 

knowledge about the phenomenon or the object under study can be 

presented or delivered based on interpreting meanings of the actions those 

individuals had within their social world. Charmaz (2006) asserts that these 

interpretations are consistent explanations of the phenomenon under study 

rather than law-like generalisations. Positivism, however, concerns those 

researchers who believe in one true reality and who conduct the research 

process to test that reality as established hypotheses or as a theory about a 

social phenomenon (a deductive approach20) (Creswell 1994). Positivists 

accept the social reality as objective, testable controlled and independent of 

external factors (including the researcher) and believe that it can be 

quantified using scientific research approaches, i.e. quantitative methods.  

                                            
19

 ‘Phenomenon’ refers to events, situations, objects, or social settings (Denzin and Lincoln 
1998). 
20

 A deductive approach is concerned with commencing a research study with established 
hypotheses and theories (Creswell 1994).   
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The main aim of this study was to understand how users interpret their 

current use of DCM data or have expectations for its future use for various 

purposes, both in individual and organisational terms. This research study, 

therefore, intended to explore individuals’ and their organisations’ needs, 

expectations and concerns of using DCM data as regards the requirements 

for a data warehouse, rather than quantifying what they already use in terms 

of their satisfaction levels with the existing systems. Therefore, my 

ontological and epistemological perspective of understanding and acquiring 

knowledge within this study is underpinned by interpretivism, which holds the 

assumption that DCM data use and its management is not objective but 

subjective knowledge. Therefore, users’ views related to their subjective 

perspectives and their shared meanings of the potential use of DCM data will 

inform the requirements of the future data warehouse. In addition to this, this 

thesis will also adopt the assumption that the phenomenon can only be 

understood through the meanings that users who are part of that 

phenomenon assign to them. My view of looking at requirement analysis is in 

line with what is proposed as a preferred philosophical position to designing 

systems within information systems research, which is where a data 

warehouse, as a technical concept, sits. 

The literature highlights that, like any other research study, information 

system research is also underpinned by some philosophical paradigms 

informing the researcher’s philosophical beliefs or views. These views are 

related to the role of the information system within an organisation, which 

can be considered technical (e.g. the information system acts as a technical 
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tool providing specific well-defined functions), social (e.g. the information 

system as a social tool  
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involving social processes that are dynamic in nature) or socio-technical (e.g. 

both a technical and a social tool). It is widely acknowledged that the views 

of seeing an information system have shifted from pure technical to social 

and socio-technical (Ghaffarian 2011). The major reason for this shift was 

the understanding that an information system deals with people, data and 

technology, with all three aspects important for its success (Iivari and 

Hirschheim 1996). The change in understanding an information system has 

also influenced the perception of the system requirements.     

Iivari and Hirschheim (1996) argue that the system requirements can be: 

objective (an objective reality that will be part of the system as a measured 

feature); subjective (requirements that are subjective to each user, based on 

their role and cognitive abilities); and inter-subjective (the synthesised set of 

common or homogeneous requirements gathered from various users). 

Taking a technical view of the information system within an organisation 

directs the analyst (the researcher) towards using objective methods of 

requirement analysis for designing the system (Iivari and Hirschheim 1996). 

These methods are underpinned by the positivist approach, whereby the 

researcher aims to acquire the functional descriptions of the systems 

objectively from the existing systems, a data-driven approach for designing a 

data warehouse, as discussed in Chapter 4. However, the social and socio-

technical view of the information system encourages the researchers to 

explore the social side of the system by involving users and understanding 

their subjective perspectives on the system use, which considers 

requirement analysis as a social process (Jantunen and Gause 2014; 
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Kroeger et al. 2014). As argued in Chapter 4, the users’ subjective 

perceptions of the system, which might emerge from their  
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needs, complaints, expectations, concerns and issues, are interpreted by the 

researcher as the system requirements, thus suggesting the suitability of the 

use of interpretivist approaches for requirement analysis. Myers (1997) adds 

that the need to understand information systems from an organisational and 

individual context, rather than merely a technical perspective, has also 

shifted the trend towards using interpretivist approaches. 

Another reason for adopting the interpretivist approach in this study was its 

flexibility in exploring new areas. Rutty (2010) suggests that the interpretivist 

paradigm is valuable in facilitating research into new perspectives on already 

known areas. Strauss and Corbin (1998) also assert that the interpretivist 

approach is useful for exploring a new area to reveal the processes and the 

phenomena when there is little known already (Strauss and Corbin 1998). 

Given that there was a dearth of literature and, therefore, knowledge on 

secondary use of DCM data generally, and from users’ perspectives 

specifically, the interpretivist approach seemed appropriate to explore the 

requirements for the secondary use of DCM data, an area that is yet 

unexplored.  

Within this study, a qualitative research approach, underpinned by 

interpretivism, is applied in order to understand the use of DCM data by 

potential data warehouse users, as presented next. 

5.3. Qualitative research approach 

According to Creswell (2007), researchers apply those research approaches, 

underpinned by interpretivism, that are appropriate to exploring the nature of 

a problem, issue or phenomenon; in this case, a qualitative research  



234 
 

approach. A qualitative approach is appropriate to use when the aim is to 

understand the situations, events, process and experiences of people and 

the context within which these take place (Huberman and Miles 2002), rather 

than to quantify objects, events and their occurrence in terms of numbers. 

Kaplan and Maxwell (1994) argue that, when data are quantified, the goal of 

understanding people and the phenomenon in the social and cultural context 

within which they live is lost.  

A qualitative approach to research can incorporate either deductive or 

inductive methods of inquiry. A deductive inquiry commences with pre-

established assumptions and theories, where qualitative approaches are 

used to validate such existing assumptions and theories (Creswell 1994). 

However, inductive inquiry commences with very few or no assumptions, 

where the qualitative approach is applied to generate new hypotheses or 

theories rather than validating them from the collected data (Strauss and 

Corbin 1998). The qualitative research approach with the inductive inquiry 

method is used when the intention is to understand social events, situations 

and needs, which are not described in existing theories or hypotheses in 

relation to a specific area, through the meanings that people bring to them 

(Myers 1997; Klein and Myers 1999).  As there is a lack of knowledge of the 

requirements of secondary use of DCM data from the user’s perspective, in 

this study, a qualitative approach incorporating an inductive inquiry method 

will be used to explore and identify the new hypothesis or theory (a set of 

requirements) from the collected study data.  

As mentioned above, since information systems are perceived as a 

combination of technology, organisations and people, an increasing number  
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of studies are focusing on understanding the context, experiences and 

narratives of people/users involved either in designing and developing, or 

using, systems. This has initiated the use of qualitative research approaches 

within information systems (Hughes and Jones 2012). It was also argued in 

Chapter 4 that requirement analysis is considered a social process, where 

communications take place between users and the analyst to elicit users’ 

requirements (Zowghi and Coulin 2005), thus suggesting the use of 

qualitative research approaches for this purpose. The aim of this study was 

to explore the needs, expectations, issues and experiences of potential users 

regarding their secondary use of DCM data and the context within which 

these requirements emerge. Therefore, qualitative approaches were 

considered suitable and effective for such a purpose.  

5.4. Grounded theory techniques as a methodological framework  

According to Denzin & Lincoln (1998), a methodology provides a set of 

frameworks or practical guidelines to conduct inquiry through a data-

collection and analysis process. There are several methodologies, 

underpinned by the qualitative research approach, that are used for both 

deductive and inductive inquiry purposes. The most common methodologies 

are ethnography, phenomenology, narrative approaches, case studies and 

grounded theory. Creswell (2007) contends that the application of these 

methodologies depends on the nature of the inquiry, the situation under 

which the inquiry takes place and the type of research questions that need 

answering. Within this study, the techniques of grounded theory are used as 

a methodological framework for inductive inquiry underpinned by qualitative 
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methods of data collection and analysis. It is beyond the scope of this 

chapter to describe other methodologies  



237 
 

or to justify why these were not used for this particular study. However, the 

discussion will justify why the techniques of grounded theory were 

appropriate to and thus were adopted to inform various methodological 

aspects of this study. Therefore, the next section will explain the grounded 

theory methodology and my rationale for using it as a methodological 

framework for this study. 

5.5. Grounded theory 

The theoretical origin of grounded theory is linked to symbolic interactionism. 

Blumer (1969) proposes that symbolic interactionism is concerned with the 

meaning that individuals and groups give to objects, events and situations, 

which is influenced by how they interact with these in their environment. 

These interactions therefore shape their interpretations about the objects and 

events and their situations. With this in mind, Cummings and Turner (2009: 

231) define grounded theory as “a methodology that aims to understand how 

individuals and groups interact, act and engage in response to phenomenon 

(i.e. objects, events and situations) they experience or encounter in their 

everyday lives”. It is within this context that theory is developed, which 

provides descriptions or theoretical analyses of a specific phenomenon. 

Strauss and Corbin (1998) maintain that grounded theory provides a 

methodological framework with practical guidelines for building and 

developing theories, or an in-depth theoretical analysis from the empirical 

evidence.  

Kerlinger and Lee (2000: 9) define the word ‘theory’ as “a set of interrelated 

constructs (concepts), definitions and propositions that present a systematic 

view of phenomenon by specifying relations among variables, with the  
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purpose of explaining and predicting phenomenon”. Within the context of this 

study, the phenomenon is defined as the set of requirements for a data 

warehouse that are shared among users and which emerge from their 

needs, expectations and experiences of using DCM data. Grounded theory 

is, therefore, an applicable methodology for this study, since it facilitates 

reaching such phenomenon in a systematic manner.  

According to Charmaz (2006: 507), the term ‘grounded theory’ refers to both 

a “method of inquiry” and “product of inquiry”, representing, therefore, a 

process and an outcome. As a process, grounded theory encompasses a set 

of techniques or principles to guide the research. However, as an outcome, 

grounded theory is concerned with the development of theory, which is 

achieved through using a systematic process of data collection and analysis. 

Monks (2006) argues that the outcome is entirely dependent on the process, 

since without a set of principles that guides the research process in a 

systematic fashion, the emergence of theory is not possible, thus highlighting 

the significance of grounded theory as a process of reaching a theory. A 

number of empirical and theoretical studies on requirement analysis report 

the use of grounded theory as a process to reach theories or in-depth 

explanations (user requirements in the context of this study). The primary 

aim of these studies is to explore an area where there was a lack of previous 

research and published literature (Urquhart 2000; Chakraborty and Dehlinger 

2009; Jantunen and Gause 2014; Wang 2014). While using grounded theory 

as a process, many of these studies present their study outcomes (user 

requirements) as systems’ data models (Chakraborty and Dehlinger 2009; 
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Halaweh 2012) and as theoretical models that could explain the set of 

general  
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system requirements21 (Crook and Kumar 1998; Pace 2004; Kroeger et al. 

2014; Wang 2014). While suggesting that it is best to remain open-minded 

about what could be the outcome in terms of a descriptive theory, or merely 

theoretical explanations of some parts of a phenomenon and how it could be 

presented, Strauss and Corbin (1998) endorse the idea of using grounded 

theory as a process to reach explanations that are grounded within the 

collected data. My primary intention was to use grounded theory as a 

process of reaching potential users’ needs and expectations of their 

secondary uses of DCM data, which could then lead to a 

theoretical/conceptual explanation of what constitutes the requirements for 

the secondary use of DCM data within a data warehouse.   

Strauss and Corbin (1998) argue that, through a systematic process of 

inquiry, the purpose of using grounded theory is to develop a theory or 

categories that are linked on a theoretical basis within the data that reflect 

the ‘reality’ of participants’ social phenomenon. Kelly (2010) adds that such a 

theory provides an in-depth description of the interpretations of participants’ 

experiences within their social settings. These careful interpretations are 

referred to as ‘theoretical associations’ of participants’ realities rather than as 

an exact picture (Guba and Lincoln 1994; Schwandt 1994; Charmaz 2006) 

and are achieved through a systematic and rigorous process of data 

collection and analysis. As argued in Chapter 4, requirement analysis is 

considered as an interpretive process where users’ needs, expectations and 

experiences are  

                                            
21

 The requirements are not only related to the information requirements that can be 
modelled into a system’s data models, but also provide descriptive information that need to 
be considered at various stages of the system’s development, implementation and adoption 
and can depict the system’s overall success.  
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interpreted by the analyst (researcher) within the context of their emergence. 

It was also argued that requirements represent realities that are a product of 

one’s own ability to see the current or future uses of a system. Strauss and 

Corbin (1998) assert that grounded theory, as a systematic methodology, 

enables the researcher to bring multiple realities together and explain them 

at a conceptual level. In this study it is the intention to interpret, based on my 

ability and knowledge as a researcher, as discussed in ‘The role of the 

researcher’ later in this chapter, multiple realities (requirements) as a 

combined truth (shared set of requirements), described at a conceptual level. 

Chakraborty and Dehlinger’s (2009) study of identifying requirements for a 

university support system justifies the applicability of grounded theory for 

interpreting user requirements as categories which provide in-depth 

descriptions of requirements that reflect similarity in users’ views, needs and 

expectations at a conceptual level. Based on the above, and several other, 

examples of using grounded theory for such purposes (Galal-Edeen 2005; 

Teixeira et al. 2012), it seems promising that, within this study, grounded 

theory can support a pursuit of mutually agreed requirements for secondary 

use of DCM data.  

Furthermore, Charmaz (2006) asserts that grounded theory can provide an 

understanding of individual and organisational perspectives that reflects 

events and activities within a specific social context. Therefore, the 

techniques of grounded theory, as analytical tools, for understanding the 

organisational and social phenomenon from the individual’s perspective, will 

allow the issues related to designing a new system for individuals and 

organisations, which can 
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be political, ethical or organisational, to emerge automatically through 

conversations with the potential users. 

The literature highlights several versions of grounded theory, as it has gone 

through various modifications and developments since its conception by 

Glaser and Strauss (1966). The current study claims to employ a modified 

version of grounded theory. First, I will describe the process of grounded 

theory before moving on to argue the case of why its modified version was 

used and what constitutes ‘modified’ grounded theory. 

5.6. Grounded theory process 

Using grounded theory, various methods (i.e. interviews, observations, focus 

groups, content analyses) can be used for collecting data. The first 

interviewee, or the data source, is identified through preliminary review of the 

literature. The concepts that emerge from this literature are devised as a set 

of initial questions to start and later to focus the interview process. Grounded 

theory is conducted through an ‘iterative and simultaneous process’ of data 

collection and analysis. This means that the researcher collects the first set 

of data (either through an interview, focus group or other means) and starts 

analysing it through coding the data. The coding involves giving meaningful 

names (labels) to the pieces of text from the data: this stage of coding is 

called open coding (Strauss and Corbin, 1998). Strauss (1987) calls these 

labels indicators, which represent the concept (building block of theory) 

within the data. These can be called codes (emerged concepts from the 

data), categories (merged concepts based on the similarities and 

differences) and sub-categories (concepts related to a category through 
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various properties and dimensions). The codes and categories emerge from 

the data and further  
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develop by establishing links or relationships between categories and 

subcategories using properties (characteristics or attributes of a category) 

(Gray 2009) and dimensions (the scope of a property at various extents) 

(Strauss and Corbin 1998). This stage of coding is called axial coding 

(Strauss and Corbin 1998). Examples, with reference to the study data, are 

given in Chapter 6, which describe the process of category emergence and 

its relationship with other categories and sub-categories. 

Researchers make sense of the data through analysis activity, establish a 

conceptual vision of what is happening in the data and formulate some 

concepts that are obvious within it. Keeping these concepts in mind, the 

researcher locates further participants who can help to provide data on 

specific themes/categories. This is called ‘Theoretical Sampling’ (Strauss 

and Corbin 1998). 

As the data collection and analysis continues, the sampling becomes more 

in-depth and eventually comes to a halt (saturation point). Data is said to be 

saturated when no new information emerges from ‘new’ data collected during 

subsequent data collection in terms of generation of new categories. 

However, during the theory-generation process, the aim is usually to saturate 

the data theoretically; this is called ‘Theoretical Saturation’. According to 

Glal-Edeen (2005), the data is theoretically saturated when the same 

concepts emerge from the data repeatedly.  

During the analysis process, data are constantly compared with other data 

and with the emerged categories for differences and similarities and 
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eventually classified into other categories. This process is called ‘Constant 

Comparison’  
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which is a fundamental analytical tool within grounded theory for making the 

analytical process rigorous and systematic (Glaser and Strauss 1999; 

Strauss and Corbin 1998). During the constant comparison process, several 

memos are also written as the researcher’s reflexive notes on the analysis 

process. The memos provide a trail of evidence for decision-making during 

data analysis for further sampling, saturation and concept development 

during the analysis process. Writing memos throughout the whole process of 

data collection and analysis is a fundamental part of grounded theory. 

According to Glaser (1992), the researcher who omits the process of writing 

memos is not using grounded theory. Researchers need to analyse 

theoretically the whole process step-by-step through writing memos, which 

help them to theorise the codes and their relationship during write-up. 

Therefore, it is imperative to write memos whenever a new idea emerges 

during analysis or when a relationship is seen between categories or 

concepts that lie within the data. 

‘Asking questions’ is another important analytical technique of grounded 

theory (Strauss and Corbin 1998). During the constant comparison process, 

various kinds of questions are asked regularly to refine and develop the 

concepts that have emerged from the data. The questions are usually asked 

by the person who is conducting the analysis at various stages, based on 

when they emerge (Strauss and Corbin 1998), in order to enhance the 

understanding of the concepts (Strauss 1987). These are called ‘Sensitising 

Questions’ which originate when the researchers become sensitive 

(perceptive) to data based on their knowledge of the area under study and 
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their background knowledge. They ask questions to understand the concepts 

in depth. The technique of asking questions from data is stimulated by the  
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concept of ‘Theoretical Sensitivity’. This refers to the personal quality of the 

researcher and their ‘sensitivity’ (Galal-Edeen 2005) in giving an appropriate 

meaning to the data in order to generate and develop the categories through 

theoretical understanding of the data. Sensitivity can come through, or be 

enhanced by reading the preliminary literature, the researcher’s background 

or their professional knowledge (Charmaz 2006; Strauss and Corbin 1998).  

The modifications within the grounded theory and my rationale for using a 

modified version are presented next. 

5.7. Developments or modifications within grounded theory 

This section will justify my use of modified grounded theory within this study. 

However, prior to that, I will describe the origin of grounded theory. Then I 

will analyse the literature that encourages modifications in the use of 

grounded theory by describing how various authors perceive these 

modifications. I will also discuss how the modified use within grounded 

theory has encouraged many information system researchers to use it as a 

methodology for understanding people’s experiences, needs and 

expectations of system development and use (Urquhart 2000). By drawing 

on the presented knowledge, I will also provide my view of modified 

grounded theory and of how it is used in this study. The origin of grounded 

theory and its basic reasons are presented next.  

In 1966 two sociologists, Barney Glaser and Anselm Strauss, developed 

grounded theory as a research methodology (now called the ‘classic 

version’) during their joint research project on dying hospital patients. They 
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published their methodology in their book ‘Awareness of dying: the discovery 

of  
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grounded theory’ (Glaser and Strauss 1966). Their key purposes for 

developing grounded theory were as follows: 

 To ensure the rigour and quality within qualitative research. 

 To show the research community that sometimes theories need to be 

developed before they are validated, particularly when there is a lack 

of any relevant literature in the field, thus introducing the inductive-

research approach. This is in contrast to what happens in traditional 

research where existing theories or hypotheses are tested and 

validated.  

While remaining consistent with their original purposes of developing 

grounded theory, Glaser and Strauss continued developing the methodology 

further, albeit in separate ways. For example, Strauss, in partnership with 

Juliet Corbin (Corbin and Strauss 2007), introduced a model for coding, 

relating and developing various aspects of data during analysis. Strauss and 

Corbin (1998) believed in ‘developing’ a theory in a systematic manner and 

provided a set of instructions on how to do this. While such guidance is 

acknowledged as extremely helpful for novice grounded theory users when 

dealing with research data (Urquhart 2000), Glaser criticises this as a ‘forcing 

act’22 rather than an ‘emergence’23 of theory from the data (Glaser 1992). 

Glaser strongly advocates the ‘emergence or discovery’ of theory from data 

rather than the ‘developing’ of theory. This means that, while analysing the  

                                            
22

 According to Glaser, Strauss and Corbin’s procedures force data into pre-conceived 
categories, which is apparent when they talk about identifying an event, about the contextual 
and conditional information to explain that event and about the strategies and consequences 
of those events.  
23

 Glaser perceives grounded theory as a methodology of discovery, where categories are 
allowed to emerge from the data without there being any pre-conceived container to put 
them in, of the type seen in Strauss and Corbin’s (1998) coding model. 
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data, a researcher does not bring any pre-conceived ideas, not even a set of 

instructions or any pre-determined models on how to code data. Such 

debates between Glaser and Strauss were the beginning of introducing the 

concept of modifications within grounded theory. 

Glaser (1992), as one of the primary developers of grounded theory, views 

any further developments as changes to the original method, i.e. the ‘classic’ 

version of grounded theory. However, his co-developer, Strauss (1978), 

invited researchers from various philosophical backgrounds and disciplines 

to use the methodology and to modify it according to their area of inquiry. 

Strauss’s suggestion encouraged others to perceive grounded theory 

differently (Seale 1999; Clarke 2003; Charmaz 2006; Bryant and Charmaz 

2007). For example, Charmaz (2006), along with Bryant (2002) and Clarke 

(2005), perceives grounded theory as a constructivist process and asserts 

that a theory should not be ‘developed’ or allowed to ‘emerge’ (as asserted in 

Strauss and Glaser’s views of grounded theory) but ‘constructed’ from the 

data. Charmaz (2006) asserts that, being consistent with grounded theory’s 

philosophical origin in symbolic interactionism (as argued earlier), a theory is 

the product of those interactions that happen between the participant and the 

researcher. She also emphasises the role of the researcher being as 

significant as the role of the participants in constructions of reality that depict 

the phenomenon under study, thus emphasising the importance of the 

researcher’s role. How the role of the researcher is viewed within this study 

will be discussed later in this chapter. 

From a methodological perspective, the modifications are also seen in the 

practical use of various components of grounded theory, which are the  
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constant comparison of data with emerging theory or hypothesis, the 

simultaneous act of data collection and analysis, theoretical sampling, 

theoretical sensitivity and memo writing (these are described earlier in 

Section 5.6). Charmaz (2006) refers to these fundamental components as 

‘grounded theory guidelines’. While these guidelines sit within both classic 

and modified versions of grounded theory, their application is varied across 

various individuals and disciplines, as encouraged by Clarke (2003) and 

Charmaz (2006: 19). They both argue that, if the aim of research is to 

explore a phenomenon, various researchers from any discipline can use the 

grounded theory guidelines to achieve this. Charmaz also encourages 

researchers to “adopt and adapt” these guidelines according to the needs of 

their research. Strauss and Corbin (1998) propose using these components 

as procedural suggestions for conducting data collection and analysis, rather 

than as strict rules. These grounded theory components will be referred to as 

‘grounded theory guidelines’ within this and the following chapters. 

Denzin and Lincoln (1998: 164) relate the modification of grounded theory to 

the researcher’s personality, skills and abilities. They argue that grounded 

theory’s actual use in practice has varied with the specifics of the area under 

study, the purpose and focus of the research, the contingencies faced during 

the project and perhaps also the temperament and particular gifts and 

weaknesses of the researcher. They suggest that a researcher can adapt the 

use of methodology according to their own thought processes. They, 

however, insist that the adaptation in methodology does not refer to a 

change in basic grounded theory guidelines that can impact on the rigour of 
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the method, but to introducing one’s own social and intellectual ideas into the 

analytical process.  
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They are referring here to the impact of the researcher’s intellectual and 

background knowledge on the analytical process, called theoretical 

sensitivity within grounded theory, which can be achieved via interaction with 

the literature. How theoretical sensitivity is achieved in relation to this study is 

described in the literature review chapters 2, 3 and 4. However, the use of 

literature to achieve this is explained later in this chapter.  

The inception, and most of the early uses, of grounded theory occurred 

within the social sciences field, but the literature indicates that its use is also 

becoming popular in many other disciplines, particularly within information 

system research, usually focusing on requirement analysis process, which is 

considered a social process (Kroeger et al. 2014). Urquhart (2002) argues 

that it is the flexibility and freedom of the grounded theory guidelines that 

have encouraged many to use them within the information system discipline. 

Based on her own experience of using a modified version of grounded theory 

within her study of understating the client-analyst communication process 

during requirement analysis, Urquhart (2002) recommends the use of 

grounded theory within information system research. Whilst many studies 

justify the use of grounded theory within information systems, where the aim 

is to understand users’ experiences, needs and expectations about a 

system, Mavetera and Kroeze, (2009) caution the researchers to use 

grounded theory guidelines carefully according to their area of interest or 

discipline. This means being sensitive to modification of its use. It also 

means careful application, based on the underlying philosophical and 

theoretical demands of a particular discipline. A number of studies have 

reported a successful use of grounded theory for 
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requirement analysis, based on its philosophical and theoretical similarities, 

which are explained later in this chapter in Section 5.12.  

The above literature suggests that there is not a definitive answer to what 

constitutes ‘modified grounded theory’, as many scholars agree that there 

can be various ways of conducting research using grounded theory. These 

can be dogmatic (Strauss and Corbin 1990; Strauss and Corbin 1998) or 

flexible (Clarke 2003; Gasson 2003; Charmaz 2006). Birks and Mills (2015) 

observe that studies use the term ‘modified grounded theory’ when they use 

the guidelines to identify categories and themes within the data for the 

purpose of description and exploration of a phenomenon only and are not 

claiming to generate theories. Based on Birks and Mills observation of what 

constitutes modified grounded theory, in this study I have adopted this 

approach, where I considered the use of grounded theory guidelines for 

conducting the data-collection and analysis process only. I perceive modified 

grounded theory as giving the researcher a set of guidelines and the freedom 

to use them as they find works best within their discipline, given the type of 

research data and the context such as limited sources of data, or lack of 

resources to collect more data for theoretical sampling. 

The application of the grounded theory guidelines within this study, though, 

has been considered based on the situation within which the research was 

conducted, the type of data collected and the challenges faced during data 

collection and analysis. These components, their application and the 

challenges I faced and finally overcame are explained in Chapter 6.  

Alongside the grounded theory guidelines for data collection and analysis, 
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there are some important considerations, which are important to take into 

account while  
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conducting any version of grounded theory. These considerations are 

presented next, along with a critique of literature on how others have 

considered these and an assessment of how I have taken these views into 

account within this study.    

5.8. Substantive area 

The particular area of study or inquiry is called the substantive area. It is 

argued that researchers adopting grounded theory methodology do not begin 

the project with pre-conceived ideas/assumptions about the substantive area 

of interest where the developed theory will be applied (Strauss and Corbin 

1998; Glaser and Strauss 1999). Rather, they start with a general area of 

study and systematically allow concepts to emerge from the empirical data in 

the form of a theory (Strauss and Corbin 1998). There is a difference of 

opinion between grounded theorists about how much knowledge of a 

substantive area a researcher should have prior to commencing the research 

project. The diverse views in this regard are presented in ‘Use of the 

literature within grounded theory’ in Section 5.10 of this chapter. 

The researcher can possess knowledge of the substantive area through 

her/his professional background (e.g., when a software designer/analyst 

uses grounded theory for requirement analysis) and involvement in studies 

within the same area (e.g., if someone has been involved in a project related 

to requirement analysis or a data warehouse). However, it is imperative that 

the researcher recognises her/his substantive area. For this purpose, 

Mavetera and Kroeze (2009) suggest that researchers search for, and be 

clear about, their substantive area of study. They further warn researchers 
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who are not familiar with their substantive area of study that they can find 

themselves in  
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the chaos of ‘multiple substantive areas’ and end up not justifying any of 

these correctly and, therefore, not being able to claim to be using grounded 

theory. 

The main aim of my research study was “requirement identification for a 

future DCM data warehouse” which reflects two important facets, DCM and a 

data warehouse. It is important to stress here that neither the data 

warehouse nor DCM is the substantive area, rather it is the combination of 

both. Put simply, this deals with identifying the requirements for the 

secondary use of DCM data that emerges from mappers’ current and 

potential use of DCM, which can potentially contribute to designing the data 

structure/models for the DCM data warehouse. 

Prior to this study in 2009, I gained knowledge and understanding of DCM, 

and of how it works, during a three-day DCM basic user training course I 

attended, delivered by the University of Bradford. During the same period, I 

gained knowledge of the data-warehousing concept through researching the 

general use of data warehouses and their technical role in managing data for 

secondary purposes. Further, as part of my MPhil study (Khalid 2010), where 

I proposed a data-management framework for DCM data, I also attended a 

data warehouse-specific system-design course, where I gained the essential 

skills to identify the user requirements and translate them into the warehouse 

data models. 

The knowledge of DCM and data warehouses does not contradict the 

knowledge that I need to acquire through this study, namely, users’ 
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perceptions, views and needs as requirements for a DCM data warehouse. 

On the other hand, my understanding of data warehouses and DCM has  
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enhanced my theoretical sensitivity, which according to Strauss and Corbin 

(1998), can hugely improve the researcher’s skill of interpretation and 

analysis of study data in terms of identifying and synthesising the findings to 

achieve the study aims. For example, within this study, my knowledge of 

DCM and data warehouses facilitated me in interpreting the user needs, 

expectations and concerns as requirements that will influence the 

warehousing of DCM data.   

5.9. Use of research question 

It is common in any traditional research study to commence with a clear and 

specific research question which reflects the researcher’s specific area of 

study. In contrast, those who intend to use grounded theory are specifically 

recommended to commence with a general topic or area of interest (Glaser 

and Strauss 1968). Glaser (1992) argues that a specific research question 

restricts the natural emergence of theory and, thus goes against the 

inductive nature of grounded theory. Strauss and Corbin (1998), however, 

suggest commencing with some preliminary hypothesis or theory that will 

guide the researchers and define the scope of the study. They argue that, 

without any such hypothesis, the researcher could have many aspects to 

consider during a single project, which might jeopardise the quality of inquiry.   

However, they caution researchers to develop a wide question, which is as 

general as it can be, to let the exploration happen. Charmaz (2006) also 

asserts that the research question in grounded theory should be free (as 

much as possible) from the researchers’ pre-assumptions about the general 

area of the study. In agreement with Strauss and Corbin (1998), Charmaz 
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(2006) suggests that the researchers should commence their study with a 

general  
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research question at the outset. Marvetera and Koereze (2009) consider 

such action important in particular cases where the researchers are familiar 

with the area under study and possess some background knowledge.  

Within this study, I devised a research question at the outset, which was 

general, presented the wider study area and reflected the study aim. The 

devised research question was as follows: “What are the requirements for 

the potential secondary use of DCM data from a data warehouse from its 

potential users’ perspective?”. This question reflects my intention of 

identifying the potential users, as well as the uses, of the warehouse. 

Further, the aim was to construct a question that is as general as possible 

and allows the inductive exploration of the user needs and requirements. 

However, the research question can become more specific and targeted, or 

to use Strauss and Corbin’s (1998) word, ‘developed’ as the study goes 

through the data-collection and analysis process. Within this study, the 

above research question remained the same during the data-collection and 

analysis process. However, a set of study objectives was also identified (as 

presented in Chapter 4) to set the scope of the study.  

5.10. Use of the literature within grounded theory 

There are various discussions, or schools of thought, on using literature prior 

to the research process when adopting grounded theory within a study. 

Glaser is against reading literature that gives any information or knowledge 

on the research area. Mavetera and Kroeze (2009) challenge this, as they 

stress that it is impossible for the researcher not to have any knowledge of 

the area when she or he has expertise in, or has been related to, the area for 

some time.  
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They add that there is always something new and unexplored that needs a 

different perspective within the same area.  

Strauss and Corbin (1998), however, encourage researchers to use the 

literature (not in a substantive area) at the beginning of the study in order to 

support formulation of the study design and general research questions. 

They argue that reading some related literature can provide directions and 

dimensions, which help the researcher to think from various angles and 

explore the problems in-depth by increasing analytical understanding 

(Strauss and Corbin 1998). Further, this helps in enhancing the researcher’s 

theoretical sensitivity and rationalising the purpose of research (Gasson 

2003; Mavetera and Kroeze 2009). Strauss and Corbin’s advice on 

conducting some review of the ‘not substantive area’, however, can only be 

taken if a researcher defines her/his substantive area of study at the outset 

(Mavetera and Kroeze  2009), as argued above in Section 5.8. 

Dey (1999) also warns researchers not to enter the field in ignorance. 

Researchers need to have some knowledge about the area under study, but 

they should not allow their pre-conceived ideas to be brought into the study 

as these can contaminate the emergence of the original theory or theoretical 

concepts from the empirical data (Glaser 1968). However, putting pre-

conceived ideas to one side is not easy. It requires significant effort from the 

researcher to be objective while conducting the grounded theory process. 

Charmaz (2006) and Urquhart (2000) suggest that, in order to achieve some 

objectivity, the researcher should delay the ‘relevant literature’ review as 

much as possible. How I managed to put aside my pre-conceived ideas and 

assumptions within this study is explained in this chapter in Section 5.11.  
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In the context of this study, there was no literature available on the 

substantive area (identification and exploration of the requirements for the 

secondary use of DCM data from mappers’ perspective) and therefore this 

study commenced without establishing any preconceived ideas borrowed 

from the existing literature. Further, within this study, review of relevant 

literature related to DCM data management was not possible due to the 

following two reasons. First, as this study is the first of its type within the area 

of DCM data management, there was limited literature available to review. 

Therefore, a traditional way of reviewing the research area using relevant 

literature at the beginning of the study was not possible. Second, the aim 

was to let the user requirements emerge from the empirical data rather than 

from the literature, thus bringing in study participants’ views as requirements 

at the forefront.  

During this study, the literature was reviewed at various stages. The first 

review occurred during the establishment of the general research aim, while 

understanding the existing work within the field and establishing a rationale 

for the study, including valid aims and objectives. This review forms part of 

what is presented in chapters 2, 3 and 4. During this period, the literature 

was also reviewed to identify and justify the effective philosophical and 

methodological considerations taken for this study, as presented in Chapter 

5. The second review was performed during the analysis process in order to 

saturate and validate emerged categories (Charmaz 2006; Strauss and 

Corbin 1998). Such reviews contextualised the study findings and enhanced 

the discussion. These literature reviews are presented in chapters 7, 8 and 9. 

Some of the literature review conducted during data analysis formed also 
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part of chapters 2, 3 and 4 to define and explain the concepts emerged 

within the study data.  
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5.11. The role of the researcher 

The researcher plays a significant role in the whole research process, 

particularly during data collection and analysis. Denzin and Lincoln (1998) 

refer to the researcher’s role as an interpreter who tries to understand the 

natural phenomenon under study and, therefore, holds some responsibility 

for being part of the process by bringing in her or his own perspectives. 

During the use of grounded theory, such perspectives are considered 

significant in shaping researchers’ interpretations. In this context, Charmaz 

(2006) states that the researcher and the study participants together 

construct the reality, which holds shared meaning and shared interpretation 

of the real world under study.  

In this study, the role of the researcher was of great importance. The 

researcher worked as an ‘analyst’ and possessed technical and background 

knowledge of the data warehouse and its design methodologies, as well as 

the way it worked. Patton (1987) argues that the subjectivity of the 

researcher, which reflects her/his background and discipline knowledge, 

cannot be entirely ignored in the research process. However, the research 

suggests that the impact of the researcher’s subjectivity can be minimised in 

both data collection and analysis stages (Guba and Lincoln 1994; Strauss 

and Corbin 1998; Patton 2002).  

Within this study, to reduce this impact, during the data-collection process, 

open-ended questions were asked and plenty of time was given to the 

participants to answer the questions during the interview process. My 

background knowledge enabled me to be ‘sensitive’ to the concepts that 

emerged from the data and, therefore, to modify the interview guide and the  
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prompting questions in the semi-structured interviews to guide participants’ in 

the right direction, to ask the right questions and to probe the interviewees to 

get the required information. In this process, the researcher’s existing 

knowledge is used as a tool to facilitate in guiding the participant. This 

process, in relation to this study, is presented in Chapter 6.   

The grounded theory literature acknowledges that the researcher brings 

her/his subjective perceptions to data collection and analysis, which can 

result in the rigour of the data-collection and analysis process and the 

reliability of the findings being questioned (Gasson 2003). Therefore, 

grounded-theorists suggest that researchers be reflective of the processes. 

The researcher’s reflections about the data-collection and analysis process is 

captured in memos. Further, it is also advised to describe the reflexivity24 

while writing each stage of the data collection and analysis, which means 

describing why and how the decisions were taken by the researcher during 

theoretical sampling and making constant comparisons. This shows the 

rigour in the process and acts as an indicator to the reader with which to 

judge the quality of the study findings. Within this thesis, my reflections on 

the process are provided while explaining sampling and the data-collection 

and analysis process in Chapter 6. Further, wherever possible, I also provide 

a rationale of the decisions taken while presenting the findings in chapters 7, 

8 and 9. 

  

                                            
24

 Reflexivity is the process of questioning your own beliefs, attitude and presumptions 
during the research process. According to Malterud (2001: 484) reflexivity is “an attitude of 
attending systematically to the context of knowledge construction, especially to the effect of 
the researcher, at every step of the research process”.  
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5.12. Philosophical and methodological similarities between grounded 

theory and requirement analysis 

The literature indicates a number of studies that use grounded theory within 

information system research (Urquhart 2000; Kaplan and Maxwell 2005; 

Mavetera and Kroeze 2009). Further, the studies also specifically report their 

use of grounded theory for requirement analysis (Chakarborty and Dehlinger 

2009; Pidgeon et al. 1991; Halewa 2012). One of their argument is that there 

exists philosophical and methodological similarities between grounded theory 

and requirement analysis processes. For example, Chakarborty and 

Dehlinger (2009) use grounded theory methodology to identify system 

requirements embedded within an enterprise architecture. They argue that 

system-requirement elicitation and grounded theory share similar 

methodological steps and that grounded theory can facilitate a systematic 

process of reducing a large amount of qualitative data into system 

requirements. Pidgeon and colleagues (1991) describe how grounded theory 

and requirement analysis share not only methodological similarities but a 

philosophical background as well. Based on their study of the use of 

grounded theory for knowledge engineering, they maintain that both 

grounded theory and knowledge engineering deal with qualitative data, both 

trying to understand behaviours through contexts. They also argue that 

human behaviour is linked to the context within which it appears and 

grounded theory allows understanding of this contextual knowledge in order 

to interpret the users’ needs, experiences and expectations (Pidgeon et al. 

1991). 
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As mentioned in Chapter 4, the aim of requirement analysis is to obtain 

requirements and then develop these in terms of their accuracy, 

completeness  
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and relevance and this is done through a cyclic process of data 

(requirement) collection and analysis; this is the typical process in grounded 

theory, as described above in Section 5.6. Further, the practical and 

research evidence shows that various methods of data collection are used in 

requirement analysis, such as interviews, observations, focus groups and 

document analysis, as mentioned in Chapter 4. This is a standard process in 

grounded theory. Furthermore, recognising potential users to develop the 

requirements further is an essential step towards achieving the detailed set 

of requirements, a process called theoretical sampling in grounded theory. 

Chapter 4 also stresses the role of the researcher as an analyst who uses 

her/his knowledge in understanding user needs and interprets them into 

future system requirements. In grounded theory, the researcher uses her/his 

theoretical sensitivity to develop an understanding of the emerged findings 

and presents this in a form that can best reflect the situation or phenomenon 

under study.  

The above comparison suggest that requirement analysis and grounded 

theory share philosophical and methodological similarities. However, 

grounded theory provides a rigorous and systematic process of analysing 

data through coding, which produces an in-depth version of findings 

(requirements) rather than a ‘surface-level’ description (Kelly 2010). Corbin 

and Strauss (Corbin and Strauss 2008) claim that grounded theory 

guidelines can provide a theoretical framework that contributes towards 

exploration of a core concept/issue/phenomenon within the data, one that is 

relevant across various groups of participants and can be explained in detail 

through sub-categories. These sub-categories provide an explanation in 
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terms of the context within which that phenomenon emerges, the conditions 

that influence that  



275 
 

phenomenon and the actions and strategies adopted, or suggested, for 

dealing with the phenomenon.  

5.13. Summary of the chapter 

This chapter has described the three main steps followed to design the 

research process. It commenced by explaining the philosophical position 

adopted within the study, which argued the use of the interpretivist approach 

to identify and explore the users’ requirements for the secondary use of DCM 

data as their own interpretations of the potential data-warehouse system. It 

then outlined the use of grounded theory, underpinned by a qualitative 

approach. A detailed explanation of grounded theory was then presented, 

followed by a discussion of its modifications. The chapter outlined a number 

of perceptions for modifications in grounded theory and argued that there is 

not a definitive answer to what can be called ‘modified grounded theory’. 

Based on this, it further argued that a grounded theory methodology is 

modified when the researcher uses the main guidelines of data collection 

and analysis according to her/his own discipline and research data and the 

context within which the research takes place.  

The chapter then discussed various important aspects of grounded theory, 

which are important to consider for an effective use of the methodology. The 

discussion included the significance of the identification of a substantive 

area. It further highlighted how I recognised that, within this study, both DCM 

and a data warehouse together form the substantive area, which described 

the DCM mappers’ perspectives of secondary use of DCM data within the 

warehouse. The chapter then examined the use of a research question in 
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grounded theory studies, where the significance of a broad and wide 

question or topic area was  
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highlighted. Further, it also highlighted the use of a research question and its 

development within this study. 

This chapter then discussed the existing arguments for the use of the 

literature within grounded theory studies and highlighted the reasons and 

timings when specific literature was reviewed within the present study. 

Finally, the chapter discussed my role as the researcher in the process of 

designing the study and generating and interpreting the study data. It 

discussed how a researcher’s subjectivity, which should be acknowledged 

within a qualitative study, could be minimised in both data collection and 

analysis. It further highlighted the actions taken to minimise the researcher’s 

impact on various aspects of data collection and analysis within this study. 

The chapter then closed by comparing grounded theory and requirement 

analysis based on the philosophical and methodological similarities the two 

processes hold in identifying the requirements as users’ perceptions, views 

and expectations of a new system.  

In the next chapter, the thesis demonstrates the practicality of the use of 

grounded theory guidelines for data collection and analysis.          
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6. Using Modified Grounded Theory; Data Collection and 

Analysis 

"A researcher's background and position will affect what they choose to investigate, 

the angle of investigation, the methods judged most adequate for this purpose, the 

findings considered most appropriate, and the framing and communication of 

conclusions" (Malterud 2001: 483-484). 

6.1. Introduction 

This chapter presents the fourth step of the research process involving data 

collection and analysis methods. As has been discussed in Chapter 5, the 

guidelines of grounded theory were used as a framework for data collection 

and analysis in this study. This chapter demonstrates the practicality of the 

grounded theory guidelines in detail, using insights from the study data.  

As mentioned in Chapter 5, using grounded theory means that data 

collection and analysis are conducted simultaneously; the researcher 

conducts some initial data collection for analysis purposes to guide further 

data collection and analysis. It was also mentioned that, during this process, 

theoretical sampling takes place, which guides what, when and who to recruit 

for further data collection, thus weaving the sampling process into the data 

collection and analysis. For the purpose of clarity however, within this 

chapter, all three processes (e.g. sampling, data collection and analysis) are 

presented under separate headings.  

The chapter begins by examining the sampling techniques most often used 

in grounded theory studies. Through a consideration of these sampling 

techniques, the process of recognising, identifying and recruiting participants 

for this study is presented. I then examine the data-collection methods used  
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within grounded theory studies, particularly within information-system 

studies, and present my rationale for using my chosen methods of data 

collection. Next, the empirical process of data collection within this study is 

presented.  

Additionally, this chapter describes data analysis methods underpinned by 

the grounded theory guidelines and their applications within this study. In 

order to show transparency and rigour, each analysis step is justified and 

rationalised with examples taken from the study data. The chapter ends by 

explaining the steps taken to maintain the trustworthiness and credibility of 

the data collection, analysis and findings presentation process. 

6.2. Sampling; recognising and identifying participants 

Grounded theory advocates the use of theoretical sampling. As already 

defined in Chapter 5 (Section 5.6), theoretical sampling involves identifying 

data sources based on the concepts that emerged from the study data. 

Strauss and Corbin (1998: 201) maintain that such data sources could be 

“places, people, or events” that could provide information to maximise the 

chances of exploring variations in the emerged concepts within the data, thus 

providing flexibility about what and who to approach for the required 

information. Halaweh (2012) asserts that such flexibility of theoretical 

sampling works extremely well for requirement analysis as the researcher 

has the freedom to identify and then explore the requirements from various 

sources, including potential users, documents and existing systems. 

Theoretical sampling can only be conducted when one has collected and 

analysed an initial set of data. The question, however, remains: ‘Where to 
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start to get the initial data?’ Coyne (1997: 625) argues that, using grounded 

theory,  
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“the researcher must have some idea of where to sample, not necessarily 

what to sample for, or where it will lead”. In this case, Breckenridge and 

Jones (2009) suggest that theoretical sampling should involve an element of 

purposeful selection of data sources to commence an initial idea. A number 

of grounded theory studies therefore commence with ‘purposive sampling’, 

defined as the selection of participants who are considered to have shared 

knowledge or experience of the particular phenomenon under study, which 

has been identified by the researcher as a potential area for study 

(Sandelowski 1995).  

Strauss and Corbin (1998) suggest some considerations that could help and 

guide the researcher to commence purposive sampling for initial data 

collection. They maintain that, based on their area of interest, the 

researchers need to know the site or group to study, the types of data that 

need to be collected, the length of time that an area should be studied for 

and the number of sites she/he needs to access. They caution, however, that 

all these considerations should be taken based on the researcher’s 

preliminary understanding of the area of interest, the accessibility and 

availability of resources and researcher’s time and energy (Strauss and 

Corbin 1998). 

Within the context of this study, I used purposeful sampling conducted in two 

phases. The first phase was informed by what was argued in Chapter 4 

(Section 4.9.1), that DCM mappers trained at any level and had some 

experience of mapping could be the potential data warehouse users as they 

would be familiar with the DCM data. This formed the first criterion for 

choosing the study participants.  
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Strauss and Corbin (1998) maintain that theoretical sampling evolves during 

the process of data collection and analysis. In line with theoretical sampling, 

the second phase commenced following analysis of data from the first few 

interviews (the analysis process is explained in Section 6.10 of this Chapter). 

During the analysis, based on their existing uses of DCM, three mapper roles 

emerged. These were as follows: DCM researchers, being those who were 

using DCM for research purposes; DCM practitioners, being those who were 

using DCM for practice development; and DCM trainers, being those who 

were using DCM for training purposes. The second selection criterion, 

therefore, was to recruit mappers from the above three categories to provide 

information about various potential secondary uses of DCM data and 

associated issues and concerns. There was some overlapping of roles, 

however, as some practitioners and researchers were DCM trainers as well. 

Similarly, some practitioners were also using DCM for research purposes. 

Therefore, at any given time, a mapper could be a DCM practitioner, 

researcher and trainer.  

As the process of data collection and analysis progressed, I also adopted 

snowballing sampling, considered one of the suitable sampling approaches 

within grounded theory (Glaser 1978). For this purpose, I asked each 

participant to recommend a number of further people who would potentially 

be interested in sharing their views regarding their current and potential use 

of DCM data. Where the interviewee identified other potential participants, I 

asked if they could introduce me to them so that I could ask them to 

participate. However, the final selection of these suggested participants was 

based on the previously discussed criteria, which required the participant to 
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be a mapper, using DCM either for research, practice development or 

training purposes. The  
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snowballing sampling approach did work in many cases where participants 

were able to identify potential participants within their own organisations or 

those they thought would have been able to comment about their uses of 

DCM data.    

Whilst the identification of study participants was based on specific criteria, 

my recruitment strategy was conducted purely on a convenience basis, 

referred to as convenience sampling (Patton 2012). This means that, as a 

UK-based individual it was convenient for me to recruit UK-based mappers. 

While this decision worked for DCM practitioners and trainers, the UK-based 

researchers using DCM limited the pool of potential participants. Therefore, I 

made a decision to recruit any researcher from any geographical location, 

who was interested in taking part in this study because, as asserted and 

encouraged by Strauss and Corbin (1998), convenience sampling is usually 

the most practical way of collecting data. 

Requirement analysis is conducted with a sample of intended or potential 

users, as it is not feasible to gather requirements from all anticipated users 

(Maguire and Nigel 2002; Nies and Pelayo 2010). Therefore, not all 

organisations and individuals who use DCM or who may be potential data-

warehouse users could be included in the study because of time and 

interview number limitations. As designing and developing the data 

warehouse is an on-going process (Davis et al. 2006), the requirements 

gathered at this stage will explore the secondary uses of DCM data, which 

can potentially be used to design the first prototype of a data warehouse. 

Data warehouses are usually encouraged to be designed in such a way that 
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they can be easily modified by adding new requirements taken from other 

organisations and users in the  
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future (Davis et al. 2006). The requirements gathered from the current 

sample organisations and individuals will ensure that the basic structure of 

the data warehouse can be enhanced gradually by adding more 

organisations and potential participants’ requirements within its design at a 

later stage, if required. 

Initially, the practitioners from a range of UK-based organisations involved in 

dementia-care provision – monitoring, regulation and research – were 

contacted to take part in the study. These organisations and individuals were 

identified through existing networks established with the School of Dementia 

Studies, at the University of Bradford, as well as through my supervisors’ and 

my own knowledge of key individuals or organisations within the field, gained 

by networking with mappers during DCM training and at conferences and 

meetings attended during completion of my previous studies. I also used 

published research as a way of identifying potential participants. In addition, 

practitioners and researchers were also contacted via an existing database 

of trained mappers who had agreed for their contact details to be passed on 

to others, held by the School of Dementia Studies at the University of 

Bradford. 

6.2.1. Recruiting 

Potential participants were sent personalised emails inviting them to take 

part in the study. This introduced the study, its aims and objectives and my 

connection with the University. An information sheet (see appendices 3 and 

4) was also attached with the email in order to provide a detailed overview of 

the study, its purpose, procedures, potential benefits and risks and data-

confidentiality issues. While providing an overview of the study, an 
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introduction to a data warehouse concept for DCM data was provided in a 

language that  
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would be understandable to the layperson. The information sheet also 

described the role of participants within the study and the potential benefits 

or disadvantages for them or their organisations of taking part. They were 

also reassured about the security and anonymity of their data. Potential 

participants were informed that replying to the email would indicate their 

informal agreement to participate in the study and told that a formal consent 

form (see appendices 1 and 2) would then be sent to them to be completed 

and returned via email or post before the commencement of data collection. 

Those who replied and agreed to take part in the study were contacted again 

by email or telephone to arrange a time for interview (face to face, or via 

Skype or phone) at a location, date and time convenient to them. 

However, those who did not reply within a given timescale (two weeks) were 

approached again by email. If they replied and agreed to participate, they 

were contacted again for the interview; if not, they were not approached 

again. Different information sheets were prepared for the various types of 

participants (researchers, practitioners and trainers) and written in a 

language appropriate to them (see appendices 3 and 4).  

6.2.2. Number of participants 

Like any other qualitative research, the aim of grounded theory is not to 

‘generalise’ but to present a specific area of study from a specific group of 

people (Strauss and Corbin, 1998). Polit and colleagues (2001) assert that, 

in this case, there could be any number of study participants, who might not 

be representative of the larger population under study but might provide 

enough information to explain the area under study. While using grounded 

theory, Strauss and Corbin (1998: 214) assert that the concern should be  
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“representativeness of concepts and how concepts vary dimensionally”. This 

means that the number and the representation of participants depend on the 

nature of the concepts emerging from the data. Strauss and Corbin (1998) 

assert that even a single interview can provide multiple examples to explain 

the concepts. However, they suggest that, if subsequent interviews do not 

add anything new, they still add validity to the concepts already identified, 

leading eventually to data saturation. In total, 29 participants were recruited 

to take part in this study to identify and saturate the emerged concepts and 

categories within the study data. The study participants’ details are provided 

in appendix 5. The saturation criteria are explained later in this chapter.  

6.3. Ethical approval 

In order to collect data from mappers, it was a legal requirement to gain 

ethical approval from a recognised body. Considering that the mappers 

usually are from health and social-care organisations, most of which work for 

the UK’s NHS (National Health Service), its guidelines for ethical approval 

were considered (NHS 2015). However, since September 2011, researchers 

are not required to obtain ethical approval from an NHS ethics committee 

should they only wish to recruit NHS staff members, either from social or 

from health care, as participants in research studies. This exempted me from 

applying for NHS ethical approval for this study. However, in order to gather 

data from any human subject, the University’s ethical approval was required 

and, therefore, obtained from the Humanities, Social and Health Sciences 

Research Ethics Panel at the University of Bradford at the outset of the 

study. This was to ensure that all ethical concerns would be taken into 

consideration in terms of 
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recognising, approaching and recruiting participants, as well as gaining their 

consent and collecting data from them. 

6.4. Data-collection methods 

As discussed in Chapter 4, there are several methods used for requirement 

elicitation, including one-to-one interviews, group discussions or focus 

groups, observations and document analysis. It was also highlighted that the 

researcher chooses the data-collection method based on various factors 

such as user availability and time, resource availability and the potential 

system’s needs (Abai et al. 2013). Grounded theory as a methodology 

provides the flexibility to choose any data-collection method that could 

provide the required information to answer the research question. The 

grounded theory literature highlights that interviews, particularly semi-

structured interviews, are the most widely used method of data collection 

(Jones and Alony 2011). Interviews enable the researcher to inquire into 

participants’ knowledge, experience and behaviour regarding the 

phenomenon under study, or to identify the new phenomenon from the study 

data, while at the same time empowering the researcher to guide the inquiry 

process in the right direction (Goulding 2002). Given that this study required 

the exploration and identification of users’ needs, understanding and 

perceptions in relation to their current and potential use of DCM data, 

interviews were therefore chosen as the primary method of data collection. 

Further, as argued in Chapter 4, interview techniques, particularly semi-

structured interviews, usually work effectively when users might not be 

familiar with their own requirements, as such techniques can provide an 
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opportunity to explore, probe and verify their views, experiences and 

expectations regarding the new system while interacting with them  
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directly. Given that a data warehouse is a new system/concept for DCM 

mappers and that there is a possibility that potential users might not be 

familiar with their requirements, semi-structured interviews were an 

appropriate method for data collection.    

Focus groups were also considered an appropriate data-collection method. 

Focus groups provide an opportunity to explore a topic from various 

perspectives and group members might be part of the same community or 

organisation (Kitzinger 1995).  In order to attain mappers’ views regarding 

their organisational use of DCM data, I decided to explore the DCM 

practitioners’ views using a focus-group method. The intention was to 

conduct a focus group within a single organisation, should more than four 

participants from the same organisation agree to take part in the study. For 

this purpose, the information sheet sent to the practitioners included the 

option for participants to take part in a focus group. However, on the return 

email of the informal consent, there were no more than three participants 

who were interested from a single organisation. As the criteria for forming a 

focus group state that there should be a minimum of four participants 

(Kitzinger 1995), it was only possible to conduct one-to-one interviews.   

6.5. The development of the first interview guide 

Whilst studies encourage the use of interviews, particularly semi-structured, 

for exploring participants’ needs and experiences within grounded theory, the 

emphasis has been on using an interview topic guide rather than a structured 

questionnaire with a set of pre-identified questions (Gasson 2003). Strauss 

and Corbin (1998) suggest that, in order to encourage the exploratory 
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process, it is important to have broad topics to ask the participants about and 

to help  
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them to talk about these in detail, with appropriate use of probing questions 

by the researcher. Within this study, therefore, a general interview guide 

(appendix 6) was prepared to facilitate the interview process. 

The interview guide covered the general topics related to the study 

participants’ current and potential uses and management of DCM data and 

related issues and concerns. The choice of these topics was based on two 

suppositions. The first that the study participants should be asked about the 

data that need to be stored within the warehouse rather than the system that 

will store the data (Chapter 4). The second was that, as a data warehouse is 

a new concept/system for DCM, the study participants  might not be familiar 

with their requirements and therefore the focus should be on what they 

currently know about DCM data and its use and their perceptions (if any) of 

its potential use for secondary purposes within the warehouse.   

The interview questions were tested for their practicality during pilot 

interviews. These are discussed in detail in Section 6.6. The people 

interviewed during the piloting phase were asked to comment on the topics 

and questions within the interview guide. Based on their feedback, I modified 

my interview guide (see appendices 7 and 8). This resulted in more open-

ended and general questions.   

As data were collected through various iterations (as will be described in 

Section 6.7 of this chapter), the interview guide was modified alongside the 

process of data collection and analysis to add new questions and topics that 

needed further exploration. For example, the topic of ‘data quality’, related to 
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the DCM data, was added in a modified interview guide, during the 

subsequent iterations of data collection.  

6.6. Pilot interviews and development of interviewing skills 

Strauss and Corbin (1998) assert that many novice researchers experience a 

lack of confidence in commencing the grounded theory process, usually due 

to the lack of any lead regarding where and how to begin. The major aims of 

piloting are to practise interviewing skills, to formulate and refine the 

interview guide and questions, to gain confidence during the interview 

process and to gain some initial experience of conducting data analysis (ven 

Teijlingen and Hundley 2001; Kim 2010).  

Within this study, I also conducted pilot interviews with two mappers (a DCM 

trainer and a DCM researcher). The data collected during these interviews 

was not used as study data. The main purpose of the pilot interviews was to 

practise my interviewing skills and style and to test the practicality of the 

interview questions. During these interviews, I identified the researcher’s bias 

and the interview question bias, as described in Section 6.11.1 of this 

chapter. The volunteer interviewees were also asked to comment on my 

style of interviewing. Based on their feedback and my own reflections on the 

process and on listening back to the interview recordings, I also changed my 

style of interviewing by concentrating more on listening carefully and probing 

the participant further, to support them to explain important points in more 

detail, rather than thinking about what I needed to ask next. This piloting 

ensured that I felt confident during the actual data-collection process, as 

explained next. 
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6.7. Data-collection process 

According to the grounded theory guidelines, data collection is conducted in 

segments or phases to allow analysis and to guide further data collection. 

Strauss and Corbin (1998) suggest that such a data-collection process 

enables the researcher to analyse the data in segments to draw various 

initial hypotheses. Further, during data collection, the researcher examines 

the emerged hypotheses against the research aims and objectives and 

against the relevant literature. She/he then compares and contrasts these 

hypotheses with subsequent data collection and then examines again the 

new data against previous hypotheses and aims and against the objectives 

of the study. This cycle of data collection comes to a halt when the 

researcher takes a pragmatic decision that the emerged hypotheses are 

making sense in terms of explaining a phenomenon (user requirements) 

within the study data. This point is called saturation and is explained in the 

end of this section where I discuss the criteria of saturation established for 

this study. 

Within this study, the interview process was divided into three phases. 

During the first phase, which commenced soon after ethical approval was 

gained, 10 semi-structured interviews were conducted with mappers to 

explore with them their current and potential uses of DCM data. This phase 

was exploratory and inductive in nature. It commenced with purposive 

sampling and the data was analysed soon after its collection. The main aim 

of this phase was to set the scope of the warehouse in terms of who will 

potentially be using it and for what purposes. The significance of setting the 

scope of a data warehouse has been argued in Chapter 3. One of the main 
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reasons for doing this was to streamline the further requirement elicitation 

process. During analysis, a number of  
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recurring elements emerged from the interview data and were identified as 

important concepts to explore further during subsequent interviews. The 

analysis process is explained in Section 6.10. 

During the first phase of data collection and analysis, one of the potential 

uses of DCM data for secondary purposes that the study participants’ 

identified was associated with related concerns, issues and types of required 

data. This caused the emergence of concepts, which required further 

exploration. Gasson (2003: 83) advises the researchers to “carefully note the 

emergence of insights and explicitly reflect on how these insights are 

bounding the research problem through selecting some categories and not 

others”. This means that the researcher can choose the categories, which 

she/he thinks need further exploration to give depth to the area under study, 

and which are relevant to answering the research question and achieving the 

aims of the study. In the context of this study, only those categories were 

chosen for further exploration, which could provide an in-depth 

understanding of the data requirements related to identified potential use of 

DCM data. 

The second phase of data collection commenced with conducting semi-

structured interviews with 14 more participants (e.g. DCM trainers, 

researchers and practitioners) in order to collect more focused and detailed 

data. After these interviews, some literature was reviewed, based on 

concepts emerging from the data, such as data quality as an issue for 

secondary use of DCM data and lack of effective data-management systems 

for primary use of DCM data. The aim of this review was to enhance my 

theoretical sensitivity to enable me to understand users’ views, expectations, 
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concerns and ‘directly expressed requirements’ in the context of a data 

warehouse.  
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Further, during the third phase of the data collection process, more 

participants (DCM researchers, n=5) were recruited to explain and clarify the 

requirements that emerged. Both subsequent phases two and three of data 

collection were more structured and were guided by a focused and 

theoretical process of data collection following the open and explorative 

style. Glaser and Strauss (1968) and Strauss and Corbin (1998) call this 

stage the deductive approach to gathering data. This is where a researcher 

goes into the field and collects data to develop and validate the ‘hypotheses’ 

that emerged from the data collected during the exploratory stage (phase 

one within this study) which encompasses the first set of interviews. 

Therefore, the interview guide was modified during phases two and three by 

adding new topics that facilitated the deductive process of data collection. 

The new topics were reflective of the themes that emerged during the first 

phase of data collection. The modified interview guides developed during the 

second and third data-collection phases.  During these phases, the aim was 

to develop the categories that emerged from the initial set of data but also to 

keep an open mind to identify new concepts that could either contribute 

within existing categories or lead to developing new categories (Strauss and 

Corbin, 1998). The following criteria were followed for data saturation: 

 When no new concepts (requirements) were emerging from the 

interview data; 

 When enough examples were gathered to explain each category from 

various dimensions; 
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 When it was evident that enough explanation was available to explain 

the objectives of the study, that is, the requirements for the secondary 

use of DCM data from the perspectives of its users. 

In total, 29 participants were interviewed. The choice of interview mode was 

based on the participants’ preference and convenience. Nineteen of the 29 

participants were interviewed through face-to-face meetings. Six interviews 

were conducted using a video- and audio-conferencing facility (Skype). Four 

interviews were conducted using only an audio-conferencing facility 

(telephone). The interviews ranged in length from 45 to 60 minutes and were 

audio-recorded. Each participant was interviewed only once and the 

interview was conducted at their work place, if interviewed face-to-face, and 

at a date and time of their choice. 

An informal style was adopted; this was a conversational style with no strict 

sequential set of questions, thus encouraging a free-flowing conversation 

rather than an overly formal interview. This encouraged participants to talk 

about aspects within the main topics that concerned them, rather than the 

ones presented by the researcher (Gray 2009). However, the questions from 

the interview guide were used as guidance and were adapted according to 

the interviewee’s responses and the flow of conversation over the period of 

data collection. This helped to establish a bond of trust with the participants 

(Elsheikh 2011) and allowed further exploration of topics that were relevant 

in terms of answering the research question. This informal and 

conversational style encouraged participants to talk about their current use of 

DCM data, their needs and expectations of its further use and relevant 

issues and concerns.  
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Gray (2009) maintains that, within qualitative semi-structured interviews, the 

informal conversations may seem irrelevant to the study objectives at first; 

however, they can provide a useful context for the categories that emerged 

within the data, supporting knowledge of the requirements and the context 

within which these conversations emerged. The importance of understanding 

contexts (human and organisational) during the requirement analysis 

process has already been described in detail in Chapter 4. In order to 

understand the contexts of the requirements, it was important to give 

importance to having entire conversations without interruption.  

6.8. Audio-recording and interview-transcription process 

All the interviews were audio-recorded using a digital audio voice recorder 

and then transcribed by myself. During the manual transcription process, 

each interview tape was played back and forth several times to check the 

accuracy of the transcribed text. The average audio recording was 50 

minutes long. Hansen and Kautz (2005) consider self-transcribing a good 

practice and a valuable experience for the researcher, as they maintain that 

such a process can contribute to enhancing and adding in-depth knowledge 

to the researcher’s understanding of the data, thereby facilitating further 

interpretations. In interpretive studies, this is another way of making the 

researcher sensitive to the data and of gaining more related interpretations 

from the data (Strauss and Corbin 1998).  

As recommended by Hensen and Kautz (2005), to preserve my 

understanding of the data during the transcription process, the main points 

that emerged from the interview conversations were recorded as a summary 
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within a memo for each interview. The interview summary was based on my 

understanding of the  
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data, where I highlighted the main issues emerging from each interview. 

These summary memos (see an example in appendix 9) enabled me to 

understand the main concepts and themes within each interview and this 

further facilitated the focused analysis of the data, as presented in Section 

6.10.2.  

Each interview transcription was anonymised by changing the details that 

might lead to identification of a participant. Each participant was given a 

pseudonym, which was used throughout the presentation and the discussion 

of findings during the write-up. These pseudonyms included the role of the 

participant (researcher, practitioner or trainer, while describing their current 

and potential uses of DCM data) followed by a random number, for example, 

practitioner 1, researcher 9, trainer 22 etc. Further, in order to refer to the 

participants during the findings and discussion (e.g. chapters 7, 8 and 9), the 

joint pronoun ‘her/him’ is used to ensure as much anonymity as possible. 

This was considered necessary since there are far fewer male than female 

mappers particularly in some types of user category e.g. DCM trainers 

(Personal Communications 2013). 

6.9. Interview data-management process 

Managing and analysing qualitative data is a time-consuming and strenuous 

process. However, advances in computer technology have facilitated this 

process by introducing Computer-Assisted Qualitative Analysis Software 

(CAQDAS) (Bringer et al. 2006). Johnston (2004) argues that, while 

researchers can accelerate the analysis process through using software, 

they might not fully possess the understanding of the technique required for 

in-depth analysis. Kelle (1995) further maintains that the role of the 
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researcher as an interpreter of the data can diminish when using software. 

However,  
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Bringer et al. (2006) and Johnston (2004) claim that, if software is used 

appropriately, the process of data management and analysis is not merely 

accelerated but can become a learning process for the researcher. For this 

purpose, Richards et al. (2004) suggest that the researchers look for 

software that works for their data rather than trying to fit their data to a 

particular software package. There are a limited number of existing software 

packages available for qualitative data analysis. QSR Nvivo, ATLAS ti and 

NUDUS are three such software packages. The QSR Nvivo 9 was the only 

software provided by the University of Bradford to PhD students for 

qualitative data analysis, which further limited my choice. However, Bringer 

et al., (2006) assert that QSR Nvivo can facilitate the analysis of data using 

grounded theory techniques. Therefore, within this study, I used QSR Nvivo 

version 9 for managing the interview data.   

Soon after each phase of data collection, I uploaded the transcribed 

interview data into the QSR Nvivo 9 and commenced analysis (the data-

analysis process is explained in Section 6.10.2). The interview data collected 

during each phase was stored in its labelled folder with reference to the 

specific phase of data. The appropriate labelling of folders enabled me to 

remain aware of various phases of data collection. As the data-collection and 

analysis process progressed, the folders increased in number, as new 

interview data was stored along with relevant literature and identified 

concepts. While the software was useful for managing the interview data and 

for generating memos at various stages of data analysis, there was limited 

scope for comparing the codes and categories that emerged during each 
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phase of data collection. Therefore, I preferred using manual techniques for 

data-  
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comparison purposes. For example, I used an A3 sheet to write down all 

concepts that emerged during the first phase of interviews with a coloured 

pen and I then wrote down the concepts that emerged during the second 

phase of data collection with a different coloured pen. I compared the 

concepts in order to see similarities and differences and continued this 

process until all data collection and analysis was completed and the final set 

of categories had emerged from the data.  

6.10. Data analysis 

Similar to the data-collection process, which was conducted within three 

phases, the data-analysis process was also conducted systematically using 

two types of analysis, preliminary or informal analysis and focused or formal 

analysis. The preliminary analysis was conducted within each phase while 

the focused analysis was being conducted during each phase of data 

collection (Figure 7). Next, I will explain the purposes, and the processes, of 

conducting both types of data analysis.  

6.10.1. Preliminary analysis of interview data 

Grounded theory recommends analysing data as soon as it is collected to 

inform the subsequent data-collection process. Within this study, as 

mentioned above, the data collection was conducted within three phases 

with a number of interviews conducted during each phase. For example, the 

first phase included 10 interviews, the second 14 and the third 5. Following 

the grounded theory guidelines, formal analysis of interview data was 

conducted after each phase of data collection. However, during each of 

these phases, after each interview, I prepared a summary of the interview 

conversation, in  
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memo form, as a preliminary analysis before conducting a formal analysis, 

which included the formal coding process (discussed in Section 6.10.2).  

 

Figure 7: Phases of data-collection and analysis process 

The memo included the main points of discussion within the interview, my 

reflection of what it meant and what I needed to explore further during the 

subsequent interview, thus becoming part of the process of informal analysis. 

For example, the memos I wrote after the first interview highlighted the main 

concepts or themes arising from the data, consisting of issues, needs and 

expectations as requirements for using DCM data. I wrote down the context 

from which these concepts emerged and what I wanted to explore further 

Phase one of data 

collection (n=10) 

Phase two of data 

collection (n=14) 

Phase three of data 

collection (n=5) 

Formal data-analysis process 

Formal data-analysis 

process 

Data Collection Data Analysis 

Preliminary data-analysis 

process 

Preliminary data-analysis process 

Preliminary data-analysis 

process 
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(see appendix 9 as an example). This informal analysis facilitated me in 

conducting  
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the next interview with some initial concepts in mind for further exploration. 

The subsequent interview might then clarify, validate or bring new themes or 

concepts to light, which were absent in the previous interview. In this way, 

the first phase of data collection was completed. 

Hansen and Kautz (2005) maintain that informal analysis is important in 

those cases when data collection is conducted using topics rather than strict 

and structured questions, as the researcher is open to develop hypotheses 

during and after each interview (Hansen and Kautz 2005). Using grounded 

theory, the development of these hypotheses is imperative to continuing the 

process of data collection, sampling and analysis until saturation is achieved. 

These hypotheses are developed or refuted as the researcher moves from 

one interview to another (Strauss and Corbin 1998). When the researcher 

feels that the emerged hypotheses are developing over the course of a few 

interviews, the interview guide is modified to add the hypothetical ideas to 

questions for their further exploration, verification and development, taking 

multiple views from subsequent interviews.  

6.10.2. Formal analysis of interview data 

After each data-collection phase, the interview data was transcribed (as 

mentioned above in Section 6.8) and formal analysis was begun. The formal 

analysis of the interview data included coding. Coding (naming text) is a core 

and fundamental element of data analysis used in most qualitative data-

analysis approaches, particularly grounded theory. Within grounded theory, 

coding is a systematic process of highlighting issues, concerns and subjects, 

which are important to the study participants (Strauss and Corbin 1998). 

Charmaz (2006) maintains that coding presents a link between an empirical  
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reality and the researcher’s view of that reality. She further explains that 

coding creates a bridge from the emic form of data interpretation (the 

participants’ views) to the etic form (the participants’ views influenced by the 

researcher’s views).  

In order to reduce data from emic to etic form, I conducted a systematic 

process of coding using open coding, axial coding and selective coding 

techniques (Strauss and Corbin 1998). A coding framework was devised for 

such purposes, as shown in Figure 8. 

 

Figure 8: A coding framework. 

Next, I present techniques to demonstrate how I reduced large amounts of 

interview data to a few categories that explained my interpretation of the 

requirements for the DCM data warehouse that emerged from the study 

participants’ perspectives.  
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6.10.2.1. Open coding; exploring data 

According to Wang (2014: 613), “open coding is a process of breaking down, 

examining, comparing, conceptualising and categorising data”. Open coding 

is the initial step of data analysis using grounded theory, which Strauss and 

Corbin (1998) refer to as examining data at a micro level (i.e., looking at 

small details). Miles and Huberman (1994) term this process as finding seed 

categories; these are focus points that guide further data collection and 

analysis. Charmaz (2006) refers to open coding as initial coding and 

recommends it at a very early stage to get detailed understanding of the 

study data. 

The open coding began on the interview data collected during the first phase 

(n=10). For this purpose, I read and re-read interview transcripts as well as 

individual interview summary memo several times to understand the data in 

detail. Once I became familiar with the data, I started coding interview 

transcripts, which meant giving descriptive names or labels (codes) based on 

segmentations of the data. Segments comprised one or more lines of text 

that contributed to the discussion of a particular concept, as defined by 

myself through reading the transcript. In this way, lines could contribute to 

one or more segments. 

As a novice grounded theory user, I found it challenging to code the first few 

interview transcripts. The main challenge for me was to decide what was 

important to code. While Lowe (1995), in this regard, suggests developing a 

topic guide based on the initial research question and coding data that is 
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relevant under the identified topics, Glaser (1978: 57) recommends the use 

of three questions to guide open coding:  

 What is this data a study of? 

 What categories does this incident indicate? 

 What is actually happening in the data? 

In this study, the initial research aim was to explore the requirements for the 

secondary use of DCM data from the potential users’ perspectives. After 

several readings of the interview data, I chose to analyse data for three 

purposes driven by the objectives of the study. The first purpose of the 

analysis was therefore to set the scope of the warehouse, which means 

identifying the secondary uses for, and users of, the DCM data. Based on the 

identified potential uses and users, the second purpose was to identify the 

information requirements from the potential users. This analysis required 

focusing on the type of data required by the potential users. The third 

purpose was to focus on the issues and concerns related to the secondary 

use of DCM data. Further, I also focused on the new aspects emerging from 

the data, which could be useful for answering the research question and the 

study’s overall aims and objectives. 

As mentioned in Chapter 4, the requirements could emerge from the users’ 

needs, expectations and concerns related to their existing experiences of 

using a system or their future expectations of a new system. These 

requirements can either be directly expressed by the users or can emerge 

from conversations with them, in which they express their concerns, issues, 

complaints and expectations relating to the system (Pace 2004). To achieve  
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the third purpose, therefore, the focus was also on identifying users’ directly 

and indirectly expressed requirements within the interview data.  

During open coding, another challenge was to decide how to code and 

deciding what kind of names or labels should be given to the text that 

captured the main essence of what the participants’ needs, expectations and 

concerns were within the interview data. For this purpose, Charmaz (2006) 

suggests looking for action words or phrases (verbs) within the data. While 

the focus should be on identifying the verbs, Charmaz (2006) also suggests 

looking for the subject (who performed the action) and an object (who was 

receiving the action) as this helps in providing the context for the emerged 

action codes. I applied Charmaz’s approach to the first few interviews to 

assess its applicability for my data. As the participants’ needs and 

expectations involved actions they were already doing, or wanted to do in 

terms of using and managing DCM data, I gave names (codes) to the text 

that represented action words, for example, ‘wanting to analyse’, ‘integrating 

data’, ‘looking at data’ etc. However, the events, objects as nouns were also 

given names (codes), for example, ‘mappers’ (practitioners), ‘mapping data’, 

‘data quality’, ‘Excel system’ etc. These codes give context to the action 

codes. For example, in Table 3, the main concept is ‘experiencing difficulty 

with existing system’, representing the action codes within the data. 

However, the subject and object codes provide the context for this action. 

For example, the practitioners (the subjects) were experiencing difficulty with 

the Excel system (the object) that they were using for integrating data (the 

action) for analysis purposes. 
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Table 3: An example of open coding process. 

Interview Text Code  Category 

Part of our problem is trying 

to pull all the data together, 

this is the work what we are 

doing by ourselves… to look 

at data for reporting because 

the Excel spreadsheets are 

very difficult to work with. 

Especially if you are wanting 

to look at it for service… 

you have everything from 

Excel from one map but a 

patient might be there for a 

number of different Excel 

spreadsheets and trying to 

pull it together is very 

difficult. 

 

 

Mappers (DCM 

practitioners); 

Mapping data; 

Excel system. 

 

Primary Use_ 

Trying to integrate 

various mapping 

data. 

 

Primary Use_ 

Difficult working 

with existing 

system. 

 

Primary Use_ 

Difficult to pull 

data together. 

Primary Use_ Experiencing 

difficulty with existing system 

(data integration). 

 

During open coding, a large number of codes emerged, which were 

descriptive rather than analytical in nature, and most of these were the 

participants’ spoken words and sentences. The next step was to merge the 

codes into categories, based on conceptual similarities observed by myself 

as the researcher. The journey from codes to a category is signified as 

‘conceptualisation’ which Strauss and Corbin (1998: 103) refer to as the first 

step in theory building. This takes the coding from the descriptive level 

(codes) to the level of explanation (categories). According to Strauss and 

Corbin (1998: 103), a concept is an “abstract representation of an event, 

object or action/interaction that a researcher identifies as being significant in 

the data”. This means that the researcher is given the freedom to bring 

various codes together into categories that explain the data at an abstract 
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level, based on her/his own understanding of the data and the emerging 

concepts. These  



320 
 

categories represent not one participant’s or one group’s views (that is user 

requirements in this study), but a collective set of views of many participants, 

which is reduced to explain the conceptual details of a specific area under 

study (Strauss and Corbin 1998) (see appendix 12 for an example). 

The conceptualisation and formation of categories were influenced by the 

‘constant comparison’ method. As mentioned in Chapter 5, constant 

comparison is the most important grounded theory technique (Strauss and 

Corbin 1998) and the main indicator of the quality of study data and findings 

(Gasson 2003). According to this technique, various aspects of the data are 

compared to formulate differences and similarities within them. This process 

allows the identification of concepts within the data. Further, the emerged 

concepts are also compared with new and existing data. Based on this, 

similar concepts are housed in a category. The process of comparison 

between data and emerged concepts was conducted constantly until I 

decided that new data did not identify a new concept and that it did not add 

to the explanation of the existing categories.  

Within this study, during open coding, the code given to each segment was 

compared to the code given to the other segment of texts from the same 

interview for similarities and differences. Here the questions arise: what do 

similarities mean in data? In what sense is the data similar? Is it similar in its 

meanings, the context through which it has emerged, or the sense it is 

making to the researcher? Or is it similar because the participants were 

using the same words while describing the issue/concern? Within this study, 

the codes were merged based on the similarity of the context within which 
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they emerged, where the context was defined as being the set of 

circumstances where many  
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participants share the same situation. For example, one of the codes – 

‘comparing data’ – emerged from the interview data. When it was compared 

with other codes, such as ‘integrating data’ and ‘manipulating data’, it was 

noticed that all these codes shared the same context related to the issues 

with existing data-management systems. The above-mentioned codes were 

some of the data requirements that the participants mentioned and were 

associated with the lack of an effective data-management system. In the 

context of this study, the example of conceptualisation is shown above in 

Table 3 where the codes were merged into the category ‘Primary use_ 

experiencing difficulty with existing systems’. 

In this way, the whole analysis was carried out by comparing various aspects 

of data and categories to identify enough details to explain the emerged 

categories. During the constant comparison process, I wrote several memos 

as reflective diary entries explaining my rationale of comparison and 

outcomes. Examples of one of these memos can be seen in appendix 10. 

This information further helped in remaining consistent while comparing 

categories based on the identified similarities and differences. During the 

coding process, memos were written at each stage, for example, during code 

generation, concept emergence, the identification of similarities within codes, 

the amalgamation of codes into categories and category generation and 

development. Within these memos, I recorded my reflections on the analysis 

process; for example, how I coded, why I gave the specific names to the 

pieces of text and how I illustrated the underlying concept, based on which I 

merged various codes into categories, recognising the categories that 
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needed further development. According to Strauss and Corbin (1998), 

memos allow the  
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researcher to write their reflections on the data-analysis process, which 

ensures the rigour and quality of the process (discussed in Section 6.11).  

As the interview data indicated that related issues and concerns were 

emerging as categories in relation to both primary and secondary use of 

DCM data, a naming convention was developed for each type of category. 

For example, in order to distinguish them, each category was given a prefix 

to indicate either primary or secondary use, as in these examples: 

• Primary use_ difficulty in analysing data; 

• Primary use_ limitations of existing systems; 

• Secondary use_ requiring additional data; 

• Secondary use_ estimating the quality of DCM data; 

Following the adoption of this naming convention, it was much easier to 

manage, interpret and analyse categories within a specific context of how 

DCM data was used and managed. 

During analysis, theoretical sampling also guided me in identifying new 

sources of data to explain and then saturate the concepts and categories 

that emerged from the existing data. Here, ‘new sources’ does not only mean 

conducting more interviews to saturate existing categories, but as suggested 

by Strauss and Corbin (1998), the new sources could be existing data 

(collected during phase one or two) that could be re-analysed and re-coded 

based on new insights that have emerged. Every time a concept emerged, I 

re-analysed the previously coded interview data to find additional relevant 

examples. In order to integrate all relevant data as part of the concept, I re-

coded them wherever necessary. For example, the concept ‘Mapper’s role  
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influencing the quality of DCM data’ emerged after a few interviews, when 

some of the participants (researchers) showed concerns regarding the 

quality of DCM data for secondary use and mentioned the mappers as the 

most responsible entity in this regard. Whilst more data was collected to 

explore how and when mappers can influence the quality of DCM data, the 

previously coded interviews were also analysed again, specifically to answer 

these questions. In this way, the coding and re-coding of interview data 

continued until the whole body of interview data was collected and analysed 

and decisions were finalised to establish that the emerged categories explain 

how the study participants’ requirements related to the use and management 

of DCM data. 

The next section explains the process of axial coding which links various 

categories that emerged during open coding, the next step of 

conceptualisation. 

6.10.2.2. Axial coding; linking categories 

Axial coding is the second type of coding, where data reduction moves to 

another level of conceptualisation (Strauss and Corbin 1998). This is driven 

by the relationships between categories. Axial coding enables the researcher 

to identify relationships, based on which she/he can link categories at a 

conceptual level and give them a name that represents the main concept 

within the merged categories. In grounded theory, this is referred to as 

conceptual or high-level categorisation of data. During this coding process, 

the researcher collects more data that could strengthen, justify and explain 

the relationships between categories.  
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In order to facilitate the axial coding process, Scott (2008) suggests adopting 

an interrogative style which he calls a ‘conditional relationship guide’. This 

refers to the process of exploring each category and discovering 

relationships by asking relational questions, for example, questions about 

what, when, where and with what consequence, in order to explore each 

category and its relationship with other categories. Strauss and Corbin 

(1998) place these questions in a ‘paradigmatic model’ for further exploration 

and development of each category. Using this model, they suggest exploring 

a category by: identifying the phenomenon within a category; understanding 

the conditions that escalate this phenomenon; identifying the context within 

which the phenomenon is embedded; recognising the actions/strategies that 

people use to manage or solve the phenomenon; and finally postulating the 

consequences that emerge as a result of the actions taken. According to this 

model, the categories are scrutinised and explored, with the intention of 

gaining further understanding, until the researcher thinks that the questions 

pertaining to these are answered, thereby assuming saturation. 

Within this study, I used Strauss and Corbin’s (1998) model as a framework 

to explore categories and their relationships. For example, a link could be 

seen between all the categories that referred to the concept of issues and 

limitations of existing data-management systems. In order to explore the 

concept, I collected additional interview data and also returned to existing 

data to understand contextual reasons as to why these issues and limitations 

were important concerns for the study participants. Further, I examined the 

situations and conditions where participants experienced these issues and 

limitations and explored their perception of how to deal with the identified  



327 
 

limitations and the strategies they perceived could provide them with an 

effective system to manage their DCM data.  

The linking process is intensive and time-consuming and involves moving 

back and forth between categories and data for comparison purposes and 

determining the gaps within each category. Within this study, this process 

continued until all the categories and relevant data were analysed and a 

high-level category was established to represent the new relationships. For 

example, to represent the issues and limitations within existing data-

management systems, the high-level category was named ‘Primary DCM 

data-management systems: limitations and requirements’ (Figure 9). 

 

Figure 9: The components of the ‘paradigmatic model’ and a main concept  
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Using the same model for exploring categories and their relationships, all 

categories were related to each other and more data was collected to refine 

and validate the concept based on which the categories were merged into 

high-level categories. Some other examples of this high-level category 

formation are provided in appendices 13 and 14. Following this process, six 

high-level categories were established, as shown in Figure 10 below. 

 

Figure 10: Six high-level categories 

At the end of axial coding, there existed high-level categories that could be 

related at a theoretical level to explain the requirements for the secondary 

use of DCM data that had emerged from the study participants’ perspectives. 

In order to develop these relations, therefore, the next step of coding 

commenced. This is called selective coding. 

6.10.2.3. Selective Coding; finding a central category 

According to Strauss and Corbin (1998), if categories show links that could 

explain a specific issue within the data, they should go through selective 

coding. Selective coding is the process of integrating various categories and 

the underlying concepts to explain a specific issue/phenomenon/event within 

the data; this is also called a substantive theory. Selective coding is 
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conducted at a theoretical level. This means that a careful analysis of each 

category is  
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conducted to identify the main theme, or to see if the categories are related 

to each other. The common idea that relates to each category is called the 

central, or core, category which, according to Strauss and Corbin (1998), 

provides interpreted abstractions and not the descriptive details of each case 

(e.g. raw interview data).  

In this study, once high-level categories were identified using axial coding 

techniques, the categories were analysed for the main idea. Three high-level 

categories such as ‘primary data sources: limitations and requirements’, 

‘mapper’s role’ and ‘organisation’s role’ were pointing towards three main 

factors that could potentially influence the quality and availability of DCM 

data for secondary uses. These three main-categories therefore were linked 

to form a main category depicting issues related to the availability and quality 

of DCM data for secondary uses (Figure 11). Similarly, two other high-level 

categories such as ‘data content requirements’ and ‘metadata requirements’ 

were together explaining the users’ information requirements for a data 

warehouse. These two high-level categories were linked on this basis (Figure 

12). The remaining category ‘potential uses of DCM data’ had indirect link 

with users’ information requirements as it directed the process of research 

into exploring further users’ information requirements. However, it does not 

form part of the main category ‘users’ information requirements’ and 

therefore will be presented separately. 
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Figure 11: Central category: availability and quality of DCM data for secondary uses 

 

Figure 12: Central category: users’ information requirements 
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asserted by Gasson (2003), is based on the researcher’s perspectives. As 

mentioned in detail in Chapter 5,  
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I adopted an interpretive perspective for this study. Therefore, the rigour and 

quality of the study process should be evaluated within the context of this 

perspective, the details of which are presented in the following section.   

6.11. Evaluating qualitative studies 

Several scholars (Guba and Lincoln 1981; Kirk and Miller 1986; Strauss and 

Corbin 1998; Huberman and Miles 2002; Creswell 2009) agree that 

qualitative research cannot be evaluated using quantitative procedures of 

measuring, reliability and validity, but instead needs different methods or 

techniques. Guba and Lincoln (1989) stress the terms ‘trustworthiness’ and 

‘authenticity’, rather than ‘reliability’ and ‘validity’ in qualitative studies for 

evaluating rigour and quality. A qualitative approach defines its own criteria 

to evaluate the rigour and quality of the research as well as the outcomes 

(Gasson 2003). Therefore, qualitative researchers (Miles and Huberman 

1994; Denzin and Lincoln 1998; Gasson 2003) argue using terms that are 

different to those of quantitative research in assessing validity. These terms 

are: 

• Credibility rather than internal validity;  

• Dependability rather than reliability;  

• Transferability rather than generalisation or external validity;  

• Confirmability rather than objectivity. 

6.11.1. Credibility 

The credibility of qualitative study findings is ensured through capturing the 

reality of the participants or phenomenon under scrutiny as accurately as 

possible (Denzin and Lincoln 1998), thus ensuring that the findings of a 

particular study are believable. This requires describing the process and 
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methods of working with the data from its raw form (e.g., interview data) to 

the  
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findings. Charmaz (2006) states the study findings are interpreted 

statements which go through processing stages from raw data (study 

participants’ interviews) to managed data (findings) that could explain the 

social phenomenon under investigation or support answering the research 

question. Miles and Huberman (1994) state that this data-processing stage is 

part of a process of generating meaning from the raw data. To ensure the 

credibility of the findings, it is therefore suggested that the data processing 

be described in detail (Gasson 2003). 

This study set out to explore potential secondary uses of DCM data from the 

users’ perspective to identify their needs and expectations as requirements 

for a future data warehouse. The credibility of the data-collection and 

analysis process was justified through presenting it in a systematic fashion 

and demonstrated by providing examples from the data, thus allowing the 

reader to make judgments about the credibility of the process (Strauss and 

Corbin 1998).  

During data collection, the credibility of the collected data was obtained by 

ensuring that the question biases were reduced as much as possible. This 

means that questions were asked that would make sense to a specific group 

of mappers. Biased questions asked during the interview can influence the 

interviewee’s answers. These biases can be introduced because of the way 

the researcher asked the questions and the type of questions (leading, 

unanswerable, or misunderstood by the interviewee) (Holstein et al. 1995; 

Hoets 2009). It is important to recognise and reduce these biases in order to 

get information that is of good quality and relevant to the study. I identified 

these biases during pilot interviews and changed my interview style and  
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questions. Because of this change, the modified questions were general, 

open ended, simple, clear, and were usually asked in response to the 

interviewee’s answers. Further, the impact of biased answers was minimised 

by asking the participants for details and clarifications and by repeating what 

they had said in order to confirm their point of view.  

Further, the credibility of data analysis was ensured by demonstrating 

systematic analysis of the interview data (such as preliminary analysis and 

formal analysis presented in Section 6.10) in detail, which enabled me to 

read and re-read the interview text many times, thus ensuring that nothing 

was left unattended. Furthermore, through the process of ‘constant 

comparison’ and ‘asking questions’, the underlying meanings and concepts 

within the data were interrogated constantly, which ensured that the 

explanations of the codes and categories were established within a relevant 

context. Gasson (2003) asserts that constant comparison of emerged 

categories with new data increases the credibility of the data. This credibility 

was confirmed by presenting different views to give in-depth explanation to 

the emerged categories (as will be seen in chapters 7, 8 and 9).  

Miles and Huberman (1994: 65) suggest a process of ‘check coding’ which 

refers to the process of validating one’s coding process with others, thus 

ensuring the process’s credibility. For this purpose, my supervisors had 

access to the data obtained and the coding process. This analytic strategy 

for ‘check coding proves the validity of the coding process. At each stage, 

the emerged categories and their eventual development were also discussed 

with my supervisors, the main purpose being to validate my own assumption 
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and the emerging hypotheses within the data as categories. Further, I also 

discussed  
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my interpretations of the interview data with my supervisors to get their 

opinions and feedback. 

Many authors advocate that the credibility of the findings can be achieved by 

being transparent while explaining the research process to the reader in 

terms of providing details of study design, implementation, data collection 

and analysis and reflection appraisal by the researcher (Guba and Lincoln 

1981; Shenton 2004; Creswell 2009; Yin 2009). For this purpose, the 

process of data collection and analysis is explained within this chapter in 

detail. This explanation provides an understanding about the study 

development over the period (Shenton 2004), including the decisions taken 

by the researcher. Further, it demonstrates the dependability/reliability of the 

study, which is explained next. 

6.11.2. Dependability 

Dependability refers to the reliability of the process through which findings 

are achieved. According to Guba and Lincoln (1981: 316), “a demonstration 

of the former (credibility) is sufficient to establish the latter (dependability)”. 

Gasson (2003) asserts that the dependability of any study is guided by the 

researcher’s philosophical position. The interpretivist approach allows the 

researcher to present socially constructed realities as subjective 

interpretations of multiple realities, which can be reported differently by 

different researchers who are reporting the same data and using the same 

methods (Gasson 2003). The main reason is the subjectivity that each 

individual holds, which influences her/his interpretation of the data. Whilst the 

researcher’s subjectivity is widely acknowledged in qualitative studies, 
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particularly in grounded theory, it is advised that she/he shows reflexivity 

(Guba and Lincoln 1981; Gasson 2003).  
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This requires the researcher to reflect on the position she/he takes while 

performing various actions during data collection and analysis. These actions 

include: choosing specific participants for data collection; choosing specific 

categories to focus on; directing the data-collection and analysis process; 

and deciding when to stop the data-collection process (Gasson 2003). In this 

chapter, I have shown reflexivity at each stage of data collection and analysis 

in order to remain transparent about the assumptions I have made and the 

decisions taken for identifying concepts within the data and for linking various 

categories. This was to acknowledge my subjectivity and to provide the 

reader with a transparent account of the study.   

6.11.3. Transferability 

Usually, findings are considered valid if they can be applied to another 

population or area/field. This is called generalisation. Qualitative research 

aims to present the particular description and themes developed in the 

context of the specific issue, place or population. Caracelli and Greene 

(1997) describe this aim as providing ‘particularity’ not ‘generalisability’. 

Shenton’s (2004) claims, also supported by Guba and Lincoln (1981) and 

Creswell (2009), verify that the findings as a result of a qualitative study are 

impossible to generalise as they are specific to a particular phenomenon, 

group of people (community) and situation. However, findings from one study 

can be transferable to another situation given some evidential factors, for 

example, enough details to support the reader in making judgments about 

transfer (Lincoln and Guba 1985). For this purpose, Yin (2003) argues that 

qualitative research can be generalised or replicated only if excellent 

procedural steps 
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are documented, thus making it transferable to another somewhat similar 

situation. 

The aim of grounded theory is to produce substantive theories or in-depth 

explanation, applicable to the particular area of empirical enquiry from which 

they emerged (Fernandez et al. 2002). Glaser and Strauss (1967) assert that 

the theory relevance is therefore only within the environment concerned. 

Using grounded theory, however, generalisability can also be achieved, if the 

aim is to move from a substantive theory to a formal theory. Formal theory 

describes the area under study at an abstract level (Gasson 2003). It deals 

with the conceptual area of inquiry such as – for example – stigma, formal 

organisation and socialisation (Goulding 2002). This type of theory is not 

specific to a particular phenomenon, issue or group of people and thus is 

usually generalisable to other issues, phenomena or groups of people that 

share similar characteristics (Strauss and Corbin 1998).  

The aim of this study was to identify the views, needs, expectations and 

concerns of the potential users (mappers in this study) and then interpret 

these into requirements relevant to the future data warehouse. This study is 

therefore concerned with substantive theory rather than formal theory, where 

the aim is not to generalise the findings, but to explain user requirements for 

their potential secondary uses of DCM data for a data warehouse. 

6.11.4. Confirmability 

Confirmability ensures that the findings are truly coming from the 

participants’ experiences and behaviours and are not contaminated by the 

researcher’s 
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preconceptions or presence, usually known as biases. Confirmability can be 

achieved by reducing these biases as much as possible. 

Qualitative research, underpinned by interpretivism, encompasses some 

biases which, according to Patton (1987), are inevitable. However, in order to 

maintain the quality and trustworthiness of the study, the researcher needs to 

minimise these as much as possible or at least be aware of such biases and 

reduce the chances of their having an impact on the quality of the research 

process. During the research process, there were a few biases, which I 

recognised and tried to minimise as much as possible. These were: 

researcher bias (related to the researcher’s personal characteristics and 

professional background); biased questions (which can influence the 

interviewee’s answers); and biased answers (false statements which can be 

made by the interviewee either in ignorance or on purpose) (Hoets 2009).  

In this study, the researcher’s bias might emerge due to my technical 

background, my DCM training as a mapper and my link with School of 

Dementia Studies. Hoets (2009) maintains that such a bias can restrict the 

participants’ expression of knowledge, as they assume that the researcher is 

aware of the particular area and will know all the details, which they then do 

not have to explain. Further, the element of intimidation might also influence 

the expression of knowledge, as the participants could consider the 

researcher more expert and knowledgeable in a particular field (Hoets 2009), 

such as a data warehouse in this study. Such bias can influence the quality 

of collected data. Therefore, wherever it was possible during the interview 

process, I made sure not to mention or emphasise my technical background, 

my link with School of Dementia Studies and my DCM training as a mapper.  
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Further, to reduce the biased questions, I ensured that interview questions 

were exploratory rather than directive. For example, I asked the participants 

how they perceived the use of DCM data within the warehouse. Rather than 

are you concerned about the quality or security of DCM data within the data 

warehouse? The exploratory questions helped me to identify the concerns, 

issues and perceptions, which some mappers felt would concern them while 

using the data within the warehouse. The bias of providing false answer was 

minimised by ensuring that study participants were asked to clarify their 

answers. 

6.12. Summary of the chapter 

This chapter began by describing sampling, where details were provided to 

show how the study participants were recognised, identified and finally 

recruited to take part in the study. Further, it justified the use of a specific 

number of participants within the study, by arguing that, if the purpose of a 

study such as qualitative and particularly a grounded theory study is not to 

generalise but to present a specific area of study, the number of participants 

is less of an issue.  

The chapter then highlighted the ethical approval process for this study. It 

focused on justifying the data collection method and then showed how the 

data collection process was begun and completed within three phases. The 

chapter also presented how and why an interview guide was created and 

how it was developed alongside the process of data collection. It then moved 

to describing the process of data analysis in detail. It focused on explaining 

the use of grounded theory guidelines for data analysis and on highlighting 

the areas where a number of decisions were taken for the application of the  
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guidelines due to the nature of the data. Furthermore, this chapter underlined 

the significance and use of the literature in making sense of the emerged 

concepts within the data. It also highlighted how the relevant literature helped 

in understanding and interpreting the users’ views, concerns and 

expectations as data warehouse requirements.  

The chapter ended by arguing that qualitative studies required different 

criteria for evaluating the quality of the study process and findings. It showed 

how the present study dealt with various data quality issues. This chapter will 

now lead on to the next chapters where findings will be presented and 

discussed.  
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7. Potential Secondary Uses of DCM Data; Users’ Views 

7.1. Introduction 

The previous chapter explained the data collection and analysis methods, 

underpinned by the guidelines of grounded theory. In keeping with these 

guidelines, the interview data was coded and three main categories 

emerged, which are presented in chapters 7, 8 and 9. Chapter 7 (this 

chapter) explores mappers’ views regarding their potential secondary use of 

DCM data. Chapter 8 presents and analyses the potential users’ information 

requirements for a data warehouse and finally Chapter 9 presents the 

identified factors that can potentially influence the availability and quality of 

DCM data for secondary uses. The interviewees’ verbatim quotations from 

the interview transcripts are used to illustrate the analysis and show that 

findings are grounded within the data. Further, wherever applicable, the 

information from the relevant literature is drawn in to explain, link, clarify and 

discuss the findings as potential requirements and their implications for a 

data warehouse. Each chapter also discusses the main findings with the 

purpose of highlighting the original contributions to knowledge and arguing 

the need for further research.   

This chapter presents the study findings that explore mappers’ views 

regarding their secondary use of DCM data. This will meet the first objective 

of the study, which was devised (in Chapter 3) based on the argument that, 

in order to set the scope of a data warehouse, it is imperative to identify 

potential uses of the data that can subsequently determine the purpose of a 
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future data warehouse. This purpose will further direct the design and 

development of a data warehouse for a specific user group.  
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The interview data highlighted that the potential secondary uses of DCM data 

were varied among study participants. How they perceived the uses were 

mainly influenced by their existing primary uses of data. Mappers, who were 

using DCM for practice development purpose (DCM practitioners) within their 

own organisations for improving dementia care at an individual and 

organisation level, envisaged viewing other organisations' dementia care 

related data as a way of  sharing good practice through benchmarking DCM 

data. Mappers, who were involved in providing DCM training (DCM trainers), 

on the other hand, were interested in having access to historic and integrated 

DCM data to see trends and patterns, to identify and share good care 

practices and to use a variety of examples from the data for their DCM 

teaching and training. However, those who were currently using or had an 

interest in using DCM for research purposes (DCM researchers) saw 

benefits of using DCM data to support their potential future research within 

dementia care (secondary research). Based on these differences regarding 

the secondary use of DCM data, the study participants’ views were divided 

into three sub-categories (Figure 13) and are presented next. 

 

Figure 13: Category 'potential secondary uses of DCM data' and its sub-categories 
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7.2. Benchmarking 

This sub-category explores and analyses the study participants’ perceptions, 

who were using DCM for practice development purposes. Their perceived 

potential uses of DCM data can be explained within the context of 

benchmarking. As was mentioned in Section 2.3 of Chapter 2, the concept of 

benchmarking is associated with organisations’ efforts to make continuous 

quality improvements (Ettorchi-Tardy et al. 2012). Study participants shared 

the same concept in terms of improving quality of care that they deliver within 

their organisation and interview data highlighted two ways of achieving this. 

The first was through using DCM data for internal benchmarking; this means 

comparing either best practice or current practice over time within their own 

organisation (Lovaglio 2012). In this context, one of the study participants 

mentioned the potential use of DCM data within their own organisation to see 

if the quality of care they deliver was consistent within all parts of the 

organisation.  

"It would be lovely if they [mappers] mapped in surgery and we could 

compare, yes, because it is a totally different environment and way of 

working, but if we are working really good, then it would be nice to see 

if we could transfer it or use it across. And for different areas, I think, 

like the outpatients because I am not knowledgeable about 

outpatients, but obviously they are getting people for appointments 

and things and that has an impact as an approach, you know, 

everybody is miserable. You know what I mean. It would be 

interesting seeing what they do and what could we do." (Practitioner, 

12) 

The above quote suggests the study participant’s view of achieving good 

standards of care within one part of the setting and then replicating these 
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standards across the setting in other parts. This suggests the attraction of 

transferability of DCM across different types of hospital wards. According to 

Kay (2007), if one part of an organisation does well, the knowledge can be 

replicated in other parts as well. While the above quote indicates the 

respondent’s desire to share their good practices of dementia care within all 

parts of their organisation through using and comparing DCM data, the 

comparability of such data might be an issue, as the care environments of an 

organisation, such as various parts of a hospital (e.g. inpatient and 

outpatient) are different and thus may not be easily comparable.  

In the similar context of internal benchmarking, two study participants from 

another organisation also mentioned their existing work in measuring the 

individual’s quality of care over a period of time. They established 

benchmarks using only coded DCM data (BCC, ME, PE/PD). Individual 

patient-level DCM data was collected on a regular basis over three months 

and then processed, in an aggregated format, to show how changes 

occurred over time at both individual-patient and service levels. Using DCM 

data for internal benchmarking, they showed variability in care quality at an 

individual and organisational level via three data types or indicators (WIB 

score, BCC and PD/PE).  

"What we have done in the past that we piloted to create a set of 

Excel spreadsheets that have everybody's data in there and looked at 

three data points from the period of three months." (Practitioner, 2) 

This finding corroborates the idea of Brooker (2005) who suggests that the 

WIB score could be used as an indicator to assess changes in care over time 
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that is internal benchmarking. The study participants’ indication of the use of 

DCM data for internal benchmarking supports the argument made in Chapter  
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 2. This stated that the literature provides evidence to demonstrate the use of 

DCM data for internal benchmarking where the quality of care is compared 

over time (Brooker et al. 1998). However, the lack of evidence in the 

literature regarding the use of DCM data for external benchmarking was 

highlighted. The interview data indicated mappers’ perceptions of using DCM 

data for external benchmarking.  

Another way of improving care within their own organisation that some study 

participants mentioned was the potential use of DCM data for external 

benchmarking. In this context, the study participants expressed a need to 

measure their own organisation’s performance in providing quality of care 

against that of other similar organisations.  

"I am very interested in the proposed data warehouse to be able to get 

benchmark data in order to measure against other services, although 

our service is quite unique, but knowing about other services within 

the country and further afield, I think, would be really interesting." 

(Practitioner 2) 

Within the context of external benchmarking, two main views were noticed 

from the interview data, the comparative and competitive views of 

benchmarking. The above quote indicates a comparative view, which 

according to Ettorchi-Tardy (2012), reflects organisations’ willingness to learn 

from others by comparing similar processes of care. It assumes that a data 

warehouse will provide a set benchmark against which they can measure 

their performance in providing good care to people with dementia. Further, it 

also assumes that the warehouse will provide enough information for the 

organisations not merely to compare themselves against an average number  
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but also to show the process of how best practice was achieved (Ettorchi-

Tardy 2012).  

Another participant, however, expressed the use of DCM data for external 

benchmarking with a competitive view.  

"It could help us a lot from a clinical point of view trying to see… you 

know, there is also a need when you are on a clinical approach to 

have data for benchmarking… having an idea of when an organisation 

is using the DCM, one can say, yes, we are a person-centred care 

organisation. We have reached that level of care, we are providing 

person-centred care and we can prove this through DCM." 

(Practitioner Trainer, 10) 

The study participant’s view indicated the mappers’ perception of DCM data 

as providing a ‘magic number’, which could be used to see whether or not an 

organisation had reached the point of delivering good care. As mentioned in 

Chapter 2, this view reflects a competitive benchmarking approach where the 

aim is to meet a target number (Ellis 2006). While this view can also 

stimulate an organisation’s quality-improvement activity, the research shows 

that its competitive side can be an unhealthy way of benchmarking (Kay 

2007; Ettorchi-Tardy et al. 2012). The view presented in the above quote 

came from a practitioner who was also a trainer and who mentioned that, 

during DCM training, they were usually asked by participants attending 

training, how to assess whether or not units or organisations had reached the 

level of delivering person-centred care. This might be the reason why study 

participant 10 perceived the secondary use of DCM data within a data 

warehouse to provide a benchmark for good quality of care. 
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While using DCM data for either competitive or comparative benchmarking, 

the practitioners’ intentions regarding the secondary use of data were to see 

other organisations’ data so as to identify good practices that had worked for 

others in improving the quality of dementia care. This finding strengthens 

what was argued in Chapter 2, that DCM use has always been led by 

individuals and organisations’ willingness to improve the care of people with 

dementia (Capstick, 2003). A future data warehouse can provide a platform 

where organisations can share their DCM data for this purpose. By 

integrating such data and calculating mean averages (such as group WIB 

scores), a data warehouse can be used to identify potential benchmarks for 

best practice. However, this requires identifying and storing as much data as 

possible to support both comparative and competitive views of external 

benchmarking. It would require quantitative data that can provide an average 

number indicating high levels of care and qualitative data that can provide 

additional information to provide in-depth explanation of which organisations 

have achieved high levels of care and how they have done it (Ettorchi-Tardy 

2012). The literature has also highlighted the significance of using a broad 

range of dataset for understanding the full picture of care while 

benchmarking healthcare data (Kay 2007).  

While DCM provides both quantitative and qualitative data, the data only 

reflect care experiences of people with dementia and no change processes 

that have led to improving these experiences. This information is important 

for the organisations to understand, analyse and then learn from the best 

processes in the sector (Ellis 2006). In consistent with the argument made in 

Chapter 2, the additional information explaining the change processes  
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therefore will be required to be part of DCM data that will be stored within the 

warehouse to meet organisations’ comparative or collaborative 

benchmarking. This will potentially have implications for organisations in 

terms of collecting and storing additional information to explain the processes 

about if and how care quality was improved within their care settings. This is 

an important issue for future research to establish what and how such 

information could be made available within a future data warehouse to meet 

the benchmarking use.  

Further, as stated above, the interview data highlighted that the practitioners 

perceived the use of DCM data for comparison purposes. This includes 

comparing good practices across various parts of the same setting or across 

different care settings, where effective comparability is the key. As 

mentioned in Chapter 2, data comparability across healthcare organisations 

is reported as a major challenge in benchmarking (Nolte 2010). In this 

context, Nolte (2010) asserts that a number of confounding variables – 

including how organisations provide care differently, have different ways of 

collecting data and also have different types of data – can influence 

comparisons across organisations which may seem to be similar settings.  

In the context of DCM, Chapter 2 argued that, for effective comparability of 

data, additional information regarding participants’ dependency levels and 

care-setting characteristics should be collected to permit the assessment of 

comparability, as participant and care-setting characteristics may have an 

impact on the wellbeing of people with dementia, thus impacting on the WIB 

score. This also re-emphasises Brooker’s (2005) assertion on considering 

confounding variables alongside DCM data for benchmarking. While the 
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interview data indicate the study participants’ requirements for 

benchmarking,  
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the additional data, including participant and care-setting characteristics, 

need to be collected alongside DCM data to support benchmarking. This 

study therefore suggests further research into identifying solutions to the 

question of collecting additional data alongside DCM data within the 

warehouse to meet practitioners’ need for benchmarking.   

Further, the data warehouse providers have responsibility for ensuring that 

the collected DCM data is comparable and suitable for benchmarking. As 

was argued in Chapter 2, DCM data has the potential to meet these 

requirements for benchmarking. However, more longitudinal studies are 

required to assess the suitability and comparability of data for benchmarking 

before considering the collection of data within a warehouse for this purpose. 

Chapter 2 also argued that quality and availability of DCM data were 

important requirements for benchmarking and that currently there was a lack 

of knowledge in this area. Based on the study data, Chapter 9 explores the 

factors that can potentially influence the quality and availability of DCM data 

for secondary uses.  

In summary, the DCM practitioners expressed two ways of using DCM data 

for benchmarking. The first was to use data for internal benchmarking, where 

the intention was to compare and measure the same processes across 

various parts of similar organisations or over a period of time. The second 

one was to compare and measure themselves against other organisations in 

terms of learning and sharing good practices, referring to external 

benchmarking. While both types of benchmarking approaches reflect 

organisations’ perception to use DCM data in order to improve the quality of 
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care provision, there is a need to collect data that is comparable across 

processes, time and organisations.  
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Further, the interview data showed that the DCM practitioners, as potential 

data warehouse users perceived benchmarking for both competitive and 

comparative purposes. In competitive benchmarking, users may interpret 

benchmarks only as a quality target number against which to show their 

performance, thereby not actually learning anything about how to make care 

improvements. However, the use of a data warehouse for comparative 

benchmarking will require organisations to know what good practices are and 

how they can learn from them.  

This requires collecting additional information within the warehouse related to 

the DCM data. While the user requirements are considered valid in terms of 

their own perceptions of the secondary use of DCM data, the study data 

suggests the need to collect additional data for effective comparisons and 

information that can show organisations’ change processes following the use 

of DCM. Further, it is also suggested that the compatibility (in terms of 

availability, quality and comparability) of DCM data for benchmarking, and its 

implications for a data warehouse, need further research.  

7.3. DCM teaching, training and support 

This sub-category explores and analyses the study participants’ perceptions 

of using integrated DCM data for teaching and training and support, as a 

potential secondary use of data within a future data warehouse. This 

emerged from those study participants’ interview data who, alongside their 

use of DCM for either practice development or research, were also involved 

in DCM training. Some of them were also involved in providing consultancy 

for using DCM in health and social care organisations. During consultancy, 
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alongside practitioners, they also used DCM data for primary purposes such 

as, for  
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individual care planning, organisational change and care improvement 

planning. For example, they used DCM as a process to show care aspects 

that needed improving through feedback, and supported staff with care 

planning at individual and organisational levels. However, the DCM trainers’ 

main role was to provide training to individuals and organisations and then 

support them as they used DCM. 

The DCM trainers’ interview data revealed that they saw value in using DCM 

data for secondary purposes to see trends and patterns within a large 

amount of historic data stored within a warehouse, for example, to improve 

training provision and to track the trained mappers' development over time. 

This refers to trainers’ requirements for a data warehouse whereby they can 

have access to data about the mappers they train as well as the DCM data 

they generate.  

"We give them [mappers] the DCM tool and we say bye-bye to them 

and we never see them again unless they come to our advanced 

courses or anything else or you bump into them in practice. The data 

warehouse can give an opportunity to track what these mappers are 

doing, or are they doing mapping and if they have done enough 

mapping. I think there is a great advantage here." (Trainer, 18) 

"I think it would be interesting to know the extent to which people 

[mappers] go on to actually use the tool after the training or particular 

reasons why they do and do they need support in using them? If they 

are not using it, then why they haven't managed to use it. I think that 

would be interesting to know." (Trainer Practitioner, 24) 

The above quotes reflect other interviewees’ views regarding their 

requirement of tracking all trained mappers use of DCM data in order to 

assess their support needs. There is a lack of any specific research around 
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DCM training, including how trainers can support practitioners and other 

mappers. There is  
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some evidence in the study data, as will be presented in Chapter 9, that the 

DCM practitioners do require support in mapping. However, no further 

knowledge exists that could explain what exactly mappers need from the 

trainers. Some evidence comes from Douglass and colleagues’ (2010) 

survey study, where the DCM trainers were involved to devise a survey 

questionnaire for data collection. One of the main parts of this questionnaire 

consisted of asking the mappers about the challenges they faced using 

DCM. The underlying aim of this was to understand mappers’ issues and 

support needs (Douglass et al. 2010). This is the only study that shows that 

the DCM trainers indicated their requirement to learn about mappers need in 

supporting the use of DCM.  

In the present study, the interview data highlighted that the DCM trainers’ 

requirement points towards having access to the mappers’ and their mapping 

details. For example, they would require to know when mappers received 

their training, what training levels they had, how many mappings they were 

conducting and how often. The requirement for accessing mapper and their 

mapping details implies that a future data warehouse should store mappers’ 

identifiable data such as, their name, contact details, training dates, mapping 

status etc. Technically, a data warehouse can store such detailed and 

identifiable data for multidimensional analysis. However, as was argued in 

Chapter 3, there needs to be a process in place to ensure that ethical and 

legal aspects are considered appropriately in terms of mappers’ consent for 

access to their identifiable data and a secure storage and access within the 

warehouse. 
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Further, the data about mappers and their mapping details should be 

available to be collected within the warehouse to meet the DCM trainers’ 

requirements. However, only a limited amount of data is collected about 

mappers. The University of Bradford keeps details of each trained individual 

mapper, including their names, organisation names and email addresses. 

However, this data is not linked with their mapping details and therefore it is 

not possible to assess the mappers’ regularity of mapping or any further 

support in using DCM. The newly built arc|hive DCM database provides the 

opportunity to store mappers personal (name and contact) and their mapping 

details in an electronic and linked format. However, it is not known if any, or 

how many, mappers have registered to date to use this database and 

whether they are also using the system to input their mapping data on a 

regular basis. Thus, the availability of data is an issue yet to be resolved.     

In addition to having access to mappers and their mapping details, most of 

the interviewees also agreed that, given the opportunity, the integrated data 

could also enable them to learn from others' use of DCM whereby they could 

identify examples of good care practices that they can use during their DCM 

training and teaching courses.  

"I suppose the [DCM] data can enrich the examples given during a 

DCM course. I think one of the things about the DCM course up until 

now, as one of the very valuable things that has been incorporated by 

each trainer, in my experience, is stories from their own experience to 

illustrate the points that are being made. The fundamental course is 

sound but the methods of teaching always change. One of the things 

is that, during the course, you can enrich the evidence with examples, 

which is possible by having access to the various types of data from 

this data warehouse." (Trainer, 26)  
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"I think one of the things that across care settings says that we are not 

sharing good practice. There is a lot we can do in sharing to trigger 

ideas and factors." (Trainer, 18) 

The above quotes refer to the study participants’ requirement to have access 

to integrated DCM data in order to extract examples of good care practice for 

dementia care. These examples can potentially help the DCM trainers to 

explain various mapping scenarios of coding for teaching purposes. The 

study participants’ perceptions of accessing DCM data for teaching purposes 

do not necessarily require any identifiable data, but an aggregated or 

summarised dataset that can be used for teaching purposes.  

In summary, the DCM trainers showed interest in using DCM data within the 

warehouse to identify further training needs and support for the mappers, 

thus referring to the requirement of accessing mappers’ identifiable data. 

Further, they also expressed the requirement to learn about good care 

practices to use within their training and teaching, thus referring to the 

access to data for academic or research purposes that can be a requirement 

of anonymised data. The study findings have indicated that DCM trainers 

may be the potential users of a future data warehouse if it enables them to 

have access to data that could help them to improve DCM training, support 

needs and track-trained mappers’ development over time.  

7.4. Secondary research  

This sub-category explores and analyses the study participants’ perceptions 

of integrated DCM data for (secondary) research purposes. This presents 

those mappers’ responses (DCM researchers) who were involved in using 

the 
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data for primary research purposes as well as those who were interested in 

using data for their potential research studies.  

The researchers' main drivers for using DCM data from a data warehouse 

were as follows: having access to a resource with pre-collected DCM data; 

having access to DCM data for exploration and having primary validations of 

the data; and having access to unpublished DCM data. The details are 

explained next.    

7.4.1. DCM data resource with pre-collected data 

Like any other observational process, DCM demands a significant amount of 

time and financial resources for collecting data within research studies. DCM 

has been criticised for this reason (Thornton et al. 2004) Pre-collected DCM 

data within a future data warehouse can provide a rich resource, which the 

study participants welcomed. This finding strengthens the idea proposed, in 

a previous study (Khalid 2010) which I undertook, for a warehouse as a 

resource for integrated and historic DCM data.   

"It's very expensive to collect any observational data, and if such data 

is available for secondary analysis, it might be that, later, you have to 

collect more data; still, it is very useful." (Researcher, 27) 

"I would love to use that data [secondary DCM data]. Because, now, 

so much time is taken doing mapping ourselves, which is enormous in 

time investment. It would be a great opportunity if you had a sort of a 

database where everyone put their data in and you can also use it for 

research purposes." (Researcher, 13) 
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7.4.2. Exploring DCM data 

Integrated DCM data can be used to answer new research questions, to 

conduct a pilot or an exploratory stage of a project, or to provide a 

researcher with a wide sample base for testing or validating her/his 

interpretations (Hox and Boeije 2005). The study participants showed 

interest in having access to the integrated and historic DCM data for further 

analysis. The main purpose was to have access to such a resource for 

exploring data, collected from various types of care settings, over a period of 

time, from different geographical locations and for a number of purposes. 

Such data may provide researchers with access to a variety of situations 

within which DCM was conducted and data was collected, in order to 

compare data based on the available characteristics. One of the 

interviewees, who was interested in exploring available DCM data for 

comparison purposes, mentioned an interest in reusing the data for 

secondary analysis.  

"I would be very fascinated in being able to extract back the 

information [DCM data] to see what behaviours people [residents] are 

experiencing in particular… if there is another organisation that is 

looking at mapping in a continuing care setting and being able to 

extract that for comparing and contrasting. So that is linking different 

organisations and settings together." (Researcher Practitioner 

Trainer, 17) 

The above quote refers to the study participant’s two requirements for 

secondary analyses. The first was to analyse the common type of behaviours 

experienced by people with dementia, for example, identifying the most 

common BCC within the data. The second was to compare DCM data sets 
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collected from various types of care settings. Other study participants also 

expressed similar types of requirements where they could analyse and  
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compare the data across various dimensions, a multidimensional view of 

DCM data. For example, the study participants expressed a need to see 

DCM data collected from various geographical locations for comparing 

studies conducted within different countries.  

"I think it would be good to see the data of other researchers from 

different countries. I have collaborated with the German group and the 

group in Holland, so hopefully we will compare our findings after we 

have done our separate studies. If the same opportunity is available 

by the data warehouse, it would be fantastic." (Researcher Trainer, 

11) 

"It would be really helpful if available data is from various countries." 

(Researcher, 4) 

The above quotes indicate the participants’ requirement of accessing DCM 

data collected from various countries. The above findings confirm what is 

asserted in the previous studies that I undertook (Khalid 2010; Khalid et al. 

2010) regarding the use of a data warehouse to support the secondary use 

of DCM data, reinforcing inter-organisational and inter-country comparisons. 

However, such a requirement has significant implications for a future data 

warehouse in terms of data security and data quality, as each country might 

vary in the context within which the data is collected, secured and then 

disseminated for the warehouse (Elger et al. 2010). 

The interview data also revealed the study participants’ expression to see the 

available data first (within a data warehouse) in order to make decisions on 

its reuse or its suitability for specific secondary purposes.  
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"I think it would have depended on what was available on it [data 

warehouse]… Yes, if one had been set up, we would have used it 

[data warehouse]". (Researcher Practitioner, 9)  
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The response from the above study participant was also shared by others, 

where they were interested to see the type of data that was available within 

the warehouse before they could decide its use. The significance of such a 

requirement has led many others to use a variety of methods to inform users 

about the type of data that is stored and available to access from the 

warehouses. For example, the UK Biobank (2012) advertises on their public 

website showing all the data types (in a grouped format rather than in 

individual patient level), which are available within the resource and further 

provides regular updates to inform the users about any new addition of the 

data type. Further, they also use usual public channels such as publishing 

articles to highlight the available data within the resource (UK Biobank 2012).  

It was also evident from the interviewees' responses that the use of DCM 

data for secondary purposes is dependent on the type of data available 

alongside this data within the system. The additional information might help 

them to ask a variety of questions that could assist in their secondary 

research. This requirement is further explored in detail in Chapter 8.  

"I think it probably depends on other data collected alongside it [DCM 

data]. I think it might be interesting in understanding relationships … 

like particular clinical symptoms that might affect wellbeing or activity 

patterns. I think it depends what other information is available on the 

study database." (Researcher, 20)   

Further, the study participants were also keen to have access to a large 

amount of DCM data within the warehouse for comparison purposes. They 

expressed the need to compare data by various types of care settings with 

the aim to assess the difference in care provision and outcomes. While such 

knowledge may help the researchers to design protocols or to propose new  
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research questions for potential research studies, in terms of a data 

warehouse, this requires storing information about the type of care settings 

from where the data was originally collected, thus requiring the need of 

collecting additional data alongside DCM data within the warehouse.  

"It would be quite interesting to see how care provided in care homes 

differs from hospital care because we know that wards in hospitals are 

understaffed. Staff do very long shifts and it would be very interesting 

to compare with the care-home staff." (Researcher Practitioner, 9) 

"I would be very interested in using such data for comparing with the 

data we collect using our tools. Because the DCM data is very 

detailed data." (Researcher, 27)  

The access to a DCM data resource might provide researchers with an 

opportunity to explore the data for a number of reasons. Hox and Boeije 

(2005) asserted that secondary data sources might generate new research 

questions that could be answered via existing datasets. The similar 

requirement also emerged from the study participants. In addition, in the 

event of a criteria match between the data available within the warehouse 

and the proposed research question, the study participants also expressed 

their interest in using such data to increase their sample size.  

"It would be extremely helpful, because now I have only my little 

sample to study my research question. But it would be really 

interesting, as it has not been studied before and it's a limitation of my 

study that there is such a small sample. So I would be really 

interested in using other mappers' data as well to have a bigger 

sample to study my research question." (Researcher, 4) 

Further, the study participants were also keen to comparing their own 

findings and data with other similar studies for validation purposes.  
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"I would love to know what other people had mapped on an acute 

hospital ward… It would be really, really interesting to know what 

other people were coming up with." (Researcher Practitioner, 8) 

The study participants also found it useful to search for DCM data that 

reflected various research purposes such as interventions, specific research 

outcomes. In terms of storing data within the warehouse, this need implies to 

the requirement of storing DCM data according to various themes reflecting 

different research purposes. This requires exploring how DCM data is 

currently being collected and stored so for potential secondary use. Chapter 

9 covers the related findings and their discussion. 

"It would be really useful, to us as researchers, if we were thinking of 

using DCM as an outcome measure and to be able to look in the 

database and find out whether any other researcher has used DCM to 

look at that specific theme or that particular topic. So, if I wanted to 

look at other people's mapping on reminiscence groups, it would be 

really to ask the database whether there are other maps stored here 

that specifically looked at reminiscence groups or similar topics to 

those that we are researching." (Researcher Practitioner Trainer, 

16) 

The study participants were not only interested in exploring raw DCM data 

for secondary analysis but also mentioned examining the results of the data 

in order to see the primary data users' interpretation in terms of how they 

implemented the findings of the study. In terms of DCM data collected 

through research studies, this requirement indicates the accessibility of the 

study results and their interpretations stored within the warehouse. However, 

in a practice-development context, this requirement is potentially related to 
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the DCM process where feedback and planning is an important step 

following  
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each mapping. This implies that, alongside DCM data, it is also important to 

capture the additional information explaining the change processes to allow 

the users to interpret the practice-development data within the right context. 

This finding matches the practitioners’ requirement (see Section 7.1.1) for 

accessing information alongside DCM data that explains change processes 

in care and thus strengthens the need to store such information within the 

warehouse that meets both the researchers’ and the practitioners’ 

information requirements for their specific purposes.    

"It would be great to know what other people's experiences are from 

looking at activities and themes of mapping and looking at how that 

has been used. So the links in terms of opportunities for sharing ideas 

for practice development are enormous." (Researcher Practitioner 

Trainer, 17) 

In summary, the interview data highlighted that those individuals who were 

using DCM as a tool to collect data within their research studies saw value in 

exploring data from the warehouse. Their need of accessing DCM data 

within the warehouse was also intertwined with the requirements of having 

access to the additional information alongside DCM data in order to analyse 

the data from various dimensions, including time, type of care settings, 

locations/area and mapping purpose. Further, they also saw the value of 

making comparisons between various available datasets, which reflected 

various research purposes and collected from various countries, to generate 

new insights. Some however also preferred to view the available data within 

the warehouse to stimulate their potential future needs of using DCM data for 

their potential research studies. The researchers’ requirements for using 

historic 
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and integrated DCM data within the warehouse indicate them as potential 

data warehouse users.  

7.4.3. Access to unpublished DCM data  

The aim of research is to add to existing knowledge and, therefore, most 

research studies require researchers to publish their study data and findings. 

There is no such requirement for practitioners. Yet, many practitioners have 

published their experience of using DCM data in journals accessible to 

practitioners, for example, the Journal of Dementia Care. However, data on 

the use of DCM outside of a research context remains largely unpublished. 

As mentioned by one of the study participants, echoing others' views, a data 

warehouse, as resource for DCM data, would provide access to unpublished 

data collected for the purposes of practice development as well as research.  

"Through this database, you might come across unpublished research 

data. If you do a literature search, you only see the published 

research but through this database you might be able to have access 

to the DCM data that has not been published, that could be useful in 

your background." (Researcher Practitioner Trainer, 16) 

The above quote indicates that one of the requirements is to have access to 

both type of DCM data that is collected within practice development (e.g. 

routinely collected data) and research contexts. While DCM data collected 

within research context is required to adhere to the relevant data quality and 

security requirements, the use of routinely collected DCM data for secondary 

research purposes might raise concerns, as will be explained in Chapter 8.  
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Nearly all study participants were able to perceive the use of DCM data for 

secondary purposes within the data warehouse apart from Practitioner 23, 

who  
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specifically mentioned that she/he could not envisage any use of the 

integrated DCM data. 

"I am not sure, if this data [e.g. DCM data collected from various 

organisations] be of any use for us as we require the data collected 

from our own setting.” (Practitioner, 23) 

A possible explanation of this might be that the role of Practitioner 23 was 

limited in terms of further analysing and using DCM data, as she/he was not 

based in a care-providing organisation and had been working on DCM 

projects with other people only as a supporting mapper with basic-level 

certification.  

“I worked with the lady who was the only one within her organisation 

who would do the mapping and she wanted to map and she needed 

someone to work with her and I am always looking at the opportunities 

to map to further my learning. So I went along and we worked 

together so it was not a paid arrangement, it was part of my 

development, and also to support her. So that’s how I have used DCM 

so far.” (Practitioner 23) 

While only one participant mentioned this, the finding was important in 

suggesting the use of a prototype, informed by the current study findings, in 

the future to gather users’ requirements. This is suggested following the 

observation that, while this study has identified a number of requirements, 

there might be a few individuals or organisations who might not be able to 

perceive their requirements. In this case, it is suggested that a DCM data-

warehouse prototype be used to gather their future requirements. Developing 

a prototype requires an initial set of requirements, or ideas of users’ needs. 

Due to the lack of any existing relevant knowledge in the field, it was not 
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possible to develop such a prototype for use within this study for the 

requirement analysis process.  
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In summary, the DCM researchers were enthusiastic about having access to 

integrated DCM data from a resource (a data warehouse). They mentioned 

that a DCM data resource would provide them with useful data on dementia 

care without the difficulty of collecting it first, as they find DCM a resource-

consuming process. Furthermore, they indicated their interest in having 

access to integrated DCM and additional data for their research explorations 

for a variety of purposes, such as multidimensional analysis and 

comparisons, and to have a resource that could provide them with 

unpublished DCM data including practice-development data collected within 

organisations. However, the availability of such data in specific formats is 

important in meeting the DCM researchers’ needs and such a requirement 

could have data quality implications for a future data warehouse. The above 

data indicate that while secondary research is one of the potential uses of 

DCM data, the researcher community will be one of the potential data 

warehouse users, who would require DCM and additional information in 

multidimensional format for exploration and comparative analysis from a 

future data warehouse. 

7.5. Key findings and contribution to knowledge  

In the absence of any existing knowledge about mappers’ views regarding 

their secondary use of DCM data, this chapter has contributed original 

knowledge in pursuit of the argument that there could be three potential uses 

for a data warehouse. By meeting the first objective of the study, one of the 

key findings, therefore, is that three categories of mappers (trainers, 

researchers and practitioners) highlighted their intentions to employ DCM 

data for potential secondary use. This finding can be explained within the 
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context of the theory underlying the technology acceptance model (TAM), 

which  
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assumes that a system’s potential usage can be determined by the users’ 

intentions (Tung et al. 2008). If users see its potential usefulness, they will 

probably use and accept the future system. Further, He and King (2008: 

306), in their meta-analysis identifying the significance of user participation 

for information-system development, argue that “use intention” is an 

important outcome, based on which the success of an information-system 

development (ISD) project can be measured. They define ‘use intention’ as 

the “tendency and willingness to use a system” (He and King 2008: 306). He 

and King cite a number of empirical studies which report users’ perceptions 

regarding a new system and its possible benefits, any concerns they have 

about it, or any resistance they have towards it. These studies see users’ 

perceptions as important constructs of ISD.  

Furthermore, Nieboer and colleagues (2014) add that perceptions and 

values of care professionals are critical in successfully implementing 

technology in health care. In this study, mappers’ highlighted their intentions 

to use a future data warehouse for potential secondary uses, implying that 

they could be the potential users of the system that is specifically designed 

and built for their identified potential secondary use of DCM data. Their 

intention to use DCM data for secondary purposes also emphasises the 

significance of historic and integrated DCM data and its dissemination for 

secondary use, thus underlining the need for a data warehouse for this 

purpose. This finding re-emphasises the main argument made in my 

previous study (Khalid 2010), that there is a need to design and develop a 

data warehouse for DCM data to support its potential secondary uses. 
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Further, this is the only study to date that has explored mappers’ perceptions 

of potential secondary uses of DCM data. For example, while there was a 

mention of the potential use of the DCM data for benchmarking within the 

literature, this study has gone a step further to explore the potentiality of 

DCM data for this purpose (Chapter 2) and provide empirical evidence (this 

chapter) that explains potential user perceptions regarding the use of this 

data for benchmarking. This information is significant in terms of designing a 

future data warehouse that meets the practitioners’ need to share DCM data 

for benchmarking for the purpose of sharing and learning good practice. 

However, the study also suggests collecting additional data alongside DCM 

data to meet the users’ perceptions of using such data for benchmarking. 

The data presented in this chapter also indicate the DCM trainers’ 

requirements for accessing mappers’ administrative data in order to assess 

potential issues and to provide support. While only one other study 

(Douglass et al. 2010) exemplifies the DCM trainers’ intention to learn about 

mappers’ issues in using DCM, this study suggests designing a data 

warehouse for these specific potential users to give access to the historic 

and integrated data for further analysis. However, further research is 

required to explore the availability of such information within the warehouse.  

While the previous study (Khalid 2010) that I undertook highlighted the 

technical potential of a data warehouse to provide a DCM data resource for 

research purposes, this thesis has identified that such a data resource is also 

a user requirement. DCM researchers’ perceptions provide: an in-depth 

knowledge about their requirement of DCM data for multidimensional 
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analysis; access to both practice-development and research data; the data 

that is  
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required in its raw and aggregated form (data granularity); and an 

expectation of viewing data collected from various countries and over a 

period of time. In the absence of any user-identified existing knowledge of 

secondary use of DCM data, such information is an important first step 

towards designing a future data warehouse that meets users’ data 

requirements for research purposes. 

While the interview data highlighted (as presented in this chapter) that there 

could be three potential secondary uses for DCM data, additional interview 

data was collected to further explore the users’ information requirements, 

issues and concerns that emerged regarding the secondary use of DCM data 

within a research context. Chapter 8 explores these issues and presents 

users’ information requirements for a data warehouse within a research 

context. 

7.6. Summary of the chapter 

This chapter explored potential uses of DCM data within a data warehouse, 

one of the objectives of this study. Three main potential uses were evident in 

the interview data. The first use was expressed by the DCM practitioners, 

who envisaged the secondary use of DCM data for benchmarking purposes, 

where they perceived it for both competitive and comparative purposes. 

While the DCM practitioners’ perceptions of their secondary use of data were 

evident, the need to have additional data alongside DCM data explaining the 

change processes was argued.  

The DCM trainers, who showed an interest to use DCM data and mappers’ 

administrative data to identify the needs and support for mappers, expressed 
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the second use. Their interest in accessing aggregated DCM data for 

learning  
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about good practices in dementia care for teaching and training was also 

evident. The DCM trainers’ potential secondary use of DCM data also 

identified the need for collecting and storing mapper related data within the 

warehouse. The third use was expressed by the DCM researchers, who 

showed interest in having access to the integrated DCM data within a data 

warehouse for research purposes. Their perceptions of using DCM data for 

secondary purposes reflected the need of collecting data from various 

countries and care settings for comparison and exploration purposes. The 

identified potential uses of DCM data suggest that there could be three type 

of potential users for a data warehouse, researchers, practitioners and 

trainers.  

Based on the identified potential secondary uses of DCM data, this chapter 

also argued the importance of identifying and collecting various types of data 

that need to be stored within the warehouse. This includes additional data 

alongside DCM data, such as information about care settings, mapping 

participants, change processes in care, and mappers’ administrative data. 

This chapter then highlighted the main findings, the contributions to 

knowledge that these make and their implications for further research. 
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8. Users’ Information Requirements  

8.1. Introduction 

The previous chapter explored the potential uses of DCM data for secondary 

purposes. It highlighted some of the information requirements and identified 

the type of data that users would potentially need for particular uses within 

the warehouse. This chapter offers further exploration and analysis of users’ 

information requirements that emerged within the context of the potential use 

of DCM data for research. It will meet the second objective of the study, 

which is identifying data that needs to go into the warehouse to meet the 

warehouse’s potential use. While presenting users’ information requirements, 

this chapter also highlights their relevant concerns and issues. This meets 

the third objective of this study, which is identifying issues and concerns 

related to the identified secondary use of DCM data within a data warehouse.  

While the DCM researchers’ views form the major part of the category 

presented in this chapter, other study participants such as trainers and 

practitioners’ views are also included where applicable. For purposes of 

clarity, while referring to the study participants, each type of mapper 

(categorised as DCM researchers, practitioners and trainers – based on their 

highlighted potential uses of DCM data for secondary purposes) is specified 

according to their user categories when referring to their specific data 

requirements. This chapter will now explore the users’ information 

requirements for a future data warehouse for potential research purposes. 

Users’ information requirements could provide an indication of the type of 

data that need to be stored within a data warehouse, an objective of this 
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study.  Bruckner and colleagues (2001) assert that such requirements can 

emerge by exploring the type of information that the users need from the 

warehouse. The interview data highlighted that the researchers indicated two 

types of information that could facilitate their use of DCM data for research 

purposes (Figure 14). The first type of information was required for analytical 

purposes (data content information requirement) and the second type of 

information was required to describe the data content stored within the data 

warehouse (metadata information requirement). Both types of information 

requirements will have implications on the warehouse. From a technical 

perspective, the data-content requirements should be part of a data model 

presented as facts and dimension tables. Metadata should also be stored 

within the warehouse alongside DCM data. This could be stored in separate 

files or as part of the data model and could be extracted directly by the user 

or supplied by the data warehouse providers on request. The details of 

users’ information requirements and their implications in terms of the type of 

data required to store within the warehouse are explained next. 

 

Figure 14: Category 'DCM data warehouse Information requirements and its sub-categories 

DCM data warehouse information requirements 

Data content information requirements Metadata information requirements 

DCM coding and textual data  

Contextual data 

Provenance data  Keyword data 

Ethical data 
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8.2. Data content information requirements 

This sub-category explains the user requirements that are related to the 

data-content within the warehouse, which can facilitate the users’ analytical 

requirements for the DCM data. The researchers expressed the need to 

have access to the DCM data (coding and textual data) and contextual data 

(additional data collected alongside DCM data) that could facilitate their use 

of data within a data warehouse. These requirements are explained next.  

8.2.1. DCM data (coding and textual) 

As was mentioned in Chapter 1, in the context of this study, the term ‘DCM 

data’ refers to both the coding data (BCC, ME, PDs, PEs) and textual data 

(qualitative notes) that are captured alongside coding data. The interview 

data highlighted that the study participants considered both coding and 

textual data important within the context of its reuse, thus suggesting the 

requirement of collecting this data within the warehouse to meet the users’ 

information requirements. First, I will explore the coding data items 

requirement and then I will explore the significance of qualitative data that is 

collected as part of the DCM data. 

There was a mutual consensus among all researchers who took part in this 

study that a future data warehouse should have all the coding data to 

facilitate secondary analysis. The below quote reflects others’ views in this 

regards.  

“I think whatever is captured during mapping should be stored within 

the database and the data warehouse. I think it will be good to have 

all DCM data.” (Researcher, 13) 
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In this case, while a data warehouse needs to store all DCM data including 

the coding and textual data, it is imperative to explore the levels of data 

granularity  
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that need to be stored within the warehouse. The levels of data granularity 

can be interpreted from users’ views about the type of information they would 

require from the data warehouse (Ponniah 2001).  

The interview data highlighted that DCM coding data will be required on both 

highest and lowest granular levels. The highest granular level means that the 

users will be accessing data in its detailed format. For example, each type of 

BCC, ME, PD’s and PE’s can be accessed according to the individual 

mapping sessions in a particular type of care setting and in a particular 

location. For example, from an exemplary quote below, it could be suggested 

that the study participant would be analysing the common type of behaviours 

experienced by people with dementia (for example, identifying the most 

common BCC within the data).  

"I would be very fascinated in being able to extract back the 

information [DCM data] to see what behaviours people [residents] are 

experiencing in particular”. (Researcher Practitioner Trainer, 17) 

DCM data stored at highest granular levels can provide the opportunity to the 

users to manipulate, rearrange and summarise data based on their own 

needs and requirements.   

“I would really like the opportunity to rearrange the data. That is very 

important because, depending on the research question you have… 

That is how you want to look at the data.” (Researcher, 4) 

The data stored in a detailed format can further be processed in aggregated 

and summarised formats. For example, ME’s can further be calculated into 

the WIB score that can describe the overall wellbeing or ill being of the 

person with 
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dementia. Further, DCM data can be aggregated according to its location for 

comparison purposes.  

"I think it would be good to see the data of other researchers from 

different countries. I have collaborated with the German group and the 

group in Holland, so hopefully we will compare our findings after we 

have done our separate studies. If the same opportunity is available 

by the data warehouse, it would be fantastic." (Researcher Trainer, 

11) 

This finding strengthens the argument made in my previous study (Khalid 

2010) about storing DCM data within the warehouse in both its highest and 

lowest granularity forms. This suggests that data models proposed in my 

previous study (Khalid 2010), as shown in figures 4 and 5 (Pg. 70 and 71), 

seem suitable to meet the user requirement. While the fact tables (FactDCM 

and FactWIB) in the previously proposed data model for a DCM data 

warehouse seemed appropriate to meet the user requirements for analysing 

data at the both highest and lowest granularity form, the dimension tables 

need to be reconsidered. The dimension tables will be identified from the 

users’ contextual data requirements, as presented in Section 8.2.2. 

Alongside DCM data, the researchers also expressed the need to have 

access to the qualitative data collected during mapping. As some 

researchers were currently involved in qualitative research studies and were 

therefore able to foresee the potential use of DCM qualitative notes within 

their research studies.  

“I think the qualitative notes have real potential to use in research 

studies.” (Researcher, 27) 
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The interview data also indicated that the DCM researchers’ interest in 

qualitative notes was due not only to the significance of data for qualitative  
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research but also to the fact that the qualitative notes formed an important 

part of the DCM coding data. Not just the DCM researchers but also nearly 

all study participants (27/29) mentioned the importance of the qualitative 

notes, saying that they form a significant part of the observation process. 

According to the study participants, the notes provided context to the DCM 

coding data. This means that the notes captured during the observation 

period were helpful to the mappers in understanding the context within which 

the DCM codes were chosen. 

“I take notes on what is really happening in the PDs and PEs. I think I 

need a little bit more than code just to present the results to the staff. 

And then I take some notes… you know, reflections during the 

mapping, when I see things happening in the environment that may 

influence the patient behaviour. And sometimes I get some bright 

ideas that I can use in the feedback, I take notes about that. It’s 

several types of notes that I take.” (Researcher Trainer, 11) 

This is also the reason why the activity of collecting notes alongside the DCM 

coding data was considered as  

“… a scene-setting…” (Researcher Practitioner Trainer, 16) 

This finding is in line with what has been reported in other studies, which also 

signifies the importance of storing qualitative notes alongside the DCM 

coding data in an electronic format. For example, Jones and colleagues 

(2014) found in their study that mappers recognise qualitative notes as 

important as the DCM coding data. However, Jones et al.’s (2014) study 

emphasised the need of the storage of qualitative notes in an electronic 

format for the purpose of the primary use of DCM data. 
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During the DCM training course, all mappers are taught and encouraged to 

take notes in order to provide additional supplementary information and add 

richness to the more structured coding data items (Bradford Dementia Group 

2005). This information can relate to a variety of different things including 

supporting information to help them recall why a specific code was recorded 

in a specific situation. Further, if a mapper is unable to decide on a code 

during observations, particularly when participant behaviours are complex, 

they can write the details of what they observed in the notes and can then 

review these later to support allocation of a code. Regardless of the way in 

which the DCM is used, all study participants mentioned their collection of 

notes. However, the type, volume and nature of the notes were subjective 

and varied among mappers. One of the participants, Researcher Practitioner 

9, maintained that she/he collects a vast amount of qualitative data during 

mapping. She/he responded to the question, regarding the type of 

information she/he collects as part of the qualitative data, as follows:   

“Everything we saw, absolutely everything. So one thing we found 

was that the dementia care mapping, it can be a little black and white, 

so with the free notes we would write everything that we saw.” 

(Researcher Practitioner, 9) 

The notes helped to record the situation in plain natural language, to facilitate 

the mapper to analyse the whole observation period. This was another 

reason why note taking was considered as an important activity during DCM 

observations. Most of the study participants echoed what Practitioner 

Researcher 3 mentioned about the importance of notes as information 

alongside the coding data collected during each mapping session.  
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“So when we start to map what is going on in the environment and 

what kind of picture is where the mappers are being… that goes into 

the reports and their notes. We can empirically write down what is PE-

related in the environment and we make sure that it goes into the 

report and it gives the reader and the team the chance to see what is 

happening in the environment. I think that is what we realised when 

we map, that if somebody is sat in a room with no music and visual 

stimulation, then you are writing it down, putting it in a report and 

feeding it back but it is not in a graph or something. You never know if 

that is going to be picked up on. I think that is what we try to get down 

as much as possible because it shows what people were doing and 

where they were doing it. Yes, that goes in the notes or the 

information that we gather.” (Practitioner Researcher, 3) 

The notes were not just used to capture the mappers’ reflections of the 

coding process but also as a means to capture the contextual information 

about the environment within which mapping was taking place for example, 

the noise level, heating, physical features etc. While giving an example from 

her own experience, Researcher Practitioner Trainer 16 explained that 

qualitative data could capture the in-depth information about the mapping 

environment.  

“For the reminiscence group, I was describing when the volunteers 

came in. They set up a table and brought the cabinet in, put out the 

material… just describing what was happening while I was mapping. 

So I could see how people with dementia are relating to that. For one 

group, I was mapping where the TV was left on with the full volume on 

and it was quite disruptive for the group. That’s quite important even 

though you are not coding that, but it’s something that was happening 

that had quite an impact on the activity. Which is above and beyond 

your coding, I think.” (Researcher Practitioner Trainer, 16) 
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The above data show that collecting qualitative data was a common activity 

of all study participants. However, as mentioned above, the type of 

information collected within these notes was very subjective and varied 

among mappers. This can create consistency and quality issues in relation to 

the data that need to go into the data warehouse. Further, notes are 

captured in unstructured and textual format, which makes it challenging and 

complex to de-identify and share for reuse purposes (Meystre et al. 2010; 

Smith et al. 2013). However, a number of tools exist, and further research is 

ongoing, to identify ways of anonymising unstructured textual data to make it 

available for secondary uses. For example, ResearchOne is a health and 

care research database within the UK that stores de-identified clinical and 

administrative data and contains up to 28 million records. It has developed a 

research tool to anonymise free-text data from health records. This tool strips 

off the identifiable information, such as a patient’s or a clinician’s name from 

the medical notes, so that the researcher receives anonymised yet valuable 

health information from health records (ResearchOne 2012; Smith et al. 

2013). In order to enable the use of qualitative notes for secondary uses, 

further research is required to develop tools and methods for complete 

anonymisation of the DCM qualitative notes. 

Despite the subjective, varied and unstructured nature of qualitative notes, all 

participants from all three mapper categories (practitioners, researchers and 

trainers) mentioned the importance of qualitative data alongside quantitative 

DCM data. They saw the importance of qualitative notes alongside coding 

data in an electronic and integrated format. This requirement was concerned 

to the data management systems that store DCM data for primary uses. 
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However, the researchers also mentioned value of qualitative data within the 

data warehouse for providing context to use the coding data and for 

qualitative research. This finding suggests the need to collect qualitative 

notes alongside  
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coding data and to store them in an electronic format for secondary analysis. 

As will be explored in detail in Chapter 9, while a large amount of qualitative 

data is collected during mapping, there is currently no mechanism to store 

such data in an effective format. 

In summary, the DCM researchers saw value of using all coding data items, 

and the qualitative notes captured by all mappers during each mapping 

session. While qualitative data was considered important for both qualitative 

analysis and providing context to coding data for secondary analysis, storing 

and analysing such type of data is challenging within a warehouse. For 

example, qualitative data is unstructured and inconsistent in nature, which 

can make it complex and challenging to de-identify for effective analysis. The 

evidence within the data also revealed that qualitative notes are seen as an 

important part of the coding data and therefore need to be collected and 

stored in an integrated format to support potential secondary uses for 

research. Therefore, taken together, coding data and qualitative notes make 

up the complete DCM data, which all users felt must be included in the future 

data warehouse.  

8.2.2. Contextual data  

The DCM researchers expressed their need to have access to additional 

data alongside DCM data from the warehouse. According to them, the 

additional data is required to provide context to the DCM data. The interview 

data highlighted that the contextual data could concern the mapping 

participants (observed individuals), care setting (where the observations take 

place) and staff members (who were part of the mapping), which will provide 
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in-depth exploration of the DCM data. According to the researchers, without 

this  
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contextual data, it is very unlikely that they would find the DCM data useful 

for secondary research.  

“I think you should think about this really hard upfront. Otherwise, the 

data [DCM data] cannot be used, if you don’t have all the required 

information. Like use of medication and all that information should 

have been in the database.” (Researcher, 13) 

The researchers mentioned that the contextual data alongside the DCM data 

could provide in-depth and meaningful secondary analysis. It can enhance 

the value of data as the researchers can ask more questions and explore the 

data from various angles. When one researcher was asked if she/he would 

like to access the DCM data from the data warehouse, her/his answer was 

as follows: 

“I think it depends what other information is available on the study 

databases [data warehouse]. If it was just DCM data with nothing else, 

then I think from… As a part of the dementia organisation, it would be 

valuable for us but as a researcher it would not be seen as particularly 

useful. But if you have neuropsychiatric inventory data, information on 

cognitive data, functional data, alongside, I think that would allow you 

to ask some interesting questions.” (Researcher, 20) 

The above data indicate the significance of storing contextual data alongside 

the DCM data within the warehouse. The interview data highlighted that 

there was a mutual consensus between the researchers in regards to the 

type of data that could be considered as contextual data and that would need 

storing within the warehouse. Together, all researchers mentioned the need 

to see additional data about people with dementia who were mapped, for 

example, participant’s age, gender, type of dementia, level of dementia, type 
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of medication they use or any other data that could provide information about 

the 
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mapping participants’ stay within the care setting for example, length of stay 

etc.  

“I would like to know about the people with dementia, how they are in 

a cognitive state and how they are in active daily life… or something 

about NPI score. As a researcher, I would like to know something 

more about the people that are mapped.” (Researcher, 4) 

”All of the participant-related characteristics, such as age, gender, 

type of dementia, are really important. These are taken into account 

when you analyse your data. You have to have this data. Only 

patients’ DCM data is not enough.” (Researcher, 13) 

According to the researchers, participant related data is usually taken into 

account while analysing DCM data. This can also be verified from the 

literature, which highlights that some of the collected attributes which are 

related to the mapping participant have either direct or indirect impacts on 

the wellbeing of people with dementia, thus influencing their WIB score 

(Innes and Surr 2001; Edelman et al. 2004; Kuhn et al. 2005; Sloane et al. 

2007). One of these attributes is residents’ dependency levels. A study 

conducted by Edelman and colleagues (2004) with mapping participants 

from special care facilities, assisted living facilities and adult day care 

centres, found that low mean individual WIB scores are associated with both 

high levels of cognitive impairment and increased activities of daily living 

(ADL) dependency. Similarly, another study (Thornton et al. 2004) reported 

significant correlations between WIB scores and individuals’ total 

dependency levels and cognitive and behavioural functions. They found that 

wellbeing levels of those individuals living in continuing care settings and day 
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hospitals are significantly higher, as they had lower dependency levels and 

fewer cognitive and  
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behavioural issues. Chenoweth and Jeon (2007) also report an association 

between lower WIB score and reduced physical function. Both the 

researchers’ requirement and the literature’s indication of the associations of 

the DCM data with mapping participants’ characteristics suggest collecting 

and storing such data within a future data warehouse to meet users’ 

additional data needs for analytical purposes.         

The information about the staff who were on duty during the mapping 

session was also considered significant for analysis purposes. Agreeing with 

other researchers, one of the researchers mentioned the importance of 

knowing the levels of training and education of the staff on shift at the time of 

mapping. According to her/him, their status as trained for person-centred 

care can have an impact on the quality of interaction they have with the 

mapping participant. This can change the whole perspective of looking at 

various aspects of DCM data that reflect patients’ behaviour, engagement 

and interactions.  

“I think it is important to know about the care staff, if they are educated 

or not, and what kind of education they have, if they are trained in 

dementia care or person-centred care. Yes, because that would be 

helpful to know as well because… for example, I can imagine that 

people who are trained or have a higher education… they interact 

differently with people with dementia than the people who are not 

trained and that would be very interesting to study that.” (Researcher, 

4) 

“Maybe you can also think about… I don’t know if it goes too far… but 

a short description of wards, like how many people are there, what the 

shifts are and what is the education of the nurses on the wards. It 

does not have to be every single detail but you need to have an 
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idea… what kind of population is working with the patient.” 

(Researcher, 13) 

The DCM literature also indicates that the number of staff that are caring for 

people with dementia during a mapping session can also have indirect 

impact on mapping participants’ wellbeing. Innes and Surr (2001) argue that 

the lower the staff's involvement with the residents, the fewer the signs of 

wellbeing shown by the residents, as they will receive less attention from 

staff or have minimum involvement in activities. Innes and Surr (2001) found 

that low staffing levels contribute to generating more 'PD: Ignoring' because 

they are busy or overstretched; meanwhile, more staff means more attention, 

more PEs and, therefore, higher WIB scores. Hence, staff numbers have an 

indirect impact on individuals’ WIB scores.   

The researchers also mentioned that they required access to the information 

regarding the care setting where DCM takes place. This information consists 

the type, location and size of the care setting. The literature points out that 

there exists variations within the wellbeing and ill-being score based on the 

type of care settings. For example, in day-care centres, the levels of 

wellbeing are higher than in hospital wards (Kuhn et al. 2002). The 

researchers, who took part in this study, perceived that this information 

would help them in analysing DCM data within the right context of care 

provision.  

“I would like to know the type of care settings where the map has… 

taken place, whether it’s a day centre, care home or NHS settings. I 

guess it might be useful.” (Researcher Practitioner Trainer, 16) 
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Another researcher mentioned the significance of capturing and storing the 

length of mapping time along the DCM data. According to her/him, this piece 

of information could provide an opportunity to evaluate the arguments about 

the quality of data when using long or short maps. Further, she/he also  



413 
 

mentioned the importance of capturing the number of participants who took 

part in mapping. According to her/his view, these details could provide rich 

information for analysis in terms of what was working and what was not 

working. 

“I suppose the length of time the maps have taken place, because 

there is an argument about that, whether you get better quality data 

from longer mapping period or shorter ones. We think there is value in 

shorter maps and often that shorter maps are more achievable. So I 

would like to know how long the mapping data was for, how many 

participants were mapped for that one map. Because there is huge 

variation depending on skills and levels, I guess. There might be a six-

hour map for one individual but then there might be a six-hour period 

when mappers are mapping five or more individuals or less.” 

(Researcher Practitioner Trainer, 16) 

It is indicated that the purpose of mapping derives various aspects of DCM 

for example, the time of observations, the length of observations and the use 

of data (Bradford Dementia Group 2014). The review of the literature 

highlights that there is a great deal of variations in time, length and use of 

DCM from one study to another. This level of detail alongside DCM data can 

give a complete context within which the data was collected. The 

researchers therefore felt there was importance of accessing such details 

related to each mapping. It could therefore be argued that each DCM study 

or use should be categorised based on the purpose of mapping and this 

information should be stored within the warehouse.  

The contextual data requirements have highlighted the need of additional 

dimension tables within the data model for a data warehouse proposed in my 

previous study (Khalid 2010). As was mentioned in Chapter 3, dimension  
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tables, linked to the fact table (s), provide information for dimensional 

analysis. The need of contextual data will provide the users with the ability to 

conduct multidimensional analysis. This requires further work to enhance the 

existing data model to include dimension tables containing information about 

the mapping participants, care settings, mapping details and staff members. 

Alongside technical implication for enhancing the DCM data model, 

availability of the contextual data for a future data warehouse is also a 

potential area for further research.  

As was also mentioned in Chapter 1, the additional information alongside the 

DCM data is very rarely collected. Only research studies using DCM report 

the collection and use of contextual data, the type of which further depends 

on the purpose of the study. While Brooker and Surr (2005) also suggest 

capturing contextual information during DCM evaluations, there is currently 

no motivation to capture such additional information alongside DCM data, 

thus hindering the in-depth analysis of data through the consideration of 

various attributes. The limitations of DCM – in not collecting confounding 

variables commonly associated with dementia– are also highlighted in the 

literature (Beavis et al. 2002).  

Within this study, the requirement for contextual data alongside DCM data for 

secondary use re-emphasises the need to collect such important information 

and to develop mechanisms that can facilitate the collection and storage of 

additional data alongside the DCM data. Within a secondary analysis, the 

DCM data and additional information about care settings, patients and staff 

could be linked and the information explored further to investigate potential 
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associations that may only be identified through combining and analysing 

data  
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from a large number of maps across a wide range of settings. The integration 

of such information could facilitate the design of specific tailored 

interventions for similar patient groups to improve their care. Further, DCM 

data, along with additional information, could provide an opportunity to 

perform in-depth analysis regarding what, where, why and how the well-

being of people with dementia is influenced in formal care settings.  

In summary, evidence from the interview data shows that the researchers 

see importance of contextual data being available alongside the DCM data, 

thus making the dataset more desirable and useful for secondary analysis 

within the warehouse. Further, such information will allow the users to 

conduct multidimensional analysis of DCM data by considering diversity of 

contextual data. The contextual data includes types of data that concerns 

mapping participants, the care settings and the staff members. Further, 

knowing the mapping purpose and details of each mapping session in terms 

of the number of people mapped, the number of mapping hours and the 

number of mappers involved was also considered significant by the 

researchers in making the DCM data a complete dataset for secondary 

analysis within research context. The evidence not only identifies the 

potential data attributes of contextual information for the data warehouse but 

also provides the rationale and context the study participants have identified 

for such information. Both the DCM data and contextual data form the data-

content for a future data warehouse. However, the availability of such data-

content is important for a data warehouse to meet the users’ requirements, 

which is suggested an important area for further research.  
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8.3. Metadata information requirements 

This section presents the users’ requirements regarding the metadata about 

data-content that will potentially be stored within a future data warehouse. 

Metadata is information that describes various aspects of data-content that is 

stored within a warehouse (Deelman et al. 2010). Deelman and colleagues 

(2010) argue that metadata can consist of information about the means of 

creation of the data-content, the purpose of the data-content (why the data 

was collected), the time and date of creation, the creator or author of the 

data-content and the location on a computer where the data was created and 

used. Metadata is significant in providing the ability to interpret a particular 

data item (Deelman et al. 2010). Such information first describes the data-

content and further enables its reuse by providing transparency in data 

(Simmhan et al. 2005). Simmhan and colleagues (2005) argue that the 

usefulness of any dataset can be increased by describing the content and 

context of the data. For example, a webpage might have metadata 

information that specifies how the webpage was created, what tools were 

used to create it, what language was used and where to go if you need more 

information related to the subject area. This allows the computer browsers to 

enhance their use experience.  

Within this study, the need for metadata information became apparent when 

the DCM researchers mentioned that, to use the data-content from the 

warehouse, it is important for them to know the relevant information. This 

information need, in technical terms, could be called a metadata information 

requirement. There are two types of metadata: structural metadata, and 
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descriptive metadata. Structural metadata explains the design and 

specifications of the structures of the data (how data is presented) that is  
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stored within the data warehouse (Sen 2004). Usually, the technical users 

(e.g. individuals who manage the data within the data warehouse) are 

concerned with this type of metadata. Descriptive metadata on the other 

hand explains the information about the data content of the warehouse (e.g. 

in terms of what data is available and who has made this available), which 

concerns those who would probably use the data content, that is the data 

users (Sen 2004). For example, the UK Biobank provides detailed 

information about each data field explaining the necessary background about 

how the specific measure (e.g. participants’ exposure and outcomes) was 

taken (UK Biobank 2007b).  

The researchers’ requirements were concerned with descriptive metadata 

rather than structural metadata, as they were the potential data users rather 

than the technical users of a future data warehouse. The users’ metadata 

information requirements are categorised further based on the type of 

information required. These are explored and analysed next. 

8.3.1. Provenance information 

Metadata is used for a range of purposes. One purpose is to provide 

provenance to the data content. The term provenance refers to establishing 

information about the origin of any dataset (Glavic and Dittrich 2007). The 

need for such information is instigated when the distance between the data 

collector and the user increases; in situations where the data user is not the 

one who was involved in collecting the data. As a result of this, the issue of 

data trustworthiness escalates (Janowicz 2009). Goble and Stevens (2008) 

summarise several applications of provenance information such as, data 



420 
 

quality estimation, audit trail of data, replication purposes, attribution for 

copyright and ownership and informational, that provide context to interpret  
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data. The DCM researchers’ interview data highlighted their need for 

provenance information for two main purposes, estimating the quality of 

DCM data for secondary uses and informational purposes to ensure the data 

is interpreted within the right context of its original collection. These are 

discussed next. 

According to Simmhan and colleagues (2005), one of the major catalysts of 

provenance information requirement is that users want to establish the 

quality of data, as the secondary data mostly encompasses the issues of 

data trustworthiness regarding the data that is collected by others (Janowicz 

2009). Simmhan and colleagues (2005), therefore, argue that in order to trust 

the quality and reliability of someone else’s provided data, the users usually 

require access to the information that provides provenance of the dataset in 

terms of who collected the data and where and why it was collected. This is 

the reason why metadata, as provenance for data-content, is required within 

a data warehouse that stores secondary data. Within this study, the 

researchers also mentioned their requirements regarding the provenance of 

DCM data in terms of ‘who’ collected the data.  

The need for provenance information emerged when the researchers 

described the DCM data within the warehouse, potentially stored for 

secondary uses, as ‘others’ data’, referring to data that might not be collected 

by them as mappers for the specific mapping session conducted for the 

primary purpose of data collection.  

“I am worried that, if I am going to use data from the other mappers, 

how the quality of data I am going to look at. So that is something that 
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bothers me, that if you have to have a big data warehouse in which 

you  
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have all this data from different sources, if every source can be of 

good quality for research purposes.” (Researcher, 4) 

“You make reference to other people’s [DCM] data but you cannot be 

sure of the reliability of it. You would never be able to be certain of the 

reliability of other people’s data.” (Researcher Practitioner Trainer, 

16)  

The term ‘others’ signifies the ‘mappers’ and ‘organisations’ that will 

potentially provide the DCM data to the warehouse for secondary research. 

As argued in Chapter 1, the evidence from the literature shows that DCM is 

mostly used for primary research, where the mapper is, either directly 

(through observations) or indirectly (hiring other mappers to conduct 

observations), involved in collecting and using DCM data. The use of DCM 

data for (secondary) research is associated with the use of data away from 

its primary purpose and time of collection. Most importantly, the user of this 

data might not be the mapper who was involved in the mapping process. 

This indicates why the word ‘others’ was associated with the data that will 

potentially be collected from other mappers and used for secondary 

purposes.  

“It would become quite woolly, so when it [mapping data] has been 

observed and reported by another organisation, the quality of the data 

can be questionable.” (Researcher Practitioner Trainer, 17) 

There is a consensus across studies that, in order to increase users’ belief in 

the data within the warehouse, the inclusion of metadata about the quality of 

the data is imperative (Fisher et al. 2003; Moges et al. 2016). Moges and 

colleagues (2016) further assert that the available metadata information 

about the quality of data can help users to make decisions about the use of 
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data for specific purposes. In many studies, the concept of data provenance, 

as a type  
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of metadata, is emerging as an important way of enhancing trust and belief in 

the data for the data-warehouse users (Simmhan et al. 2005).  

The interview data pointed to the researchers’ concerns being related to the 

reliability of DCM data provided by other mappers. Data reliability was 

considered significant for ascertaining the quality of DCM data for secondary 

uses. The interview data highlighted that a mapper plays an important role in 

producing and maintaining the quality of DCM data, thus producing reliable 

data for potential secondary uses. Role of the mapper for providing good 

quality DCM data is presented and analysed in Chapter 9. The researchers 

mentioned that access to information about mappers’ training level, 

experience level and their inter-rater reliability (IRR) score alongside the 

DCM data would provide them with evidence to estimate the quality of the 

data within the warehouse, thus making the data believable for potential 

secondary uses.  

“I want to see how the mappers have scored, if they are two mappers, 

have they correlated with each other to see if it [score] matches.” 

(Researcher, 13) 

This finding is in line with what others have suggested to be as important 

information within a data warehouse for establishing the quality of data. For 

example, UK Biobank (2012: 2) explains in its data management and sharing 

plan that “UK Biobank will not impose its own quality criteria on the data, but 

rather will describe the origin of the data and the methods of data collection 

so that the data quality can be judged (by the researcher) on the basis of the 

particular research question being addressed”. 
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Further, the researchers also mentioned their requirements of establishing 

‘why’ the DCM data was collected for original (e.g. primary) purposes. This 

refers to the need of provenance for ‘informational’ purposes within the 

warehouse. Simhann et al. (2005) explain the purpose of this need by 

maintaining that when data is originally collected for a different purpose, 

provenance information helps to interpret the data in the context it was 

intended. The interview data highlighted that knowing the purpose of 

mapping can help users to make an informed judgment on the reuse of the 

data. For example, if DCM was conducted for evaluation purposes for 

developing the care practice, the researchers mentioned that, by knowing 

this purpose of the mapping, they could make judgments on why, how, when 

and for what purposes they might use that data. According to Simhann et al. 

(2005), the information about ‘why’ data was collected enable the data user 

to decide if the data meets the requirements of their specific application or 

reuse of data. 

 “I think it is really useful to know the themes of the maps, whether the 

mapping is for particular interaction or whether it’s for a general 

service evaluation or service improvement.” (Researcher 

Practitioner Trainer, 16) 

The researchers perceived the importance of the provenance information in 

terms of mapping purpose to give the DCM data a context for interpretation. 

For example, if the dataset was collected with the aim of assessing the 

quality of care provided within a hospital setting, the participants expressed 

the need to see the information or characteristics of the hospital setting, 

including its size, ward type, and the type of service provision. This 
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information would help them to interpret the data and the findings by taking 

into account the type of care setting from where the data was collected.  
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“I would want to know what ward type they were from, what hospital 

they were from, were they from a care home… very much quite 

specific detail about where the DCM participants were from. And 

whether it [DCM data] was taken from a general hospital, district 

hospital, mental health hospital, care home, or a day unit etc. And the 

staffing levels… Yes, the staffing level, the patient-to-staff ratio, I 

definitely want to know that to be able to make a judgment.” 

(Researcher Practitioner, 8) 

The need for accessing information about the ‘mapping purpose’ is also 

highlighted as contextual data within data-content information requirements 

(explained in Section 8.2.2). The need for collecting such information for 

provenance further signifies its importance. It is therefore suggested to 

categorise DCM data based on its mapping purposes to be able to store 

such information both as data-content and metadata within the warehouse.  

The users’ requirement of provenance information for DCM data to establish 

‘who’ and ‘why’ of the data is in line with what Bevan and colleagues (2013: 

1757) experienced in their study of investigating issues related to the 

secondary use of publically available data on associational interests (e.g. 

Encyclopedia of Associations). They therefore assert that researchers should 

be concerned with the source quality and potential biases associated with 

the secondary data. They further maintain that researchers should ask the 

following questions while accessing the secondary data from the databases:  

“what was the original purpose for which the data was collected? and what is 

the reputation of the data source creator(s)”? The researchers’ need for 

accessing the information about the mapper and the mapping purpose 

suggests that DCM data need to be collected with additional data that 

provide provenance to the DCM data to ensure its potential secondary use 



429 
 

for research purposes. The availability of such provenance information, 

however, needs  
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exploration. Chapter 9 covers this discussion while presenting the role of a 

mapper and DCM data quality.  

In summary, this sub-category explains the researchers’ requirement for 

provenance data within a data warehouse, which could allow them to 

estimate the quality of data in terms, by ascertaining who collected DCM 

data (e.g. mapper’s reliability, experience level and training) and why or for 

what purpose the DCM data was originally collected (e.g. mapping purpose). 

The main requirement was to have access to the information about mapper’s 

experience, training and IRR score and the information about the original 

mapping purpose as provenance data to ascertain the quality of DCM data. 

8.3.2. Keyword information  

Metadata also refers to the information offering the opportunity to search the 

data content stored within the warehouse using specific keywords. This 

additional information is also significant for secondary data uses, as the right 

data retrieval is as important as the right data storage (Tablan et al. 2008). A 

data warehouse stores keywords as metadata to facilitate users’ data search 

within the resource. Each dataset is tagged with some specific keywords that 

describe the dataset and facilitate the searching activity by providing the right 

dataset. To meet users’ data search requirement, there is a need to store 

specific keywords information or data within the warehouse that would 

facilitate the searching and data retrieval activity. The requirement of a 

searchable database and storing information within this database to facilitate 

the search are interlinked and therefore are explored and presented 

together. 
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The researchers agreed that they required access to a searchable database, 

an information-retrieval application for a future data warehouse. With this 

requirement, the usability and information aspects that need to be stored 

within the warehouse to facilitate the search needed further exploration. The 

usability aspect is related to how the users would like to search the data. The 

interview data highlighted that the researchers would like to search for data 

using some key parameters, thus referring to a single-text input field that was 

required to communicate with the warehouse in terms of retrieving the data.   

“It would be valuable to me if you had a field where you could put in 

what parameters you were looking at from the data warehouse.” 

(Researcher, 20)  

There are many solutions to producing a single-text input field for a search 

facility within a data warehouse. Given the non-technical background of the 

majority of the users, an interface similar to that of Google may be most 

appropriate, since these types of interfaces are built for the users who have 

minimum technical ability for data retrieval (Tablan et al. 2008). The users 

are usually not familiar with the underlying structure of the data and, 

therefore, do not have to write a technical query language25 to retrieve the 

data from the data sources. Considering the users’ limited ability to write 

technical queries for data retrieval, Google and some other search 

engines/applications provide a facility of a Natural Language Query (NLQ) for 

users to write their search term/keyword or query in simple language (Tablan 

et al. 2008). The software then translates these simple language queries into 

technical language queries  

                                            
25

 The technical language that is used to retrieve data from the databases and data 
warehouses. This language is only used by the database administrators or individuals who 
have the ability to write such languages.   
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that then retrieve the data from the data sources. Therefore, NLQ is 

considered the most user-friendly data-retrieval method (Tablan et al. 2008).  

While NLQ can provide a user-friendly data retrieval facility. To enable this 

there needs to be an established list of keywords that represent all DCM data 

instances stored within a data warehouse. The interview data highlighted that 

the researchers were interested in retrieving data based on the purposes or 

themes of mapping. This suggests the storage of information or keywords 

referring to ‘mapping purpose’ within the warehouse to retrieve the relevant 

datasets.  

“I think you would almost need somewhere to search and say that I 

want information on people where they have DCM data on two 

occasions. The required information is there and then it would be able 

to pick out on, you know, how many people of a database have got 

that level of information and then be able to sort of pick up the sub-

database for the researchers who want to look at that. Because, 

otherwise, you will have some huge dataset which probably will be a 

monumental task to search out for the bit you actually want.” 

(Researcher, 20) 

A potentially simple solution would be to categorise each DCM data by the 

main purpose of mapping and then use these categories as ‘keywords’ for 

the users to retrieve the relevant data sets. However, the categorisation of 

DCM data requires a careful consideration, as the literature indicates a 

multiplicity of purposes for which the DCM data is collected (Brooker 2005).  

When a data warehouse stores large amounts of data, the need of filtering 

data out based on the user need is a common requirement (Ponniah 2001). 
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The researchers also expressed a need to filter the data from the warehouse 

by its place of origin (where mapping was conducted), subject (purpose of  
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mapping) and type of care setting (mapping site). This also suggests the 

requirement for further categorising DCM data, based on ‘type of care 

setting’, ‘mapping purpose’ and ‘place of origin’. 

“The user should have the option to select the data or refine their 

search. You should be able to select your data by country, by subject 

and the type of care setting.” (Researcher, 13) 

In terms of data retrieval and access, the researchers also expressed the 

need to re-arrange the data, thus requiring the warehouse to store DCM data 

in its highest granular form, i.e. the raw data without any form and level of 

processing. The access to raw DCM data will enable the users to manipulate 

and re-arrange the data based on their potential needs of data analysis.  

“I would really like the opportunity to rearrange the data. That is very 

important because, depending on the research question you have… 

That is how you want to look at the data.” (Researcher, 4) 

Alongside the requirement to have detailed level data in order to re-arrange it 

according to their needs, the researchers also required the facility to export 

the searched results (data) with ease. As one researcher mentioned, the 

warehouse should be easy to use and it should be easy to export the data 

from so that they can re-arranged the data according to their specific needs 

for further analysis. In the quote below, one of the researchers expressed the 

need to retrieve the data from the warehouse.  

“Easy to get export data from.” (Researcher, 13) 

In respect of data retrieval, the easy-to-use interface was also the main 

requirement among all the study participants. Echoing other researchers’ 
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views, one researcher mentioned that the future data warehouse should be 

easy to use. 

“The advantage would have been, using it, that it is really easy to use 

so it would have to be quite easy to use and easy to get export data 

from.” (Researcher Practitioner, 9) 

However, what is easy to use is subjective for every individual and based on 

the users’ computer literacy skills. In other words, if the user finds it easy to 

learn to use the system, remembers to perform various actions and has an 

understanding of the system, use of the system becomes easy and the 

system becomes acceptable (Kassim et al. 2012).   

In summary, the interview data highlighted the requirements related to the 

retrieval of data from a future data warehouse. The researchers mentioned a 

requirement for a search box where they could write their queries or 

keywords. This suggests allowing the users to provide a text-box where they 

can search the DCM data resource using non-technical language. However, 

it is also important that they are aware of what is available within the data 

warehouse for them to retrieve. Further, the users should be able to import 

the data from the warehouse into a form where they can manipulate the data 

according to their further uses. The search process should be easy and user-

friendly, as the main requirement in relation to data retrieval. However, it is 

important to consider the type of data that needs to be stored within the 

warehouse and its availability as metadata to facilitate the users’ search of 

their required data.   

8.3.3. Ethical information  



437 
 

Metadata also refers to the information that provides specific explanation 

about a dataset. The literature highlights that such type of information varies  
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according to the users’ specific needs or system’s specific requirements 

(Simmhan et al. 2005). This sub-category explores the requirements for the 

type of information that the researchers felt would be desirable within a future 

data warehouse.  

The researchers were aware of the value of ethical considerations that need 

to be adhered to in relation to the data stored within the warehouse. Nearly, 

all researchers who took part in this study mentioned their requirement to be 

able to find, alongside the DCM data, the ethical considerations including 

ethical approval and consent from the mapping participants and 

organisations that were taken while collecting the primary DCM data.  

“It’s very important that data is collected considering all ethical 

aspects. As a researcher, I would like to see what ethical 

considerations were taken when mapping was done.” (Researcher, 

25) 

This finding is in line with data security requirements for research data 

warehouses (Innovative Medicines Initiatives 2014; UK Biobank 2007a). 

Ethical considerations are taken into account when storing routinely collected 

healthcare data, as well as research data, within the warehouse. In both 

cases, the data provider (e.g., the organisation or the researcher) is 

responsible for ensuring that data is collected using ethical and legal 

guidelines or the correct protocol for dealing with a patient’s personal data or 

any data for secondary use. This information is stored as metadata and is 

made available while disseminating datasets for further research purposes 

(UK Biobank 2007a).  
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In general, the researchers comply with all ethical considerations regarding 

the collection, storage and use of data for research purposes. Similarly, 

dealing with the DCM data requires consent from the people with dementia  
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and organisations involved (Bradford Dementia Group 2014). This consent is 

specific to one’s own individual study or purpose of mapping. Further, the 

literature highlights that each research study must adhere to all ethical and 

legal requirements. For example, permission should be obtained from local 

ethics bodies for the research to be conducted. Further, assent should be 

sought from those who have the capacity to give their consent, from close 

relatives, or from the key caregiver (Chenoweth and Jeon 2007) and it 

should be ensured that data is anonymised for use outside the organisation 

(Brooker et al. 1998). The interview data highlighted that, for the secondary 

use of DCM data, there was also a need to take into consideration the 

pertinent ethical issues and their documentation within the data warehouse.    

“The only thing, which is important, is that, if you collect data, you are 

doing it for one purpose and, if you use that data for other purposes, 

then you have to inform the care organisations where you mapped 

that you are going to share the data with other researchers. Because 

that is not the thing that you tell them at the start. So I think it is very 

important and, besides that, I think I would not include names or 

organisations and especially the names of the residents if they are 

included, yes, that is the only thing that is important to not include.” 

(Researcher, 4) 

The above quote reflects two interlinked requirements, first involves gaining 

consent from the residents (people with dementia) for reusing their DCM 

data. This requirement seems pertinent, as the users are the researchers 

who need to follow a systematic process for taking into account the ethical 

considerations while dealing with any type of data, particularly residents’ and 

organisations’ identifiable data. The researchers’ requirements regarding the 

ethical and legal status of the DCM data for secondary research is in line 
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with a report published in 2012 by Ireland’s Health Information and Quality 

Authority (2012).  
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They reviewed the policies and regulations of four countries including the UK 

in relation to their processes of dealing with the secondary use of personal 

health data. According to this review, the most important and common ethical 

issues related to the secondary use of healthcare related data are the 

consent from the patients whose data will be used for the secondary 

purposes, appropriate de-identification of the data to ensure the privacy of 

the patient’s personal data, and organisations’ responsibility of sharing 

patients’ data responsibly. 

The researchers showed an element of reluctance to use any dataset from a 

future data warehouse that lacked adherence to such ethical considerations.  

“I would definitely need something around consent within that data 

warehouse. It would make me feel that we have the right approval to 

use the data for research.” (Researcher, 25) 

The second requirement involves viewing de-identified data that do not 

include resident and organisation’s names. A consensus was found among 

all the researchers that a future research data warehouse should store de-

identified (anonymised) DCM data so that the organisations’ and mapping 

participants’ names are not visible. This finding suggests that it might not be 

necessary to gain the consent of the mapping participants. This is in 

consistent with guidelines on consent from the Health Information and 

Quality Authority (2012), which maintains that the authorisation from the 

patients/residents in terms of their consent for the use of their data for 

secondary purposes is not necessary if data is appropriately anonymised. 

This means the patient cannot be recognised or their data cannot be re-
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identified at any time during its secondary use. While on one side the 

researchers mentioned that the mapping  
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participants’ and care settings’ names could be de-identified, on the other 

side they showed interest to see the additional data (called contextual data in 

Section 8.2.2) about the care settings, and the mapping participants. Even 

though such data has very low chances of re-identification, according to El 

Emam (2011), if not being careful, such additional data can also lead to the 

re-identification of the personal data. It is therefore imperative to make sure 

that the DCM data is anonymised using appropriate methods, yet includes 

enough information to meet the users’ information requirements. This 

requires further research into investigating effective anonymisation 

techniques for DCM data within the warehouse.   

Further, as DCM produces cross-sectional as well as longitudinal data, there 

is a need to adopt effective methods to de-identify the longitudinal DCM data. 

Longitudinal data is collected at various time points as part of a single study. 

To collect a complete set of data, data should be available and linked 

appropriately by flagging up the reasons and decisions taken for further data 

collection as well as the outcome of the study (Schuller et al. 2012). The data 

linkage requires an identification number that must be specific to each study, 

but should not identify the details of the care settings and the mapping 

participants involved in the study. In order to create such identification 

numbers and ensuring that all data is available as part of a longitudinal 

study, the existing data warehouse within healthcare provide solutions. For 

example, the UK Biobank stores longitudinal data and therefore uses a 

reversible or pseudonymised form of de-identification. Using reversible 

method, the UK Biobank as a data provider can make sure that data from all 
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instances is available for dissemination to the users. However, technically 

and ethically this  
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process is considered challenging (El Emam et al. 2009). The study 

participants also recognised such a challenge, such as researcher 20 

highlighted the issue of de-identifying DCM data, where data is collected 

over a period of time.  

“I think, as long as you don’t name the individuals and name… the 

care home, I think probably you would have a care-home number that 

you could link to. I mean the other problem with that, of course, would 

be that, if you have got longitudinal data, it’s very hard to anonymise it 

until you have follow-up data available. I think, if you want to do it in a 

confidential way, there would be problems. You might have to have a 

two-face system to one where you get the data and put it on to the 

database in a linked kind of way and then that is imported within an 

anonymised database. Otherwise, it would be impossible for you to 

have longitudinal data on it.” (Researcher, 20) 

There was a concern raised among the researchers that if the warehouse 

stores DCM data collected by the practitioners, which they collect for their 

own practice development purpose, the data might not comply with all 

necessary ethical considerations, which are required for secondary use of 

data.    

“There are ethical issues around sharing the data collected from 

practice development by those who are care workers within the same 

care service. I think that would be the other concern I would have. As 

researchers, we comply with very, very strict rules of... you know… 

ethical rules and I suppose, as practitioners, you are not restrained by 

the same things.” (Researcher, 25).  

When Researcher 25 was asked to elaborate on this point, she/he explained 

it as follows. 
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“So, for example, you imagine if it was your service and you know you 

were a key worker for five or six people and you measure their care  
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using DCM, then I suppose, then you might not get ethical approval 

and you might not even get consent. You just do it as part of the care 

planning and I think there are issues around then what you can do 

with your data. The data stays as part of your care plan within your 

service and, if it is not shown to anybody else, then it’s fine. But when 

you start sharing all that anonymously, I think there will be ethical 

considerations around that, which need careful thought.” 

(Researcher, 25) 

On the emergence of this concern from the researchers, as part of the 

theoretical sampling approach, I approached the DCM practitioners to ask 

about the ethical procedures they adhered to while dealing with DCM data. 

The practitioners’ responses reflected that they would deal with the DCM 

data as if they would do with any other patient/resident related data they 

were using within their organisations. According to a general policy of dealing 

with patients’ sensitive data, all health and social care providing 

organisations are obliged to follow specific rules, which include appropriate 

data access and security issues (Department of Health 2011).  

However, there is limited evidence available to assess how and whether data 

collected within organisations for their own practice development adheres to 

all ethical and legal requirements. While the practitioners who took part in 

this study confirmed that they adhered to all data-protection and privacy 

issues while dealing with patient data, they deal with ethical issues as 

primary care-givers. There is no evidence that they ever asked for the 

permission of the mapping participants about the potential secondary use of 

their DCM data for future research purposes. Developing a future data 

warehouse to support secondary uses of DCM data will require tackling the 

issue of how consent can be gained from the mapping participants, at the 
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time of their DCM data collection, to support any future secondary research. 

As argued in Chapter 3,  
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the use of routinely collected data, and the gaining of consent for secondary 

uses, are also major areas of concern reported in healthcare (Elger et al. 

2010; Lamas et al. 2015). 

The researchers’ concern indicate the requirements of establishing the 

ethical status of DCM data collected within a practice-development context 

and whether the status allows the data use for secondary analysis. This 

finding suggests further research to design a consent-management process 

that addresses the DCM data-related consent and privacy issues. Further, 

data security is highlighted as a major challenge in the literature (Chapter 3), 

where alongside consent-management and privacy issues, data 

anonymisation is also highlighted as an area of concern in regard to 

warehousing healthcare data. While this study has identified that the DCM 

researchers required anonymised data for research purposes, it is 

nevertheless important to establish the practicality of anonymised DCM data 

for research and to develop anonymisation techniques that will ensure 

complete anonymisation. The literature highlights the role of the data 

providers (such as a healthcare organisation) as data custodians to ensure 

that a level of security governance on the data is demonstrated. This 

includes defining the purposes of the secondary use of data, identifying why 

the data is required and for what secondary use, assessing the ethical 

considerations such as managing the consent process and establishing the 

data-security controls (Hovenga and Grain 2013). However, the role of data 

custodian can be taken by those who will store and process data for 

secondary uses such as a data warehouse providers. In the context of DCM, 
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it is important to establish the role of data custodian who will make the 

decisions on the secondary use of DCM data.  
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In summary, the interview data highlighted the researchers’ views regarding 

the importance of ethical considerations for DCM data that is deemed for 

secondary research purposes. While they highlighted their concerns of using 

DCM data collected for practice development purposes, the researchers 

further indicated the need to have access to the information about the ethical 

considerations taken for collection of DCM data within the warehouse. 

Further, majority of the researchers mentioned the need of accessing 

anonymised data, thus suggesting storing anonymised DCM data within the 

warehouse for research purposes. Future studies with more focus on DCM 

data anonymisation, consent-management and the role of data 

controller/processor within the warehouse are therefore recommended.  

8.4. Key findings and contribution to knowledge 

This chapter presented novel findings that explain the DCM researchers’ 

information requirements in terms of collecting various types of data-content 

and metadata within the warehouse. This includes the requirements for 

provenance, ethical, keyword and contextual data, and qualitative notes. 

These findings have implications for both enhancing the existing DCM data 

models proposed in (Khalid et al. 2010; Khalid 2010) and ensuring that the 

additional data is collected alongside DCM data to meet the users’ data 

needs for research purposes.  

Another important finding is users’ concerns regarding the quality of DCM 

data. While significance of data quality was highlighted in the previous study 

that I undertook (Khalid 2010), this study brings data quality related users’ 

concerns at the forefront. According to Kumar and Thareja (2013) in the 

context of a data warehouse, users’ views are important to establish the data  
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quality requirements. While Chapter 9 will be discussing DCM data quality in 

detail, this chapter has identified that in order to make the DCM data 

trustworthy within the warehouse, the collection and storage of provenance 

data is significant. This suggests ensuring the availability of provenance 

information within the warehouse prior to commence its technical design and 

development.    

8.5. Summary of the chapter 

This chapter provided original knowledge by focussing on data requirements 

for the potential secondary use of DCM data for research. The researchers 

highlighted their information requirements, which were categorised as data-

content and metadata requirements. These requirements identify various 

types of data that need to go into the warehouse. As data-content, the study 

participants mentioned the importance of all coding data and textual notes for 

their potential secondary uses. While coding data requires storage in various 

granular forms within the warehouse, the storage and analysis of textual 

notes may create challenges as the qualitative data is usually of an 

unstructured and inconsistent nature.  

Further, the researchers expressed a need to have access to the contextual 

data alongside the DCM data to make it more desirable and a richer source 

for potential secondary research purposes. The most desired contextual data 

included details of the mapping, the care staff, the mapping participants and 

the care settings. The interview data highlighted that the diversity of the 

contextual data would allow users to analyse DCM data from various 

dimensions, which is important in terms of explaining the activities, behaviour 

and interaction types of the mapping participants.  
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Furthermore, the researchers also expressed the need to access metadata 

within the DCM data contained in the warehouse. The researchers’ interview 

data highlighted the need for three types of metadata, provenance, keyword 

and ethical information. Provenance information includes the ‘who’ and ‘why’ 

of DCM data in order to estimate the quality of the data for secondary 

purposes. Keyword information and ethical information also seemed 

important to the researchers in terms of searching for the right data within the 

warehouse and the data’s ethical position for secondary use. This suggests 

that the metadata stored within the warehouse should include provenance, 

keyword and ethical information. However, further work is required to ensure 

the availability and storage of this information within the data warehouse.  
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9. Factors Affecting the Availability and Quality of DCM Data 

9.1. Introduction 

The previous chapter examined the users’ information requirements for the 

secondary use of DCM data within a research context, arguing that, for this 

purpose, a future data warehouse needs to collect data-content and 

metadata information, including provenance, ethical and contextual data. The 

previous chapter also highlighted the researchers’ concerns regarding the 

quality of DCM data. In relation to this concern, this chapter presents study 

findings which develop an argument that there are three factors which can 

potentially influence the quality of DCM data for secondary uses. Further, this 

chapter also argues that the trilogy of factors can also potentially influence 

the availability of DCM data for secondary uses.  

As was mentioned in Chapter 3, a data warehouse needs to store quality 

data, taken from primary data sources, that is complete, accurate, consistent 

and relevant to meet the user’s information requirements for secondary uses 

(Ballou and Tayi 1999). In relation to this study, the researchers’ information 

requirements are presented in Chapter 8. Whilst the availability of quality 

data within a warehouse is a major requirement for a usable and successful 

data warehouse (Kumar and Thareja 2013), it is important to understand the 

issues influencing the availability and quality of data by exploring the 

situations within which the primary data is produced and managed.   

The interview data highlighted a range of factors that can potentially 

influence the availability and quality of DCM data. It is extrapolated from the 

interviewee’s responses that an individual mapper (who makes observations  
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and collects DCM data for primary purposes), the organisation (where DCM 

is conducted and data is used for primary purposes) and an electronic data 

management system (that stores and analyses DCM data) play significant 

roles in maintaining the availability and quality of DCM data (Figure 15). The 

roles of mapper, organisation and primary data management system are 

presented and explained next. This is followed by a discussion that brings 

these three factors together at conceptual level to discuss their implications 

for the availability and quality of DCM data for secondary uses.  

 

Figure 15: Category 'factors affecting the availability and quality of DCM data' and its sub-categories 

9.2. Mapper’s role  

The interview data indicated that the mapper plays a fundamental role in 

producing DCM data and in establishing and maintaining the quality of that 

data. A number of aspects can potentially influence the quality of data that 

mappers produce. These are explained in detail. 

9.2.1. Mental and physical presence 

During mapping, a mapper performs various actions, for example, 

preparation to use the method, conduct of observations, capturing and 

processing of data and further, interpretation and presentation of the data 

Factors affecting the availability and quality of DCM data 

Mapper’s role Organisation’s role 

Primary DCM data management system 
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through verbal feedback and/or written reports. All these steps demand 

mappers’ time,  
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presence (mentally and physically), and attention to collecting mapping data. 

The interview data highlighted that if a mapper is physically or mentally 

exhausted then there is a risk of quality compromise in the produced data.  

As one of the participants mentioned:  

“… Each day [mapping day], it is a completely different day and 

actually a quite exhausting day. In that case, then chances are that 

your map is not going to be very good, but if you know this day 

requires a lot of your time… you need to prepare yourself. You need 

to be focused, then you have a good map.” (Researcher, 13) 

This finding is in line with what is  asserted by Woods and Lintern (2003: 30) 

as “observation (during mapping) is hard work, and reliability of recording 

may suffer when the rater (mapper) becomes tired or feels uneasy regarding 

what is being observed”.  

9.2.2. Consulting the DCM Manual 

DCM produces observational data and mappers go through intensive training 

in learning to use the method empathetically and objectively (Capstick 2003). 

There are rules and guidelines on how to attain and maintain the quality of 

the collected data. The study participants mentioned that they follow these 

guidelines by consulting the DCM Manual regularly before and during 

mapping in order to ensure the quality of collected data. For some study 

participants, following the DCM Manual provides assurance that they will 

achieve a good map, which can lead towards good outcome (data).  

“When you are mapping, you have to be very focused and you need 

to go over your Manual on several occasions. Even then, you always 

encounter situations when you are not very sure how what [data] 
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should be coded. For me, that is the one when you map very well and 

exactly  
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as the Manual says, so far, which is the tool we all have to 

follow.”(Practitioner Trainer, 10) 

9.2.3. Mapper’s Inter-rater reliability 

The quality of observational data is also assessed in terms of its validity and 

reliability (Patton 2002). Reliability is assessed using the degree of 

agreement between different observers of observational data collected at a 

single point from the same place (called inter-observer agreement) or by the 

same observer at different times in the data collection process (called intra-

observer agreement). In the context of DCM, the inter-observer agreement is 

calculated where two or more mappers conduct mapping on the same 

people with dementia at the same time and compare the similarities and 

differences within their coded data (Bradford Dementia Group 2005). They 

work out the percentage of concordance for BCCs and MEs and a minimum 

of 70% concordance is recommended for use of DCM for practice 

development purposes and 80% for research. This is called inter-rater 

reliability (IRR). It is recommended within the DCM 8 Manual that mappers 

should check their IRR prior to each mapping cycle in order to produce 

accurate codes (data) and to ensure that data collected on different mapping 

participants, by the two mappers, is comparable when combined into a single 

report for the setting (Bradford Dementia Group 2005), thus retaining the 

quality of data.  

The study participants were aware of the importance of their IRR and most of 

them mentioned that they try to conduct an IRR often with an experienced 

mapper or with a colleague.  
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“We make sure that they [mappers] meet with one, or map with an 

experienced mapper.”(Practitioner, 7)  
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The interview data suggested that, in order to estimate the quality of DCM 

data, IRR is one of the measures that can provide evidence regarding data 

quality. According to the study participants, if a mapper had achieved IRR 

against an experienced mapper, it is more likely that her/his DCM data will 

be more reliable to use than data of a mapper who has not conducted IRR 

either with someone experienced or at all. However, a recent study by Jones 

and colleagues (in press), reported that only few practitioners reported they 

regularly conduct IRR, with many reporting their organisation would not 

support additional time to the mapping process for them to conduct this 

ahead of each map. Those who were willing and able to conduct IRR 

identified that lack of an experienced mapper or in some cases any other 

mapper within the organisation, with which to conduct IRR was a barrier to 

achieving this. While a mapper’s IRR score is considered an important 

indicator for quality data within a warehouse, the results of Jones et al.’s (in 

press) study raises a point of concern regarding the potential availability of 

DCM data that can be said to have met this quality indicator, given the 

reported levels of IRR implementation in regular mapping.  

9.2.4. Mapper’s training and experience 

Mapper’s training level and experience of using the method were also 

mentioned by the study participants, as potential indicators of quality data 

provision. This reinforces Woods and Lintern’s (2003) statement regarding 

experienced mappers enhancing the reliability of generated data. The 

participants expressed a high level of trust in the generation of quality data 

by those mappers who were experienced or were qualified to an advanced or 
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trainer level to use DCM. For example, one study participant mentioned the 

words ‘gold standard’ to describe the DCM trainers as experienced mappers. 

Researcher 4: “She [friend] is a DCM trainer but with gold standard. 

But I am worried that, if I am going to use data from the regular 

mappers, how the quality of data I am going to look at…” 

SK: What do you mean by a trainer with “gold standard”? 

Researcher 4: “I mean she has a lot of experience of mapping and 

she has trained many mappers so far and she is lead of DCM here in 

this country.” 

One of the study participants who was the lead of DCM within her/his 

organisation expressed a notion of trust for those who were experienced and 

considered them as ‘reliable mappers’. 

“…We assumed that they [experienced mapper] continue to do what 

they are doing and continue to be reliable.”(Practitioner, 2) 

However, what makes a mapper experienced is arguable. Participants in this 

study associated the concept of ‘experienced mapper’ with mappers’ 

regularity of mapping. 

“The fact that all of our mappers have to map regularly because we 

have got everybody to map means that people are well practised… so 

we have got very experienced mappers here, who have been 

mapping for a long time and who have been mapping for longer.” 

(Practitioner, 2) 

This finding strengthens Woods and Lintern’s (2003) definition of an 

experienced mapper. They state that a mapper becomes experienced when 

she/he conducts or uses the method regularly and experiences a variety of 

situations at the time of mapping.  
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On another dimension, the concept of being an experienced mapper was 

also associated with the level of training the mappers had. The higher the 

level of training a mapper had the more experienced she/he is considered to 

be. This may relate to the need to map more to gain advanced user or higher 

levels of DCM certification and qualification (Douglass et al. 2010). Further, 

as reported by Douglass et al (2010) in their survey study comparing UK and 

USA mappers’ experiences and views of DCM use, the advanced users from 

both countries were 23 times more likely to map than the basic users after 

their DCM training, as they have to map in order to achieve advanced 

certification. Therefore, the advanced mappers could be considered as more 

experienced than the basic users, thus most likely to be perceived as 

producing quality DCM data that is trustworthy. On the other hand, a novice 

or inexperienced mapper is perceived as more likely to make mistakes and is 

therefore, seen as less trustworthy in providing quality data. 

“… [an inexperienced] mapper might be defaulting to using a small 

group of codes they use all the time. It is that less experienced 

mapper, who never maps the plus-5 ME values because they don’t 

feel confident about that or they don’t feel sure of their way of finding 

that coding value…” (Practitioner, 2) 

The evidence from the interview data shows that an experienced mapper, 

who maps regularly either for enhancing their training levels or for practice 

development or research purposes, is most likely to be perceived as 

producing quality DCM data. As was mentioned in Chapter 8, the information 

about the mapper’s experience and training level was also required to 

establish the provenance on quality of DCM data for secondary uses. The 
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availability of provenance information within the warehouse however raises a 

number of key  
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issues that need to be considered. They include, whether the information 

about mapper’s experience, training level and IRR score is available for 

provenance to the DCM data for secondary uses. And whether 

inexperienced mappers have accessed support from an experienced mapper 

in order to check data quality. 

The first issue requires exploring the availability of mapper related data 

within the warehouse. However, in relation to the second issue regarding 

mapper experience and available support, if the mappers (e.g. new and less 

experienced mappers) are not experienced, interview data highlighted that 

they often try to seek support from individuals who are experienced and 

trained at higher levels to oversee their use of the DCM method and this 

would mean that the generated data was checked for quality. 

“It gives confidence if somebody with the highest level of mapping 

experience is there.” (Practitioner, 6) 

However, the availability of such support from an experienced mapper is 

questionable. A recently published survey study by Jones and colleagues (in 

press) reports that the UK based practitioners recognise the need of a 

‘buddy’ or someone with whom they can conduct their IRR. However, due to 

the lack of another mapper, Jones and colleagues further reported that half 

of the total practitioners, who took part in their online survey, never conduct 

IRR.      

9.2.5. Mapper’s link with care setting 

Some of the interview participants such as the researchers stated their 

concern regarding the quality of DCM data that is collected by practitioners 

who use DCM for developing their own personal and organisational care 
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practice. Interview participants assumed that, as the mappers are familiar 

with  
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those they are mapping, there may be a risk of bias with mappers potentially 

only recording and then feeding back the good aspects or practices within 

the data.  

“I think there is another issue, whether the mapper works within the 

environment [data-collection site] or not. I think potentially whether the 

mapper works or not works in the environment is quite a big bias. 

Well, it might not be a problem for benchmarking, although it might be, 

as people might rate their own solution better than if they would do 

blind mapping somewhere else.” (Researcher, 20) 

“There’s issues around reliability and validity of data. The problem I 

have with lots of DCM data collected is that it is collected by 

practitioners, so they are using DCM within their own care services 

and I think there is inherent bias in that. So don’t get me wrong, as a 

researcher, I would like to see the data, but I suppose we would draw 

conclusions with caution, I suppose. Whereas, if it was collected by 

somebody outside of the service, then I might consider it. Like, if any 

trainer from BDG or me or my colleagues are collecting data, then we 

would not have any motive that could influence the score or 

anything…if you know what I mean. But whereas, when your own care 

workers are making their own ratings for themselves and their 

colleagues… I think that is an inherent bias.”(Researcher, 4) 

When the above issue was explored from the practitioners’ perspective, it 

was evident that wherever possible, they avoid mapping participants within 

the wards/areas, where they work or where they know the mapping 

participants very well.  However, even when this was not possible, from 

practitioners’ responses it was evident that they conduct observations 

carefully and then feed the data back to the staff as accurately as possible.  



469 
 

However, practitioners also acknowledged the benefits of mapping in their 

own setting, for example, if they know a participant they are mapping, they 

may  
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have a better chance of coding that person accurately. On the contrary, if a 

mapper does not know someone they are observing, it can be a challenge 

sometimes to decide on a code that reflects their correct behaviour, 

particularly when that behaviour is complex.   

“…It is good in a more fundamental way because, to a point, mapping 

is subjective. It’s like having your plus and minus bar on your data 

point. While there are lots of different reasons, if you know the 

resident, that’s going to change how you do something, … like giving 

the right code.”(Practitioner, 5) 

This finding raises intriguing questions regarding the researchers’ trust in the 

data generated within a practice-development context. This issue has been 

explored in Chapter 8 where the interview data highlighted the researchers’ 

concerns relating to the reliability of DCM data within the warehouse, a factor 

that was considered significant for ascertaining the quality of DCM data for 

secondary uses. This means, therefore, that the data created for practice 

development requires adherence to quality. The researchers highlighted the 

fact that, when it is research data, compliance with the quality of that data 

becomes very important. It might be that research is usually conducted for 

generalisation purposes and researchers are required to assure themselves 

and others that there has been a robust quality check in all aspects of the 

study, from data collection to reporting the findings.   

“…Because I think if you are doing it for practice development, it is 

also very important that you have good quality data. But then it’s not 

like it matters if PE 6, 7 or 11 and it’s more like that it is PE and it’s not 

so much about your real scoring or thing, so if you want to do it for 

research purposes… you expect other things… when you use it for 
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research purposes. In some organisations, what you score as a PE 

will not be  
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scored as a PE in other organisations because it is normal care for 

them. But if the data will be used for research purposes, this does 

matter.” (Researcher, 4) 

The interview data indicated that the mapper’s role is considered significant 

in producing quality DCM data. This is the reason why the researchers 

expressed the need to have provenance information about the mapper – 

such as IRR score, experience and training level – to estimate the quality of 

DCM data for secondary research within the warehouse (Chapter 8). Based 

on these findings, it could be argued that a good reliability score is 

associated with a mapper’s experience and advanced-level training, or with 

the mapper having gained help from those who are experienced and trained 

at an advanced level. This is in line with what Cooke and Chaudhury (2012) 

found in their literature review, that those studies which report a good IRR 

score are those where help was gained from BDG trainers (e.g. individuals 

who provide training to national and international mappers and who are 

considered champions of DCM). Further, when referring to good quality data, 

Brooker (2005: 16) uses the term “gold-standard mapper” for the provision of 

quality data and recommends to ‘formalise’ such a role by providing 

advanced training and accreditation. In the absence of any measure or 

criteria for a ‘gold-standard mapper’, it could be argued that such a mapper is 

one who has a good IRR score, effective experience of mapping and 

advanced-training certification.     

While the mappers’ IRR score is considered significant for establishing the 

quality of DCM data, it is not conducted consistently across all uses of DCM. 

While the literature indicates that IRR is conducted for research studies, 

there is also evidence that it is conducted inconsistently within a practice  
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development context. Jones and colleagues (in press) provide alarming 

figures showing that only half of their sampled practitioners were conducting 

IRR in the UK. This will have significant implications for the provision of 

quality DCM data, as well as the mapper’s IRR information alongside the 

DCM data for provenance purposes. The lack of information on mappers’ 

IRR scores means a lack of evidence regarding reliable or good quality DCM 

data storage for secondary use within the warehouse. It is therefore 

suggested that, before designing and developing a data warehouse, it is 

important to establish a set of criteria or a tool for measuring data quality and 

for defining the term ‘gold-standard mapper’. The arc|hive DCM database 

(Surr et al. 2015) has subsequently built a video resource for mappers to 

check their IRR against various coding scenarios. However, the 

implementation of the functionality whereby mappers can code the scenarios 

by watching the video is not yet complete.     

In summary, the interview data highlighted that the mapper plays an 

important role in generating and maintaining the quality of DCM data. They 

encompass a range of characteristics that can indicate their ability as a 

mapper for producing quality data. For example, their experience of mapping 

on a regular basis, training and IRR conducted against another experienced 

mapper can be data quality indicators. The researchers were concerned with 

the potential quality of practitioners’ DCM data as some assumed that since 

practitioners’ primary aim is to develop their own practice, there might be an 

element of bias that can influence the quality of their data and they 

questioned whether it meets the quality standards to be used for research 
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purposes. While interview data suggested that mappers’ IRR score, training 

and experience levels can  
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provide evidence of quality, the availability of such information is an 

important issue for future research. 

In addition to these individual factors, the interview data also highlighted the 

organisational support for mappers as an important factor that can influence 

the quality of DCM data. This factor is explained next. 

9.3. Organisation’s role 

The interview data highlighted that the organisations where DCM is used 

also play an important role in providing support for implementing it and 

maintaining the quality of its generated data. First, I will present the 

organisation’s role in implementing DCM, as perceived by the study 

participants. Then, I will explore the techniques that organisations employed 

to support mappers to use DCM and improve the quality of data. 

9.3.1. Organisational/management support in implementing DCM 

The interview data highlighted that the organisation’s management support in 

implementing DCM can play a key role in enhancing its use and 

consequently the data production. The study participants such as the 

practitioners (n=5) from two out of four organisations stated that they 

mapped regularly and saw the use of DCM as an important part of the 

organisations’ regular care-monitoring activities. Within these organisations, 

the role of management was strong and supportive in embedding the use of 

DCM across all units. In these situations, the use of DCM was on a routine 

basis, as mentioned by one interviewee who was in a management role. 

“DCM is used practically… I would say almost on a daily basis. The 

current structure is that, every month, we have a DCM day that is set 
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aside for mappers to do mapping and also, on that day, they would 

meet  
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and reflect on practice and talk about any concerns and plans as well 

as about mapping in terms of a home or a particular unit. We are 

currently working with the Bradford team regarding culture change in 

the organisation and they are actually using the mapping to set 

benchmarks for practice and they also use the maps to evaluate the 

culture change and the progress as well. So it is commonly used.” 

(Practitioner, 7) 

In both organisations, where DCM was used on a regular basis, there were 

individuals from management positions who were themselves trained as 

mappers. They were enthusiastic about the regular use of DCM within their 

organisations and therefore were keen to provide support for the mappers to 

conduct DCM regularly (approaches for supporting mappers are presented in 

Section 9.3.2 of this Chapter).  

Contrary to the above, the interview data identified the lack of management 

support as the main factor influencing the use of DCM within one 

organisation. This finding supports what Douglass and colleagues (2010) 

found in their study to gather experiences of mappers from the US and UK. 

They reported that the major reason for mappers not mapping was the lack 

of support from their organisational management. Similar results were also 

reported by a recent multi-method study (Jones et al. in press), where the 

authors found that 80% of those who mapped within the UK mentioned the 

role of organisational support as a major driver for using DCM.  

One practitioner highlighted the importance of members of the management 

team attending DCM training. According to the participant, if management 

has someone within it who is DCM trained they will be able to understand the 
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importance of its use and implementation. However, if someone is not DCM 

trained at management level, it indicates the unsupportive management.  

“Basically, over here [in the organisation], it’s just been so difficult to 

gain support really from the management on the wards. We do the 

dementia-care mapping course and we would actually specify very 

clearly that, even at a very high managerial level, actually, all the ward 

managers need to go on that. Because we identify that, really, unless 

you have got the ward manager on board, it’s really difficult to do 

anything. …Where we really struggled were the two places where the 

two ward managers didn’t go on the course even though they were 

invited. …It’s been a real obstacle and there’s mappers, particularly 

over here, where I have gone over and arranged a support for them, 

for some of the briefing, some of the relatives and something like this. 

And actually they just haven’t had the support from the manager.” 

(Practitioner Trainer, 14) 

The interest from the management also resulted in supporting mappers to 

map on a regular basis by providing them with time and resources. However, 

with weak management support, the participants saw taking the time out to 

map as a huge challenge alongside the demands of their normal job role and 

duties.  

Some interview participants mentioned that they were struggling to conduct 

maps on a regular basis as they found it difficult to embed the use of DCM 

within their busy working hours. This finding seems to be consistent with 

Douglass and colleagues’ (2010) study where they report a lack of time for 

DCM as a major issue expressed by mappers from both the US and the UK. 

One of their assertions is that it could influence the use of DCM, thus 

impacting on the generation of data for secondary uses. 
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“Time-wise, there is no protected time to map. It is something that we 

have to make happen.” (Practitioner, 3)  
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In response to the question about why were mappers not mapping on a 

regular basis in spite of their desire so to do, another participant answered:  

Practitioner, 2: “I think we have enough mappers across the trust. 

There are a few more mappers in medicine then in surgery. I think, at 

the moment, we are constrained by our own roles and daily work.” 

An additional factor influencing the mapping frequency was the professional 

job role of the mappers. Within the organisations, mappers take specific time 

out for mapping, as they have to embed mapping within their usual roles.  

“As all are busy, so it seems like a secondary job rather than 

embedding it into the unit.” (Practitioner, 5) 

“It is quite challenging to incorporate DCM with my role… my role is 

very wide. I am involved in direct clinical work, I am involved in 

families and I am involved in quite a lot of research that happens, so 

DCM is only one part of what I do. I find that I have to work quite hard 

to make sure that I hold on to it.”(Practitioner, 3) 

This finding reflects those of Jones and colleagues (in press) regarding the 

lack of resources, including time, for conducting DCM within organisations. 

By realising that one of the biggest challenges is to get time for mapping, one 

mapper, who was the organisation manger, reported that they had set days 

for mappers to map within their organisation. 

“So it’s a day where it is protected for the mappers to carry out 

mapping, because… one of the challenges is getting the time to 

actually map. So these DCM days protect the mapper, allow the time 

to map.” (Practitioner, 5) 

Whilst advice is provided in the DCM Manual (Bradford Dementia Group 

2005) and British Standard (BSI 2010) on how DCM can be effectively 
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implemented within the organisations by providing resources to the mappers, 

the study data  
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highlighted that the mappers were still struggling to find time to map. This 

generates potential data availability issues for a future data warehouse. 

While it was identified in the interviews that organisational support to 

mappers plays an important role in implementing DCM, the next sub-

category explores how organisations were supporting mappers to implement 

DCM. 

9.3.2. Organisational support for mappers 

Organisations which mentioned their support for mappers for implementing 

DCM were taking various approaches to give that support in mapping and 

generating quality DCM data. This sub-category will explore these 

approaches taken. 

9.3.2.1. Further training 

As highlighted earlier, according to the study participants, the mappers who 

had training at advanced level or above were considered most likely to 

produce reliable and thus quality data. The two organisations, which were 

actively supporting the use of DCM realised the need to arrange basic 

training for more individuals to become DCM trained and encourage the 

existing basic mappers to enhance their training to an advanced level.   

“We encourage new staff to go for training and existing mappers to go 

for advanced training.” (Practitioner, 5) 

“We have got very experienced mappers here who have been 

mapping for a long time and who have been mapping for longer than I 

have. But what we hopefully benefit from is the further training.” 

(Practitioner, 2) 
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The aim of these organisations was to enable more staff to have DCM 

training, upgrade the existing mappers’ training level to an advanced level 

and ensure that all mappers collect quality DCM data.  
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9.3.2.2. Peer support 

The interview data highlighted that the mappers who were supported by their 

peers were more confident in using DCM and therefore were most likely to 

produce data that was perceived to be of good quality. It was also identified 

that the supportive organisations were encouraging a culture of peer support 

for their mappers. Their main reason in doing this was to support mappers in 

using DCM in an accurate way. Participants highlighted how, in their 

organisations, the mappers were meeting as a group and were encouraged 

to support each other to share their mapping experience and to examine 

queries or questions and so learn from each other. One of the participants, 

who was from their organisation’s management team, mentioned the culture 

of peer support within their organisation. 

“We make sure that we have a team of mappers, so that they can 

work with each other and support each other.” (Practitioner, 5) 

Peer support was considered an important step towards producing quality 

DCM data, as reflected in other study participants’ interview data. 

“One benefit of having such a small number of mappers is that you 

can manage quality much better. Everybody is trained and we meet 

as a group.” (Practitioner, 2) 

“In order to ensure the quality of data, we make sure that they 

[mappers] meet with one another or map with another experienced 

mapper.” (Practitioner, 7) 

This finding reflects what Jones and colleagues (in press) concluded in their 

survey-based study that peer support, or a ‘buddy system, may enhance the 

chances of mappers conducting IRR on regular basis, thus improving the 

quality of DCM data.  
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9.3.2.3. Regular mapping 

It was identified in the interview data that the study participants perceived 

experienced mappers as most likely to produce good quality DCM data. As 

mentioned previously, a mapper was considered experienced if she/he 

mapped on a regular basis. Therefore, it was identified from the interview 

data that in order to maintain the quality of DCM data, organisations were 

also trying to ensure that mappers were well practiced by encouraging them 

to map on a regular basis. For example, the management in one care setting 

were strongly in favour of mappers to map every month. 

“One of the things that we did after the training is that… each mapper 

had to do mapping for a certain period of time.” (Practitioner, 7) 

SK: What about the quality of data? How do you make sure within the 

organisation that the data you capture is of good quality? 

Practitioner, 5:  “Within this organisation it is really about our monthly 

meetings” 

“The fact is that all of our mappers have to map regularly. Because we 

have got everybody to map means that people are well practiced, 

which means they will produce good quality data.” (Practitioner, 2) 

9.3.2.4. Help from experts 

In order to provide support to the mappers, organisations also gained help 

from experts within the DCM field. The aim was to make sure that mappers 

were adhering to DCM procedures correctly.  

“We also had DCM experts from Bradford, mapping with individual 

mappers and comparing information just to make sure that they fully 

understand and actually follow the procedure and the outcomes and 

everything.”(Practitioner, 7)  
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The mappers within organisations, who had been using DCM for a long time 

or had an advanced level of DCM training, were also considered as experts 

and a useful supervisory support for the novice and less experienced 

mappers in their mapping activities. 

“The advanced mapper at intervals maps with other mappers and 

talks with them about the results and the exercise and everything else 

and just makes sure that they are coaching and continually 

developing.” (Practitioner, 7) 

9.3.2.5. Mapping in pairs 

Another approach for managing the quality of data was to encourage 

mappers to map in pairs for conducting IRR between them. The main aim 

was to make sure that they capture the DCM data in a more unified way. 

“In order to enhance the reliability of the data, we try whenever 

possible to map in pairs anyway.”(Practitioner, 2) 

“…That the mappers do the sessions where they compare the 

information that they had collected and about the same resident within 

the same time-frame. So that it is a kind of measure that are we 

getting, a completely different picture.”(Practitioner, 7) 

Alongside enhancing the implementation of DCM, the organisational support 

is also paramount in enhancing the quality of DCM data. The mappers from 

the organisations who supported DCM implementation explained various 

approaches that they were using to ensure the quality of data. These 

approaches were related to ensuring basic and further training for staff to use 

DCM, peer support; regular mapping, mapping in pairs and seeking support 

from experts to help in implementing DCM within their organisation. 
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The above data reflect the organisations’ views that are supportive to DCM 

and its implementation. While this study has limitations, in not capturing the 

view of those organisations where DCM is not conducted or is conducted 

irregularly, the evidence from Jones et al.’s (in press) study suggests that not 

all mappers within the UK organisations where DCM training has been 

delivered are mapping regularly. One of the reported reasons in their study is 

the lack of support from organisations. While there is evidence that mappers 

need organisational support to conduct DCM following their DCM training, 

further research is required to establish how organisations can be attracted 

to the use of DCM data and consequently provide support to mappers to 

conduct DCM on a regular basis. The regular use of DCM can enhance the 

chances for generating large amount of DCM data for the potential 

secondary uses. This is in line with suggestions made by others. For 

example, Douglass and colleagues (2008), in a qualitative study, suggest 

that the use of more widespread training and organisational support might 

enhance the use of DCM in the US. To some extent, Jones and colleagues 

(in press) have made similar suggestions for the UK.  However, the research 

into how this can be achieved is yet lacking.    

In summary, the evidence presented in the above sub-category shows that 

management within an organisation can play an important role in providing 

resources such as time for mappers to map on a regularly basis, thus 

generating DCM data on regular basis. This can ensure the availability of 

DCM data for a data warehouse. However, lack of management support and 

irregular mapping can influence the amount of specific data generated and 

its availability within the warehouse for secondary uses, thus referring to the  
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issues related to the availability and quality of data that is fit for secondary 

purpose. Further research is required to establish how organisations can be 

attracted to use DCM on a regular basis so as to generate data for potential 

secondary uses. 

9.4. Primary DCM data management system; limitations and 

requirements 

A data warehouse stores data taken from various data sources and therefore 

its success and workability depend on the availability of the required data (by 

users) within the data sources.  Data sources for a data warehouse collect 

and store data for primary uses, primary data management systems. The 

main issue reported within the literature is the inability and incompatibility of 

the primary data management systems to capture complete, accurate, 

consistent and thus quality data in an electronic format to enable data 

sharing and transferability for secondary uses (Batini et al. 2009; Health and 

Social Care Information Centre 2012).  

The interview data from this study highlighted that the mappers were not 

satisfied with the system they were using for managing DCM data for primary 

purposes in terms of a complete, consistent and integrated data storage 

solution. As was argued in Chapter 3 (data quality section), this can create 

data quality issues in terms of its availability and compatibility for secondary 

uses. According to the study participants, the lack of an effective data 

management system was causing huge implications for their current use of 

DCM data. This section will explore the study participants’ views regarding 

their current systems for managing primary DCM data, both in terms of its 
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limitations and their requirements for an effective system. This exploration 

will  
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provide insights into the issues that can have a significant impact on the 

availability and quality of DCM data.  

At the time of data collection for this study (2012-2014), the Excel 

programme was the only tool provided (on request) by the University of 

Bradford to the mappers for managing their primary DCM data for storing 

and analysis purposes. Therefore, the majority of the study participants 

(n=27) reported the use of the Excel programme for managing their data. 

Nearly all of those study participants who were using the Excel system 

mentioned its limitations as a data storage and analysis solution. Two 

participants however appeared to be satisfied with functionalities provided by 

this programme for managing their primary DCM data. They were conducting 

only very basic analysis techniques, which may have been the reason why 

they did not envisage any further uses for their data and therefore, could not 

identify any limitations in their existing systems. 

“It [the Excel programme] meets the needs, because, when you 

produce graphs, you obviously need to interpret in the report itself. 

Yes, I don’t have any problems with it. It is very straightforward, very 

easy to use and it produces graphs that I understand.” (Practitioner, 

23) 

The interview data revealed that nearly all the participants found the Excel 

programme insufficiently competent to deal with their data storage and 

analysis needs. This finding is in accord with previous studies indicating 

limitations of the currently used Excel programme and the need for an 

effective data-management system for primary uses of DCM data (Khalid 

2009; Khalid 2010; Khalid et al. 2010; Jones et al. 2014). 
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The researchers’ interview data indicated that the main issue was the 

limitations of the Excel programme for dealing with data-analysis activity. 

Therefore, they preferred to use other analytical tools. One of the 

researchers highlighted how she/he imported the data from the Excel 

programme into SPSS to permit further data manipulation and complex 

analysis. 

“Today, I got an Excel from A and her colleagues and I have now 

converted it into SPSS to be able to analyse the data. I think the Excel 

programme is good for improving the quality of care from the practice 

side. It is OK, but for the research side it is a little bit too shallow 

maybe and I always like to have converted my data into SPSS 

because it is very nice to work with. For my research purpose… I 

really have to rearrange the data and the Excel is not very helpful, so 

there is a lot of work to do.” (Researcher, 4) 

Some researchers, however, preferred to transfer their data directly from 

DCM raw data sheets into SPSS for their desired analysis.  

“We did not use the Excel tool; we only used SPSS for our data 

analysis.” (Researcher, 20) 

In order to deal with their particular needs, some researchers and 

practitioners also mentioned that they were developing their own data 

management solutions for complete and integrated data storage. As 

mentioned by one researcher, they developed their own database to fulfil 

their storage and analysis requirements for data collected in their study.  

“We created our own Access databases to store and analyse these 

[DCM] data in a statistical package. It works for our study because it 

was designed for our study.” (Researcher Practitioner, 8) 
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Some study participants such as the practitioners reported that within their 

organisations they were interested in having an integrated view of the DCM  
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data in one place for the purposes of analysis and sharing with other in-

house mappers, with the aim of identifying good practices. In the absence of 

any effective system, mappers from one organisation mentioned strategies 

they had in place for storing data and then sharing it with all those 

concerned, mostly individuals at a managerial level. For example, currently 

all mappers within their organisation store DCM data within a central system 

in a secure format. This system was just for storage and did not allow the 

mappers to share their data with other mappers and it did not allow any 

analysis at an organisation level. In order to see trends and patterns within 

the data they had set organisational DCM days when all mappers get 

together, discuss and share their mapping data.  

“We created like an intranet, a system for all the mappers to store 

their data centrally. You know, it’s a software system and we also 

have hard copies and each mapper has their own copies of mappings 

and other things they have done. The central system on the computer 

that we created in terms of practising, evaluation and reflection. So 

that if somebody wants to see what other mappers have done and if 

they want to see any trends that have been around. It’s not something 

I think at the moment that all the mappers are accessing or anything. I 

think mainly, when mapping is done, people keep their own data or 

information and then discuss it through DCM days, which are actually 

held on a monthly basis, so that’s how they are sharing information at 

the moment and also when they do the feedback, it is a direct 

feedback and the data they keep themselves at the moment.” 

(Practitioner, 7) 

Further, DCM trainers were also interested in viewing the mapping data that 

they had collected over time to see trends and patterns. This was not 

possible with the Excel programme. One trainer mentioned that various 
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mapping sheets could be amalgamated to view the mapping conducted over 

time. However,  
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using the Excel programme, this process was not easy and the analysis 

techniques meant it was not possible to examine change for a specific 

mapping participant within a specific unit over time. Therefore, they 

indicated, there was a lack of ability to conduct multidimensional analysis of 

the data, since the Excel programme did not support such analyses.  

Currently, the Excel programme only allows the input of some of the 

numerical DCM data (BCC and ME) and does not allow the storing of 

Personal Enhancers (PE) and Personal Detractors (PD) or qualitative 

mapping notes. In order to make the DCM data useful and meaningful, the 

participants mentioned the need to view all DCM data items within one single 

system for storage and further analysis. The participants saw great value in 

being able to link PDs and PEs with other DCM data items within the 

analysis process.  

“This system [Excel] does not capture the person enhancers and 

personal detractors either and I think that, in itself, what staff are really 

interested to hear is that what they have done has made the 

difference. So we capture that sort of elsewhere and feed that back 

slightly differently, so yes, that’s another limitation really.” 

(Practitioner, 3) 

“There is no way to record the PD and PEs and it would be nice to be 

able to have the option to do that and also on the tracker graphs for us 

to be able to identify PD and PEs, so that we could put all the four 

codes together. That would be really interesting.” (Trainer, 19) 

“The Excel programme does not do anything with PD and PE and staff 

interactions but together they would formulate a full report and we 

would then look at trends that people were in over time, what activities 

are people engaging in overtime and the quality of the staff 
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interactions that are helping people with dementia in the facility.” 

(Trainer, 1) 
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Therefore, the participants expressed their requirement to have access to the 

integrated data (all DCM data items in one place in one system) that they 

collect over time in order to compare them from various dimensions 

(individual, unit, organisation and time). 

“I find we are often having to work like part of the data that we import 

from elsewhere to answer some of these questions. It would be lovely 

if it is all in a package.” (Practitioner, 3) 

The participants also mentioned the importance of qualitative notes, which 

are part of the DCM data and which give them the opportunity to conduct 

more in-depth analysis of the numerical data. The current Excel programme 

does not provide the facility to add notes within the system. The participants 

stated that they would like to be able to use these notes alongside DCM data 

to answer many other questions that they cannot answer at present. One 

participant mentioned that they want to use more data from the notes, as 

during mapping a lot of information is not coded but is noted down in 

qualitative form. However, currently there is no way of dealing with this data. 

“The data that you can’t use is the data that is interesting. For 

example, you are in a setting and somebody is slipping down from U-3 

and you know where they are heading and you stop mapping but you 

know, in the next 10 time-frames, it will be U-5 and that is where you 

have been intervening and trying to make a difference, so that comes 

out in qualitative notes…” (Trainer, 18) 

“I think the possibility to take notes is lacking in the system that I use. 

And if there was a possibility to put notes and maybe possibly treat 

them as qualitative data … analysing them afterwards, I would like 

that.” (Researcher Trainer, 11) 
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“You can’t do anything else; there is no option for writing your 

qualitative notes.” (Researcher Practitioner Trainer, 16) 

“We could also use some more data than just the dementia care 

mapping, as the noise levels, we had the number of staff on the bay 

so we developed our own one to include everything. I think the 

problem for us with the Bradford Dementia Group spreadsheet was 

that it did not record everything. It’s easy just to have everything at 

one place.” (Researcher Practitioner, 8) 

The study participants also mentioned the requirement of comparing DCM 

data overtime to see trends and patterns within the data. According to the 

practitioners, the Excel system is not compatible with the ever more complex 

types of analysis they want to perform on the DCM data. These needs were 

mostly related to the analysis of the longitudinal DCM data they collect.  

“If you have data to look at comparatively over a six-month period and 

then see if there is any change of ME values or BCC codes and in the 

PD and PE numbers, then that would be really useful just to give you 

the numbers and give you the general picture of the home.” 

(Practitioner, 6) 

Most of the participants (including both practitioners and trainers) showed a 

strong interest in comparing their mapping data over time to track the same 

samples at different points in time. The sample might consist of individual 

patients, or a group of patients who take part in the mapping, and a particular 

unit or organisation where mapping is conducted over a period of time. This 

refers to the multidimensional analysis of the data for internal benchmarking 

purposes. Chapter 7 has discussed the use of DCM data for internal 

benchmarking. 
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“We have been doing global [organisational] analysis of all the 

information at once. We will sit down and go through the feedback… 

actually we created groups and each group would discuss their 

mapping sessions and the information that they have collected and 

also discuss that with the rest of the team. And during those times 

they will be picking up if there is any training need or any particular 

thing that is happening in units and then they are using that 

information either for feedback with the manager to talk about the 

developments or any other concerns and so on. So that is how we 

have been using the data. So it has been actively used but we have 

not had a system where we collect the data all at once and look at it 

globally [organisationally].” (Practitioner, 7) 

“If you could compare the ranges of behaviour category codes… like 

in some particular time what were the percentages of these codes as 

high medium and low? And comparing the ME values and also PDs 

and PEs and directly link them to the psychological needs, I think it 

would be good to compare those. I don’t think I have those skills to do 

that at the moment.” (Trainer, 19) 

It was also identified from the interview data that participants felt they were 

being restricted in their use of DCM data due to the unavailability of an 

effective electronic data management system, and they attached great 

importance to such a system in order to explore the use of DCM from various 

angles. For example, one of the participants mentioned that an effective 

system would change the way they currently use DCM and would make its 

use more meaningful.  

“Once we have got our IT team to do it [developing a data-

management system for DCM data], which is not everybody putting 

one map into one document as is done in Excel but keeping it per 

patient and pulling out the data what we need for whatever purposes. 
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Then, I think the way that we use DCM will change really quite 

dramatically and it will be far  
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more meaningful and far more joined up and we will be able to direct 

service development, staff training, all of those things, much, much 

better.” (Practitioner, 2) 

The above data indicate that the study participants are currently unable to 

collect all the DCM data (both coding data and qualitative notes) in one 

system for the purposes of integrated analysis. Further, the lack of a system 

to support historic analysis of DCM data to assess care improvement is also 

highlighted. A number of previous studies also reported this issue (Khalid 

2009; Khalid 2010; Khalid et al 2010; Jones et al. 2014). As a consequence 

of which, the University of Bradford developed and launched a web-based 

database system (the arc|hive DCM database) (Surr et al. 2015), with 

enhanced functionalities for complete DCM data storage. This addresses 

some of the study participants’ expressed requirements for their primary 

DCM data and its use. For example, the new system is web-based and 

allows the entry and storage of all DCM data, such as coding data and notes, 

in an integrated format. However, the system does yet not provide the 

individual mappers and organisations with the facility of data linkage, such as 

linking maps collected over a period of time, and its multidimensional 

analysis, both of which are major requirements related to the primary DCM 

data-management system identified above. This system is only available in 

the UK because of varying data-protection and ethical requirements 

regarding the collection of international data. Further, the system has not 

been evaluated in terms of its usage and user acceptance since its launch in 

June 2015. Therefore, it is not evident how many people are using the 

database application, nor whether it is providing an improved data-storage 

and analysis solution for the mappers. 
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As was mentioned in Chapter 3, data quality is a key issue in data 

warehousing (Verma et al. 2014). Chapter 3 also argued that data quality 

within a warehouse is associated with technical processes of the system, the 

intrinsic nature of the data and secondary uses of data. During technical 

processes, data quality issues can emerge at various levels including data 

sources and integration (Singh and Singh 2010; Mohammed and Talab 

2014). The study data highlighted that DCM data quality issues can emerge 

at both data source and data integration level. The study findings show that 

the current data management system such as the Excel programme is not 

collecting complete and integrated DCM data and therefore cannot be 

characterised as a quality data source for a data warehouse. Further, there is 

a lack of evidence to show that the arc|hive DCM database is in a regular 

use, thus providing quality DCM data for potential secondary uses. 

Identifying good quality data sources for data warehouses is emphasised in 

the literature (Singh and Singh 2010). However, the study data indicate that 

the current situation of DCM data management and storage for primary use 

is yet not up to the level where mappers are content with the system and it is 

being used regularly to collect DCM data. This indicates the data 

incompatibility and availability as quality issues for the future data 

warehouse. These findings are in accord with other studies, where the issues 

of data availability and incompatibility are highlighted for this purpose, while 

developing a data warehouse solution for managing other type of healthcare 

data for secondary uses (Sandra and Garmon 2007; Botsis et al. 2010). 

The study data also indicated that some mappers were developing their own 

systems for managing DCM data for primary uses. Jones and colleagues’  



505 
 

(2014) survey study with UK based practitioners also highlighted that at 

present some organisations are using other systems such as RIO (Servelec 

2016) and SystemOne (2016) to record DCM data. While DCM or relevant 

data can be obtained from other data sources for the warehouse, due to 

diverse formats and locations of these data sources it can create quality 

issues at a data integration level (Mohammed and Talab 2014). This requires 

further research into developing effective tools and solutions for DCM data 

integration to create a unified view within a data warehouse to facilitate 

secondary analysis. 

In summary, nearly all the study participants were using the Excel system 

and most of them mentioned its limitations as a data storage and analytical 

tool for their increasing requirements for dealing with the DCM data. The 

researchers were mostly interested in a data analysis tool that could conduct 

complex statistical analyses. The practitioners were interested in a system 

that provides them both a facility to provide an integrated view of DCM data 

they collected over a period of time about one patient and a facility to 

analyse this data from various dimensions. These requirements might have 

emerged for different reasons but act as conditions for escalating the need 

for an effective data management system to fulfil mappers’ individual and 

organisational requirements to deal with the primary DCM data in a 

meaningful way.  

The requirement for an effective data storage system was evident. This 

would need to provide an electronic storage of data that captures all the 

DCM data attributes and the relevant data collected during each map, stored 

in one format. The current system stores incomplete DCM data that is 
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collected during a single mapping. This raises data availability and quality 

issues in  
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terms of its completeness and sufficiency for specific purposes. The 

requirement for a primary data management system for mappers also 

becomes a requirement for the data warehouse as the acceptability and 

usability of a data warehouse depends on the availability of the DCM data. 

An effective system that stores primary data in an electronic format that is 

standardised will make the DCM data sharable and usable, and thus 

available for the secondary use within a data warehouse.  

9.5. Key findings and contribution to knowledge 

While the roles of mappers and organisations, and the limitations of the 

existing data-management system for managing DCM data, have been 

identified as separate issues in the literature, this is the only study that has 

brought these together at a conceptual level to discuss their implications for 

the quality and availability of DCM data for secondary uses.   

Data quality and availability are two important issues in data warehouses. 

They are also different but linked issues. For example, Wang and Strong 

(1996) assert that, if user-required data is not available within a data 

warehouse for a specific use they identify as important, this is associated by 

users with data incompleteness, which is considered a data quality 

dimension. Thus, this study has indicated that data availability issues with a 

future data warehouse may also influence whether users consider data that 

is within the warehouse to be of quality. The data presented in this chapter 

indicate that both mappers and organisations can influence the actual and 

perceived quality of DCM data within a future warehouse. The study has 

indicated that if organisations provide better support for mappers through 
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encouraging conduct of IRR maps and regular use of DCM, this will support 

generation of  
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trustworthy data in consistent quantities. However, currently there remains a 

lack of evidence about how many, and how often, individual mappers and 

organisations are using DCM within and outside the UK and ways in which 

regular mapping activity within individual organisations can be supported. 

This study indicates that addressing this in future research will be an 

essential component of building a successful data warehouse.  

Further, there is also a lack of systematic research to find out how mappers 

are managing their DCM data and in what formats. The University of 

Bradford’s vision of replacing the existing Excel system with a web-based 

database also reflects their efforts to manage the use of DCM, its data, the 

number of mappers and their regularity of mapping. While such a system can 

technically support data management, there is no evidence that individuals 

or organisations will adopt this system. While studies have shown that 

mappers welcome such a web-based system (Jones et al. 2014), it has also 

been pointed out in general literature that adoption of a technical system at 

individual and organisational level is a huge challenge. The most reported 

organisational factors as barriers to implement IT within care settings are 

planning, project management, training, technology support, turnover rate, 

clinical workload, and communication (Lluch 2011; Cresswell and Sheikh 

2013; Yusof 2015). In specific to social care settings, iCareHealth (2014), 

one of major technology support providers to the social care settings within 

the UK, in their recent report reveals three major issues/barriers to 

implementing technology within social care: budget constraints, lack of 

internal resources and resistant to technology. Considering social care 
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settings as the hub of various services with staff from various skills and 

knowledge, the  
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implementation of IT systems can be challenging and therefore require in-

depth understanding.   

Further, many studies also report individual factors that can influence IT 

implementation within care settings. Individual factors are related to 

individual’s own perceptions, values and attitude towards the use of IT 

systems (Nieboer, 2014). For example, a study reports nurses’ perception 

and attitude to using and adopting IT within their practice (Hung et al. 2014). 

They conclude that if nurses find a system trustworthy and useful, their 

attitude will change towards the technology. In agreement with this, Nieboer 

and colleagues (2014) assert that the perceptions and values of care 

professionals are critical success factors in successfully implementing 

technology in health care. In the context of DCM, systematic research is 

required to investigate the core issues in implementing technical systems for 

managing DCM data within organisations and in further assessing mappers’ 

willingness to use this system.  

9.6. Summary of the chapter 

The chapter examined three main factors that can potentially influence the 

quality and availability of DCM data for secondary use. These were: the 

mapper who collects DCM data; the organisations where DCM is conducted; 

and a data resource, which collects and stores data for primary purposes. 

The mappers’ role was considered significant in providing reliable data that 

would be considered quality data for secondary use. It was suggested that 

the mappers’ IRR scores, mapping experience and training at advanced level 

could provide indicators of the quality of DCM data. The interview data also 

suggested that organisational support plays an important role in providing  
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support to mappers in producing quality DCM data. The supporting 

organisations provided the time to map, the opportunity to map on a regular 

basis and also offered help in the form of the expertise of experienced 

mappers. It was argued that organisations’ support for implementing DCM 

and the support to mappers using it on a regular basis can provide the 

chance for DCM data availability to facilitate secondary uses within the future 

warehouse. 

The third factor contributing to the availability and quality of DCM data was 

found to be the data-management system for primary use of DCM data. The 

study participants’ lack of satisfaction with the existing system and their need 

for a new system, with improved functionality of integrated data storage and 

multidimensional analysis, were explored. It was argued that an effective 

system storing primary DCM data in an electronic standardised format would 

make the data sharable, usable, and thus available for secondary use within 

a future data warehouse. 
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10. Future Work, Limitations and Conclusions 

10.1. Introduction 

The previous chapters (7, 8 and 9) presented and discussed study findings, 

highlighted the original contributions to knowledge proposed in the thesis and 

underlined the need for potential future work. In pursuit of concluding the 

study, this chapter first provides a summary of the key findings based on the 

objectives of the study. It then compares a user-driven approach with a data-

driven approach in the context of the study findings. The chapter then goes 

on to reflect on the suitability of the user-driven approach adopted within this 

study. This includes providing a brief reflection on the use of modified 

grounded theory as a user-driven approach. Further, this chapter provides a 

summary of the recommendations for future practical work and research for 

designing a future data warehouse for DCM. It ends by discussing the 

limitations of this study and reaching a conclusion.  

10.2. Summary of the findings based on the study objectives 

This study aimed to explore requirements for the secondary use of DCM data 

using a user-driven approach. The scope of the study was established by 

setting three main objectives following a detailed background literature 

review presented in chapters 2, 3 and 4. Using modified grounded theory 

techniques, this study has met its set objectives. Chapter 7 has explored the 

potential secondary uses of DCM data to develop an argument that there 

could be three potential uses of DCM data within a future data warehouse, 

thus meeting the first objective of this study, which was to identify the 

potential secondary uses of DCM data within a future data warehouse.  
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The second objective of this study was to identify the type of data that needs 

to go in the warehouse to meet the users’ identified potential use of DCM 

data. While Chapter 8 focused on exploring the information need within the 

context of using DCM data for research purposes, Chapter 7 argued the 

need for additional data collection within the context of benchmarking and 

mappers’ training and support. Based on the evidence from both chapters 7 

and 8, it was then argued that additional data needed to be stored within the 

warehouse to meet the users’ specific secondary uses. The main findings 

emerged regarding the need for storing data that can provide provenance as 

well as keyword and ethical information within the warehouse. The need for 

storing contextual data, such as mapping participants and care settings’ 

characteristics, and mapping details, such as ‘purpose of mapping’ was also 

identified. While the second objective was met by identifying the user-

information requirements, Chapter 8 also discussed the data availability 

issue, as currently there is a lack of evidence of such additional data 

collection as part of the mapping process or of its recording within existing 

data-management systems available for primary uses of DCM data.  

The third objective of this study was to identify issues and concerns, if any, 

related to the secondary use of DCM data. While both practitioners and 

trainers highlighted their potential secondary uses of data, they did not 

express any related concerns or issues. Researchers, on the other hand, 

identified their concerns regarding the quality and security of DCM data 

within the warehouse (Chapter 8). A general issue, however, highlighted by 

all study participants, concerned the lack of an effective data-management 

system for 



515 
 

  



516 
 

the primary uses of DCM data. This issue can potentially influence the quality 

and availability of DCM data for secondary uses (Chapter 9).   

10.3. User-driven approach vs. data-driven approach 

The previous study (Khalid 2010) which I undertook adopted a data-driven 

approach and proposed a technically workable data model for the 

warehouse. Jukic and colleagues (2010: 381) name the data-driven 

approach as the “shrug the shoulders approach”, which means that data-

warehouse designers and developers, in the absence of user identified 

requirements, only focus on the technicality of data integration. In my 

previous study (Khalid 2010), however, this approach was concerned with 

demonstrating the data flow between data models, as explained in Chapter 

3. Jukic et al. (2010: 381) further assert that a data-driven approach 

originates from the assumption that, if a system is built that is technically 

sound, “its users will become apparent”. However, a technical working 

system also fails due to its unacceptability by the users (Winter & Strauch, 

2003). One way of making a system user-acceptable is by involving users 

using an effective user-driven approach and identifying their views as 

requirements for the new system, the aim of this study. This study employed 

a user-driven approach and identified a number of requirements, which were 

not apparent previously during the use of a data-driven approach in my 

previous study (Khalid 2010) and are crucial to designing and developing a 

user required data warehouse.  

The findings of this study, presented in Chapter 8, have shown that study 

participants, such as the researchers, expressed their concerns regarding 
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the quality and security of data for research purposes. These concerns 

consequently led to the identification of the information requirements that will  
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inform the users regarding the quality and security of data within a future 

data warehouse. These issues and concerns were not visible during the 

data-driven approach employed in my previous study (Khalid 2010) and 

therefore the need for storing additional data within the warehouse was also 

imperceptible. 

Further, as argued in Chapter 4 that users’ information requirements are 

important in understanding the type of data that has to be collected, 

integrated and stored within the warehouse for secondary use (Kujala et al. 

2003). It is also asserted that user requirements illuminate the aspects that 

influence every part of system development, from the system’s design to its 

development to its implementation and finally to its user-acceptance and 

user-satisfaction (Winter & Strauch 2003). The findings of this study show 

that users’ information requirements have also led to identifying the issues 

that can potentially impact on design, development and successful working 

of a data warehouse. One such an issue was identified as data availability for 

the secondary use of DCM data within a future data warehouse. For 

example, the requirement for additional data, such as mapping participants’ 

characteristics, care-setting’s characteristics, provenance information and 

mapping details, implies collecting and storing this data within the warehouse 

to meet user requirements. However, currently such data is not collected as 

part of the mapping process. Further, there is also a lack of any functionality 

within the existing data-management systems to record, store and link such 

additional information alongside DCM data to meet requirements for 

secondary uses. The requirement for additional data alongside DCM data, 

and the lack of any processes and systems for collecting such information, 
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underline the issues of data availability for a future data warehouse. These 

issues need careful  
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consideration for designing and developing a working and user acceptable 

DCM data warehouse.   

In summary, this study demonstrates that a user-driven approach for DCM 

has identified a number of novel requirements which were not evident during 

the use of a data-driven approach in the previous study (Khalid 2010) and 

which are significant for the potential secondary uses of DCM data.  

10.4. User-driven approach; reflections on the use of modified 

grounded theory 

This study has demonstrated that the use of an effective methodology can 

help in eliciting the user views and their interpretations as requirements for a 

new system. User-driven approaches are encouraged for system analysis 

and design (Raab 1998; Kujala et al. 2001; Teixeira et al. 2012). However, 

as argued in Chapter 4, users are often criticised for not being aware of their 

requirements, having communication issues, not being aware of the technical 

demands of the system and therefore providing requirements that cannot be 

translated into workable systems (Christel and Kang 1992; Kujala et al. 2001; 

Abai et al. 2013). This might be the reason why user requirements are 

ignored or poorly defined for system designing (Kujala et al. 2001). 

Considering the potential users’ non-technical background and limited 

knowledge of the data-warehouse systems, techniques from grounded 

theory were used in this study. 

The use of grounded theory guidelines has been successful in part in terms 

of identifying the requirements of users who had a limited understanding of a 

data warehouse. The inductive approach helped me to understand what was 

important to the users in terms of their issues, concerns and requirements  
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rather than having to ask them questions based on an existing conceptual 

framework from the literature. Further, the interpretive nature of this study 

helped me to extrapolate requirements that were not directly expressed by 

the study participants but which repeatedly emerged from their interview data 

as main issues of concern (Chapter 9) and were considered as having a 

potential to influence the secondary use of DCM data. For example, the 

limitations of the current primary DCM data-management system were of 

concern to all study participants. The main reason for this was that they 

wanted to explore the use of DCM data and to see the value of 

multidimensional analysis of longitudinal data. While the issue was related to 

the need of a data management system for primary uses, it was imperative 

to explore it as the literature highlights that incompatibility of such systems 

can influence the availability of data for secondary uses (Wang and Strong 

1996). In this sense, this category was contributing to requirements for the 

secondary use of DCM data at conceptual level.  

The feasibility of looking at the literature during the data collection and 

analysis (theoretical sensitivity in grounded theory) enabled me to see if the 

issues or concerns that emerged would have any impact on the secondary 

use of data within a data warehouse. For example, the researchers’ need to 

access additional data alongside the DCM data was classified as two types 

of data requirements for a future data warehouse, content data and 

metadata. Furthermore, mapper’s and organisation’s roles were recognised 

important for data provision and data quality for the secondary use of DCM 

data.  
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This study, being of an exploratory and interpretive nature, raises a number 

of opportunities for future research, both in terms of requirement validation 

and  
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of developing an in-depth understanding of the issues identified. More 

research will, in fact, be necessary to refine and further elaborate the 

exploratory findings of this study. The recommendations for some of the 

future work are provided next. 

10.5. Recommended future work  

While this study has initiated novel work in the field by identifying mappers’ 

views regarding the secondary use of DCM data, further research is required 

to clarify, explain and validate these views in more detail so as to gather 

focused requirements concerning each specific secondary use (identified 

through this study) of DCM data. This would require recruiting a large sample 

from each user category (researchers, practitioners and trainers) and 

designing a specific set of questions to illuminate further the topics of 

concerns that emerged in this study. The findings of this study have 

implications for further research and for practical work for designing and 

developing a future data warehouse. Where possible, the implications of 

future work were highlighted in the previous three chapters, along with the 

emerged findings. Next, however, I will summarise the main areas for future 

work that are significant for a future DCM data warehouse. 

10.5.1. Identifying, collecting and linking additional data  

This study has identified the need for additional data collection within the 

warehouse to meet users’ need for all three identified potential secondary 

uses of DCM data (Chapter 7). Further research, however, is required to 

investigate how the required additional data can be made available, in terms 

of its identification, collection and linkage with DCM data within the 
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warehouse, to meet the user requirements. This has both governance and 

technical  
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implications for a future data warehouse. For example, data-warehouse 

providers will need to ensure that policies and procedures are in place for 

identifying, collecting and storing additional data within the warehouse. 

Further, based on users’ new data requirements, there is a need to modify 

the existing data model for the warehouse (Khalid 2010) and to build 

applications to facilitate user access to the data for particular uses. 

10.5.2. Data quality 

As stated in Chapter 3, data quality is a major issue in warehousing 

healthcare data. DCM data need to be of good quality to be part of a future 

data warehouse for secondary uses. DCM data quality is an under-

researched area. While, for the primary use of data, the literature highlights 

that data quality is associated with the mapper’s IRR score (Brooker et al. 

1998; Thornton et al. 2004), there is a lack of any criteria for the quality of 

DCM data for secondary uses. The findings of this study have contributed to 

original knowledge by showing that, according to the study participants, the 

mapper’s reliability, along their experience and training levels, are also 

significant for the secondary use of DCM data, particularly for research 

purposes. However, further research is required to identify how mappers’ 

reliability for producing good quality DCM data can be regulated and 

monitored. 

Further, as discussed in Chapter 9, based on user requirements for 

additional data, data quality issues can emerge at integration level when 

such data will be collected and integrated with DCM data within a future data 

warehouse. Whilst this study offers an opportunity to refine and validate the 

requirements that emerged from inductive analysis of the interview data, the 



526 
 

issue of data quality will need further refinement and elaboration to find out 

which other  
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quality issues can impede or enhance the secondary use of DCM data within 

the warehouse. Further, it is also important to research how the data quality 

issues at data-source and integration levels can be dealt with.  

The study findings underline the significance of the quality of DCM data for 

secondary research, as study participants identified it as an important issue 

to be considered for the use of data for research. As argued in Chapter 2, 

data quality is also an important requirement for benchmarking DCM data. In 

order to ensure the quality of data for secondary uses, it could be suggested 

that a framework should be developed for assessing the quality of DCM data 

for this purpose. The literature indicates (Chapter 3) the lack of any 

agreement on a single framework, or on quality dimensions based on which 

the quality of healthcare data for secondary use can be assessed and 

evaluated. However, it has been argued in Chapter 3 that the identification 

and definition of data-quality dimensions depend on the nature of the data, 

the context within which it is used and the system which will manage the 

data.  Based on this argument, it could be suggested that a DCM data-quality 

framework should take into consideration the users’ perception of data 

quality (the findings of chapters 8 and 9) and the fact that the intrinsic 

aspects of DCM data are complex. 

10.5.3. Data security 

Data security is a key issue in warehousing healthcare data (Kaplan 2014; 

Lamas et al. 2015). As data is shared across various individuals and 

organisations, it has implications for ensuring the security and anonymity of 

data. Legally, any data needs to be secured before it is shared across 
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organisations and countries through an information system. However, this 

issue becomes even more important when the data is related to people’s  
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health and personal identity (Department of Health 2011). There are strict 

government rules and NHS guidelines relating to patients’ data security and 

the sharing of protocols. These require the data warehouse to be physically 

secured as well. The user requirements determine the data-security models 

that need to be within the context of government and NHS policies on patient 

data security and anonymisation before they become part of the design 

process. These models also define the users’ data-access roles and data-

anonymisation concerns within the system. The study findings suggest the 

requirement for anonymised data for research use of DCM data (Chapter 8). 

This requires further technical research to identify data anonymisation 

techniques for both structured and unstructured data collected within a future 

data warehouse for DCM. This will also require adherence to the data 

anonymisation rules provided by the NHS (Chester 2011). However, it is also 

important to establish who will be responsible for data anonymisation. The 

literature shows that both data providers (e.g. health and social-care 

organisations) and data controllers/processors (e.g. data-warehouse 

providers) can share the responsibility. In the context of DCM, it is therefore 

also important to establish ethical and legal policies to ensure the 

appropriate secondary use of DCM data by both data providers and data 

controllers.   

As discussed in Chapter 3, warehousing data taken from various countries 

for secondary uses has been reported as challenging, as countries have their 

own national legislation for dealing with privacy and data protection (Elger et 

al. 2010), including their own set of guidelines for data anonymisation within 
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each country (Lamas et al. 2015). The user requirement for inter-country 

comparisons using DCM data also implies the need to ensure that each  
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country’s ethical and legal issues are taken into consideration while 

collecting international data within the warehouse.  

10.5.4. System usability 

While the present study suggests the provision of interfaces for the user 

through a data-search facility (as discussed in Chapter 8), it is important to 

gather further requirements to refine the usability aspects of such interfaces. 

The study findings have important implications for developing system 

interfaces that are user friendly, considering the users’ limited technical 

knowledge.  

10.5.5. DCM data-management systems for primary purposes 

Further research is required to understand the in-depth issues and factors 

influencing the development, implementation and management of a DCM 

database within organisations and its adoption by users. The successful use 

and adoption of the arc|hive database can ensure the availability of quality 

DCM data within the warehouse. Further, resources are also required for the 

development and implementation of a future data warehouse by the system 

provider. 

10.5.6. Development of the methodology 

This was a qualitative study, in which an inductive approach was employed 

to identify mappers’ views, perceptions, expectations and needs regarding 

their potential secondary use of DCM data and then to translate these into 

requirements for a data warehouse. The methodology used to identify the 

views of users who were unfamiliar with the new system can potentially be 

used in similar situations within any system-design process. Further, it would  
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also be interesting to see if the guidelines of grounded theory could be used 

to identify requirements from a large sample and whether this would 

reproduce the study findings. This study, therefore, could be used as a basis 

for the development of a quantitative survey questionnaire to gather focused 

requirements from a specific DCM data warehouse user group.   

10.6. Limitations of the study 

This study is limited to exploring only the requirements of those individuals 

who were recruited based on their knowledge of DCM data such as the 

mappers. In the absence of any existing knowledge about who could be the 

potential users of a future data warehouse, this study began with an 

assumption that mappers could be among them. While the findings of this 

study have validated this assumption (Chapter 7), it is important to gather 

requirements from those who might not be mappers but who would like to 

use DCM data for quality improvement and research purposes. These could 

be care-quality improvement organisations, universities and dementia 

charities. However, it is recommended that a prototype (based on the 

findings of this study) should be developed for eliciting requirements from 

those who are not familiar with DCM data to demonstrate the type of 

information that they can retrieve from the warehouse.  

Another possible limitation of this study is that the one-to-one interviewing 

method was the only one used for data collection. It would have been 

interesting to use other data-collection methods, such as focus groups, for 

two main reasons. The first would have been to triangulate the data to see 

how different methods could produce data in regard to similar concepts. The 

second would have been that, through use of a focus group method, the  
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organisational view would have been potentially identified as well. The 

organisation’s view of the secondary use of DCM data and related concerns 

and issues would have conveyed knowledge of the requirements for a data 

warehouse in which organisations could have been the potential users. 

However, as mentioned in Chapter 6, it was not feasible to conduct a focus 

group within this study (please see Section 6.4).  

Another possible limitation could be time and resources. According to 

Strauss and Corbin (1998), the use of grounded theory can identify a number 

of concepts within the data, which could be pursued further. During data 

analysis, all three potential secondary uses of DCM data could have been 

taken further to explore users’ information requirements in detail. However, a 

pragmatic decision was taken to focus on the potential use of data for 

research purposes. The main reason was also that the researchers were 

more expressive in stating their information needs and associated issues and 

concerns alongside their perceptions of using DCM data. 

As this study has taken an interpretive approach, where the researcher’s role 

is significant for understanding and making sense of users’ views of the 

system requirements, the researcher’s background knowledge and skills play 

an important role in the sense-making process. Therefore, as this study has 

been carried out with the same participants, but with a different researcher 

with different knowledge and background, her/his interpretation of the data 

might have produced different findings. Gasson (2003) acknowledges this by 

asserting that different researchers can report the same data and methods 

differently, as each individual holds her/his subjective interpretations and 
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views towards data. Such subjectivity can be minimised by showing 

reflexivity  
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at each stage of data collection and analysis. This study detailed the data 

collection and analysis process in Chapter 6.   

10.7. Conclusions 

DCM provides rich data that is in widespread use internationally in order to 

extract knowledge about how to improve the quality of care for people with 

dementia. However, the use of such important, rich data is only limited at a 

local level, which means the individual mappers or organisations collecting 

the data uses it within the setting or research project, for the purpose it was 

originally collected. The underdeveloped data sharing culture in DCM 

community reflects the unavailability of integrated data for secondary uses. 

Secondary uses of DCM data can enhance understanding about care 

improvements of people with dementia within formal care settings such as 

hospital wards and residential care settings. This, however, requires an 

effective technical solution such as a data warehouse that supports the 

provision of integrated and historic DCM data for a range of potential 

secondary uses. This thesis argued that designing such a system requires 

an understanding of the potential uses of DCM data from users’ 

perspectives. This includes identifying their information requirements and 

associated issues and concerns. Together, such information can provide the 

requirements for designing a user-acceptable data warehouse. The study 

aim, therefore, was to explore the requirements for the secondary use of 

DCM data using a user-driven approach. 

In order to achieve this aim, mappers were recruited as potential users of a 

future data warehouse. Given mappers’ unfamiliarity with the data 
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warehouse and their non-technical background, a methodology was needed 

to support  
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the identification of user needs and their interpretation as data warehouse 

requirements. Further, the lack of any existing knowledge within the field also 

demanded an exploratory and inductive methodology. The choice of a 

modified grounded theory, underpinning interpretive philosophical 

assumptions, was appropriate in this context. The use of a modified 

grounded theory identified a number of requirements deemed significant for 

the secondary use of DCM data, thus suggesting that grounded theory is 

suitable for requirement analysis, particularly when the aim is to identify 

mutually concerned requirements at a conceptual level.     

The key findings of this study address the research question (and study 

objectives) established, that is identifying requirements for the secondary use 

of DCM data from potential users’ perspectives. First, the study has identified 

three potential uses of DCM data and has argued that practitioners, trainers 

and researchers can all be potential data warehouse users if given a system 

designed to meet their specific needs. This also showed mappers’ intention 

to use a future system that will permit the secondary use of DCM data.  

Second, the study has identified a set of information requirements for all 

three potential uses of data. The information requirements for a future data 

warehouse for research purposes were explored in detail. DCM researchers 

require contextual data and metadata, particularly the additional data that 

can inform them of the ethical status and quality level of the DCM data stored 

within the warehouse. The researchers’ requirement for contextual data is 

also similar to the additional data requirements identified for benchmarking. 

The availability of this data was also discussed, highlighting the need for 

further  
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research into exploring ways of finding and collecting such information and 

linking it to DCM data.  

As data quality is reported in the literature as being a major issue for a data 

warehouse in terms of storing secondary data, it was also identified as a 

concern by the researchers in terms of using DCM data for research 

purposes. Therefore, the data quality issue was further explored and the 

study found that three factors could potentially influence the quality and 

availability of DCM data, which are essential to consider in the future design 

of a data warehouse. These are as follows: the mapper who collects DCM 

data; the organisation where DCM is conducted; and the technical system 

that enables the storage of the collected data for primary purposes. The 

exploration of these factors revealed that mappers’ training at advanced 

level, their experience and their IRR score can collectively provide an 

indication of the quality of DCM data for secondary uses, particularly for 

research purposes.  

Further, the study suggested that DCM supportive organisations can 

potentially encourage the mappers to conduct the method on a regular basis 

by providing them with advanced-level training, time to map and also with 

support when needed. Further research is required to investigate how the 

use of DCM can be encouraged within organisations, thus providing an 

important step towards generating more DCM data and more opportunities 

for its secondary uses. The study also identified mappers’ expressed 

limitations and requirements regarding existing data-management systems 

for primary use of DCM data, such as the Excel programme. In order to 
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ensure that DCM data is collected in an effective electronic format at the 

point of its primary uses, which  
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can consequently support easy and efficient secondary uses, it is suggested 

that primary DCM systems be designed to meet user requirements.    

A DCM data resource, such as a data warehouse, could serve as an agent of 

change in the data-sharing culture of the DCM community and increase the 

demand for data, both in terms of its collection and its accessibility for 

secondary uses. However, before designing and technically developing such 

a system, this study has indicated that further research into a number of 

areas is needed. These include: ensuring the availability of additional data 

including contextual and metadata alongside DCM; increasing the use of 

DCM to generate more data for secondary uses; developing data-quality 

criteria for secondary uses; defining ethical and legal policy for secondary 

uses; and investigating how DCM data could be collected from the 

organisations and individual mappers. Further, this study also suggests 

increasing the use of DCM across the world and ensuring that sufficient 

funding and human resources are available to design, develop and 

implement technology for DCM data management, for both primary and 

secondary uses. This will consequently enhance the national and 

international data-sharing culture in the DCM community and opportunities to 

make DCM data part of big-data for dementia research.   
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Appendix 1: Consent form (general)       

         

Shehla Khalid 
School of Health Studies 
Horton A, 4th Floor 
Great Horton Road 
Bradford BD7 1DP 
T: 01274 236399 
M: 07751800475 
E: s.khalid3@student.bradford.ac.uk 
 

Consent form 

Title: A data management framework for Dementia Care Mapping (DCM) using a 

data warehouse approach to improve the quality of dementia care  

Name of Investigator: Shehla Khalid 

 

Please initial the boxes 

1. I confirm that I have read and understood the information sheet for the above study 

and have had the opportunity to consider the information, ask questions and have had 

these answered satisfactorily. 

   

 

2.  I understand that my participation is voluntary and that I am free to withdraw at any 

time, without giving any reason, without my legal rights being affected. 

 

 

 

3.  I understand that the conversation/ interviews with the researcher will be audio tape 

recorded. I give permission to the researcher to use an audio recorder and transcribe 

the data. I am sure the recorded data and the transcriptions will be stored in a safe 

place and destroyed after 5 years. 

                 

 

4.  I understand that anonymised quotes from the interview may be used in the 

researcher’s thesis and subsequent publications. 

 

 

  

mailto:s.khalid3@student.bradford.ac.uk


579 
 

5. I understand that my personal details and other identifiable information will not be 

used in any documentation or publications 

 

 

6.  I agree to take part in the above study. 

 

 

 

_________________________                 _______________             

__________________ 

Name of participant   Date        Signature 

_________________________                ________________            

__________________ 

Name of researcher   Date        Signature 

 

 

When completed: 1 copy for participant; 1 copy for researcher/ site file.  
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Appendix 2: Consent to take part in a focus group    

           

Shehla Khalid 
School of Health Studies 
Horton A, 4th Floor 
Great Horton Road 
Bradford BD7 1DP 
T: 01274 236399 
M: 07751800475 
E: s.khalid3@student.bradford.ac.uk 
 

Consent to take part in focus group 

Title: A data management framework for Dementia Care Mapping (DCM) 

using a data warehouse approach to improve the quality of dementia care   

Name of Investigator: Shehla Khalid 

 

Please initial the box 

1. 

 

2. 

 

 

3. 

 

 

4. 

 

 

5. 

 

 

6. 

I agree to take part in the focus group, arranged within my organisation.  

 

I understand that the focus group conversation with the researcher and other 

participants from my organisation will be audio recorded.  

 

I give permission for the researcher to use an audio recorder and transcribe the data.  

 

I understand anonymised quotes from the focus group may be used in the researcher’s 

thesis and subsequent publications. 

 

I understand that the recorded data and the transcriptions will be stored in a safe place 

and destroyed after 5 years. 

 

I understand I am free to withdraw from the study at any time   

 

 

 

mailto:s.khalid3@student.bradford.ac.uk
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_________________________               ________________             

__________________  
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Name of participant   Date        Signature 

 

_________________________                ________________            

__________________ 

Name of researcher   Date        Signature 

 

When completed: 1 copy for participant; 1 copy for researcher/ site file. 
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Appendix 3: Information sheet for health and social care organisations

            

Shehla Khalid 
School of Health Studies 
Horton A, 4th Floor 
Great Horton Road 
Bradford BD7 1DP 
T: 01274 236399 
M: 07751800475 
E: s.khalid3@student.bradford.ac.uk 
 

 

Information Sheet: members from health and social care organisations 

Study Title: A data management framework for Dementia Care Mapping 

(DCM) using a data warehouse approach to improve the quality of dementia 

care 

I would like to invite you to take part in my research study. Before you decide whether or 

not to take part, it is important to understand why the research is being conducted, what it 

will involve and what your role will be as a participant. Please take time to read the 

following information carefully.  

What is the project all about? 

Dementia Care Mapping (DCM) is an observational process and a practice development tool 

to improve the quality of care and quality of life of people with dementia within formal 

dementia care settings.  

Each year DCM users produce large amounts of data. However, the use of such important, 

rich data is only limited at a local level, which means the individual mappers or 

organisations collecting the data uses it within their own settings or research projects, for the 

purpose it was originally collected. The DCM data collected from various mappers and 

organisations can be re-analysed for secondary purposes for producing new knowledge that 

can inform future improvements in the DCM method/tool and provide suggestions for 

providing quality dementia care within formal dementia-care settings. However, one of the 

potential reasons of the lack of data sharing among DCM users is the lack of IT system for 

such purposes. Current electronic data analysis and storage systems have limited 

functionality and do not permit efficient and integrated storage and analysis of data over 

time and its dissemination to various users.  

mailto:s.khalid3@student.bradford.ac.uk
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This study aims to design a data repository, called a data warehouse, for managing the DCM 

data for future uses. Within this data warehouse the DCM data will be arranged/presented 

according to the users’ requirements and needs of data storage and retrieval for various 

analytical, comparison, benchmarking and research purposes. The user-identified structure 

of the data warehouse will inform the effective, efficient, integrated and systematic solution 

of managing the DCM data by variety of DCM users from health care organisations, social 

care organisations, care monitoring/regulation organisations, charities and research 

backgrounds. 

What is the purpose of the study? 

This study aims to gather the potential users’ requirements for storing and accessing DCM 

data within a data warehouse.  The intentions are to design a user-identified structure of a 

data warehouse informing a data management framework for DCM to enable variety of 

DCM users/stakeholders to have a structured and systematic way of accessing data for 

multidimensional analysis, benchmarking, pattern recognition, monitoring care quality and 

DCM research. 

What will the study involve? 

This study will involve conducting semi-structured interviews or focus groups with the staff 

working in key roles (care delivery, management or decision making) within the health 

care/social care organisation, care monitoring/improvement/inspection organisations, 

charities, statutory bodies, researchers and DCM expert users, who are using DCM for 

various purposes or have intensions to use it in the future. The researcher will ask the 

participants the relevant questions (using semi-structured interview techniques) to explore 

their experience of using DCM data for analysis purposes and their requirements to use it for 

further retrieval purposes  

Who is the researcher? 

This project is being carried out by a postgraduate researcher from the University of 

Bradford (Shehla Khalid) under the supervision of Dr Claire Surr (Bradford Dementia 

Group, University of Bradford) and Dr Daniel Neagu (School of Computing, University of 

Bradford). 

What will you as a participant have to do? 

If you agree to take part in the study, you will be contacted by the researcher to arrange a 

face-to-face interview or a focus group (if there are more than four participants from your 

organisation agree to take part in the study) at your convenient date or time. During the 
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interview or focus group, you will be asked about your experience of using DCM data for 

analysis purposes within your organisation and your future requirements of analysing the  
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DCM data for other purposes. During the interview or focus group, an informal conversation 

will take place between you and the researcher which will take maximum 30-45 minutes of 

your time.  

When will the research take place? 

The research will start in March 2012 and I would like to have conducted an interview or 

focus group with participants by Oct/Nov 2012. It is anticipated that data collection and 

initial analysis will have been completed by the end of the year 2012. 

What are the benefits of taking part? 

Your contributions as a participant will help in identifying the possible structure of a data 

warehouse for managing the DCM data. DCM data will be arranged within the warehouse 

according to your requirements and needs of data storage and access. It is hoped that you as 

a care monitoring/providing organisation, will have an opportunity to access the quality, 

timely and complete DCM data from the DCM data warehouse for comparisons, 

multidimensional analysis, decision and bench marking purposes. 

What are the possible risks of taking part? 

No risks have been identified for being taking part in this study. If you do not agree to take 

part there will be no implications of this research on you or your organisation. 

Do you have to take part? 

It is your decision to take part. If you decide not to take part this does not affect your 

employment in any way. You can agree now, but can revoke your decision at any time. You 

are not obliged to give any reasons. 

Will the interview data including my personal information be anonymised? 

Wherever possible interview data will be anonymised at the point of collection e.g. research 

diaries, questionnaires. The interviews, where possible, will be conducted as anonymously 

as possible using identification codes at the start of the recording and in allocating file 

names. Transcription of the audio files will ensure full anonymisation through use of 

research participant codes. When writing up the research findings pseudonyms will be used 

throughout and any details that might lead to identification of a participant will be changed 

to ensure their anonymity. 

All direct quotations from respondents will be anonymised. Personal contact details will not 

be held at any point during or after the project, except e-mail addresses or a postal address or 

telephone number. This will be kept in a separate file on a password protected computer, 

from any research interview data.  
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What will happen to the recorded interview or focus group data? 

The recorded interviews and focus groups will be taken off the audio recorder and placed on 

computers. The recordings will be transcribed by the researcher. The transcriptions will be 

stored on University computer accessed by password. The transcriptions will be analysed to 

find the relevant information. Once analysis of the data is completed, the audio recordings of 

the DCM users meetings, focus groups and interviews will be stored on a CD kept in a 

locked filing cabinet for a period of no more than 5 years after completion of the project, for 

the purposes of further analysis and write up. After the 5 years it will be destroyed. The 

filing cabinet will be accessed only by the researcher and the supervisors. 

Who has reviewed the study? 

This study has been approved by the University ethics panel within Bradford University. 

They asked us to remind you that, as with anything else, the research will be covered by 

normal insurance policies and if you are unhappy about anything that takes place throughout 

the project, you have the right to make a formal complaint. 

Where can I get more information? 

If you have any concern or questions, please contact the researcher (Shehla Khalid) at 01274 

236423 or 07751800475, s.khalid3@student.bradford.ac.uk.  

Thank you very much for considering taking part in this research.   
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Appendix 4: Information sheet for DCM researchers   

        

Shehla Khalid 
School of Health Studies 
Horton A, 4th Floor 
Great Horton Road 
Bradford BD7 1DP 
T: 01274 236399 
M: 07751800475 
E: s.khalid3@student.bradford.ac.uk 
 

Information Sheet: DCM researchers 

Study Title: A data management framework for Dementia Care Mapping 

(DCM) using a data warehouse approach to improve the quality of dementia 

care 

I would like to invite you to take part in my research study. Before you decide whether or 

not to take part, it is important to understand why the research is being conducted, what it 

will involve and what your role will involve as a participant. Please take time to read the 

following information carefully.  

What is the project all about? 

Dementia Care Mapping (DCM) is an observational process and a practice development tool 

to improve the quality of care and quality of life of people with dementia within formal 

dementia care settings.  

Each year DCM users produce large amounts of data. However, the use of such important, 

rich data is only limited at a local level, which means the individual mappers or 

organisations collecting the data uses it within their own settings or research projects, for the 

purpose it was originally collected. The DCM data collected from various mappers and 

organisations can be re-analysed for secondary purposes for producing new knowledge that 

can inform future improvements in the DCM method/tool and provide suggestions for 

providing quality dementia care within formal dementia-care settings. However, one of the 

potential reasons of the lack of data sharing among DCM users is the lack of IT system for 

such purposes. Current electronic data analysis and storage systems have limited 

functionality and do not permit efficient and integrated storage and analysis of data over 

time and its dissemination to various users. 

  

mailto:s.khalid3@student.bradford.ac.uk
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This study aims to design a data repository, called a data warehouse, for managing the DCM 

data for future uses. Within this data warehouse the DCM data will be arranged/presented 

according to the users’ requirements and needs of data storage and retrieval for various 

analytical, comparison, benchmarking and research purposes. The user-identified structure 

of the data warehouse will inform the effective, efficient, integrated and systematic solution 

of managing the DCM data by variety of DCM users from health care organisations, social 

care organisations, care monitoring/regulation organisations, charities and research 

backgrounds. 

What is the purpose of the study? 

This study aims to gather the potential users’ requirements for storing and accessing DCM 

data within a data warehouse.  The intentions are to design a user-identified structure of a 

data warehouse informing a data management framework for DCM to enable variety of 

DCM users/stakeholders to have a structured and systematic way of accessing data for 

multidimensional analysis, benchmarking, pattern recognition, monitoring care quality and 

DCM research. 

What will the study involve? 

This study will involve conducting semi-structured interviews or focus groups with the staff 

working in key roles (care delivery, management or decision making) within the health 

care/social care organisation, care monitoring/improvement/inspection organisations, 

charities, statutory bodies, researchers and DCM expert users, who are using DCM for 

various purposes or have intensions to use it in the future. The researcher will ask the 

participants the relevant questions (using semi-structured interview techniques) to explore 

their experience of using DCM data for any kind of analysis purposes and requirements to 

use it for further retrieval purposes  

Who is the researcher? 

This project is being carried out by a postgraduate researcher from the University of 

Bradford (Shehla Khalid) under the supervision of Dr Claire Surr (Bradford Dementia 

Group, University of Bradford) and Dr Daniel Neagu (School of Computing, University of 

Bradford). 

What will you as a participant have to do? 

If you agree to take part in the study, you will be contacted by the researcher to arrange an 

interview either face-to-face or via Skype at your convenient date and time. You will have 

an informal conversation with the researcher about your experiences of using DCM data 
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within your research studies and your future requirements of getting access to integrated 

DCM data  
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(data that will collected taken from various individual mappers and organisations) for 

potential secondary uses.. The interview will take 30-45 minutes of your time and will be 

audio tape-recorded. 

When will the interviews take place? 

The research will start in March 2012 and I would like to have conducted an interview with 

participants by May/June 2012. It is anticipated that data collection and initial analysis will 

have been completed by the end of the year 2012. 

What are the benefits of taking part? 

Your contributions as a participant will help in identifying the possible structure of a data 

warehouse for managing the DCM data. DCM data will be arranged within the warehouse 

according to your requirements and needs of data storage and access. It is hoped that you as 

a DCM researcher, will have an opportunity to access the quality, timely, anonymized and 

complete DCM data from the DCM data warehouse for research purposes i.e. benchmarking, 

data mining, analysis etc. 

What are the possible risks of taking part? 

No risks have been identified for being observed in this way. If you do not agree to take part 

there will be no implications of this research on you or your organisation. 

Do you have to take part? 

It is your decision to take part. If you decide not to take part this does not affect your 

employment in any way. You can agree now, but can revoke your decision at any time. You 

are not obliged to give any reasons. 

Will the interview data including my personal information be anonymised? 

Wherever possible interview data will be anonymised at the point of collection e.g. research 

diaries, questionnaires. The interviews, where possible, will be conducted as anonymously 

as possible using identification codes at the start of the recording and in allocating file 

names. Transcription of the audio files will ensure full anonymisation through use of 

research participant codes. When writing up the research findings pseudonyms will be used 

throughout and any details that might lead to identification of a participant will be changed 

to ensure their anonymity. 

All direct quotations from respondents will be anonymised. Personal contact details will not 

be held at any point during or after the project, except e-mail addresses or a postal address or 

telephone number. This will be kept in a separate file on a password protected computer, 

from any research interview data.  
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What will happen to the recorded interview data? 

The recorded interviews will be taken off the audio recorder and placed on computers. The 

recordings will be transcribed by the researcher. The transcriptions will be stored on 

University computer accessed by password. The transcriptions will be analysed to find the 

relevant information. Once analysis of the data is completed, the audio recordings of the 

DCM users meetings, focus groups and interviews will be stored on a CD kept in a locked 

filing cabinet for a period of no more than 5 years after completion of the project, for the 

purposes of further analysis and write up. After the 5 years it will be destroyed. The filing 

cabinet will be accessed only by the researcher and the supervisors. 

Who has reviewed the study? 

This study has been approved by the University ethics panel within Bradford University. 

They asked us to remind you that, as with anything else, the research will be covered by 

normal insurance policies and if you are unhappy about anything that takes place throughout 

the project, you have the right to make a formal complaint. 

Where can I get more information? 

If you have any concern or questions, please contact the researcher (Shehla Khalid) at 01274 

236399 or 07751800475, s.khalid3@student.bradford.ac.uk.  

Thank you very much for considering taking part in this research. 
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Appendix 5: Study participants’ details  

No Participant code DCM Status Professional role Affiliations 

1  DCM Trainer 1 DCM Trainer DCM consultant and 

trainer 

University (UK) 

2 DCM Practitioner 2  Basic mapper Senior clinical 

psychologist 

Healthcare setting 

(UK) 

3 DCM Practitioner 3 Basic mapper Consultant clinical 

Neuropsychologist 

Healthcare setting 

(UK) 

4 DCM Researcher 4 Basic mapper Research associate Research 

organisation (non-

UK) 

5 DCM Practitioner 5 Advanced 

mapper 

Change manager Healthcare setting 

(UK) 

6 DCM Practitioner 6 Basic mapper Activities Co-

Ordinator 

Healthcare setting 

(UK 

7 DCM Practitioner 7 Basic mapper Deputy director of 

nursing 

Healthcare setting 

(UK) 

8 DCM Researcher 

Practitioner 8 

Advanced 

mapper 

Research associate University (UK) 

9 DCM Researcher 

Practitioner 9 

Basic mapper Research associate University (UK) 

10 DCM Practitioner 

Trainer 10 

DCM trainer Psychologist Research 

organisation and 

local dementia 

charity (non-UK) 

11 DCM Researcher 

Trainer 11 

DCM trainer Nurse/PhD student Research 

organisation (non-

UK) 

12 DCM Practitioner 

12 

Basic mapper Lead nurse Hospital setting (UK) 

13 DCM Researcher 

13 

Mapper Researcher University (non-UK) 

14 DCM Practitioner 

Trainer 14 

Mapper Clinical  psychologist Social care 

organisation (UK) 

15 DCM researcher 15 Basic mapper Researcher  University (UK) 

16 DCM Researcher 

Practitioner 

DCM trainer Research nurse NHS trust (UK) 
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Trainer 16 

17 DCM Researcher 

Practitioner 

Trainer 17 

DCM trainer Research nurse NHS trust (UK) 

18 DCM Trainer 18 DCM trainer DCM consultant and 

trainer 

University (UK) 

19 DCM Trainer 19 DCM trainer Dementia consultant 

and trainer 

University (UK) 

20 DCM Researcher  

20 

Basic mapper No defined role Dementia charity 

(UK) 

21 DCM Trainer and 

Practitioner 21 

DCM trainer No defined role UK 

22 DCM practitioner 

trainer 22 

DCM trainer No defined role UK 

23 DCM practitioner 

23 

Basic mapper Dementia pioneer UK based dementia 

charity 

24 DCM Trainer 

Practitioner 24 

DCM trainer DCM consultant and 

trainer 

University (UK) 

25 DCM Researcher 

25 

Basic mapper Research student University (non-UK) 

26 DCM Trainer 26 DCM trainer No defined role UK 

27 DCM Researcher 

27 

Basic mapper Researcher UK 

28 DCM Researcher 

28 

Basic mapper Researcher Dementia research 

organisation (Non-

UK) 

29 DCM Trainer 29 DCM trainer Strategic lead of 

DCM 

Dementia care 

organisation (Non-

UK) 
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Appendix 6: General interview guide for all study participants  

Topic 1: 

Current uses of DCM and DCM data 

Topic 2: 

Issues and concerns related to the current uses of DCM data 

Topic 3:  

Potential uses of DCM data for secondary purposes 

Topic 4:  

Concerns and issues related to the secondary use of DCM data 

Topic 5: 

Data management issues 
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Appendix 7: Semi-structured interview guide (for researchers)  

Introduction 

Introduce myself; talk about aims of the project; concept of a data warehouse and secondary 

use of DCM data; confidentiality of the interview data. 

1. Could you please tell me your experience of using DCM data within your research 

studies? 

Prompts 

Data collection 

Data storage 

Data analysis 

Data management 

2. Could you please tell me how do you use DCM data within your research studies? 

Prompts 

For what purposes? 

How often? 

3. Would you please give a brief description of your requirements of using DCM data? 

Prompts 

Within your research studies 

For future research studies 

For what purposes  

4. Could you please identify what kind of data do you collect and you think is important to 

collect for your research or analysis? 

Prompts 

How often these data attributes? 

Any new attributes in the future? 

5. What are the expected goals of your current research project? What are you working on 

accomplishing? 

Prompts 

Important of DCM data analysis 

Importance specific data attributes 

6. What data dimensions are important to your analysis? (location, time, wellbeing, 

participants etc)  

Added questions: 

1. What type of data can help you in your potential secondary analysis of DCM 
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2.  data? 

3. Why do you think this particular data type can help you in your potential 

secondary analysis of DCM data? 

7. How accurate does the data have to be? 

Prompt 

Quality issues and concerns 

Added questions: 

1. Some study participants have mentioned their concerns regarding the quality of 

DCM data for secondary uses. What are your views about it? 

2. What issues/concerns do you see with quality of DCM data for secondary uses? 

3. Who do you think is responsible for ensuring the quality of DCM data? 

4. What do you mean by reliability of DCM data for secondary uses? 

8. How often do you use the DCM data for research purposes? 

Prompts 

Primary data or secondary data 

Timely data 

9. What is your vision for the future use of the DCM data for further research studies? 

10. What would be your reason to access the data from a DCM data warehouse? 

11. Is there anything else about the way you analyse the DCM data or future requirement for 

analysing it that you would like to share? 

Well that’s all the questions I needed to ask. Thank you very much for taking the time to 

share your experiences with me. Goodbye.  
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Appendix 8: Semi-structured interview guide (for practitioners and 

trainers)  

Introduction 

Introduce myself; talk about aims of the project; concept of a data warehouse and secondary 

use of DCM data; confidentiality of the interview data. 

1. Could you please tell me your role within this organisation? 

2. Could you please tell me what is your role in dealing with Dementia Care Mapping 

(DCM) data within your organisation? 

Prompts 

Care delivery 

Information management 

Decision-making 

3. How are you using DCM data within your organisation and for what purposes? 

Prompts 

Kind of analysis 

What part of DCM data is retrieved? 

How often? 

For what purposes? 

4. Would you give a brief description of the type of analysis you conduct on DCM data and 

why? 

Prompts 

Within the organisation 

For what purposes 

One time or an on-going requirement 

 If on-going requirement, will it be on a regularly scheduled basis or 

as requested 

 What will be the frequency? 

5. Who will be receiving the analysis results (besides yourself)? 

 

6. Are there any security data issues that must be considered? 

7. Could you please identify what kind of attributes from DCM data are important for your 

retrieval purposes? 

Prompts 

How often these attributes? 

Any new attributes in the future?  
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Once collected, how do you manage your DCM data for analysis purposes? 

Prompts 

Any particular system do you use 

How do you find this system? 

8. Do you plan to run the query/report yourself or will you expect other group such as IT to 

run it? 

Prompts 

What kind of queries? 

What kind of reports? 

How do you see the results as a visual (graphs, pie charts etc) 

9. How accurate does the data have to be? 

Prompt 

Quality issues 

Added questions: 

Who do you think is responsible for data quality? 

How do you maintain the quality of DCM data? 

10. What is your vision for potential secondary uses of DCM data for further analysis?  

11. What would be your reason to access the data from a DCM data warehouse? 

12. Is there anything else about the way you analyse the DCM data or future requirement for 

analysing it that you would like to share? 

Well that’s all the questions I needed to ask. Thank you very much for taking the time to 

share your experiences with me. Goodbye.  
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Appendix 9: Individual interview summary memo  

Summary of interview with Practitioner 2 (Clinical psychologist, a healthcare 

organisation. Basic user and DCM lead within this organisation) 

My understanding of this interview data 

Here this person is familiar with her/his needs for DCM data use and has an idea how they 

(organisation) want to use the data in the future. She/he is also familiar with the limitations of 

current data analysis system (the Excel system) and mentioned that this system just provides 

data based on single mapping per spreadsheet. Bringing raw data together based on per 

person is not possible. Organisation is supporting of DCM and regular mapping. Yet, 

mappers struggle to find time to map.  

The points need to explore further 

Potential use of DCM data ‘learning from others’ (what other potential uses?) Organisation’s 

role in supporting mappers, mapper’s role in data quality, requirements for a system for in-

house analysis such as ‘looking at data overtime’ (what other uses?) 

Where to look for new data (source) 

Need to conduct more interviews and re-analyse the previous interviews 

Participant’s main concerns: Limitations of the Excel programme  
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Appendix 10: Memo example 

Memo: 17 

From the very first few interviews I realised that ‘data quality’ and ‘trusting others data’ 

both categories are coming together. As both are pointing to a phenomenon of 

trustworthiness of DCM data. The main actors within this phenomenon are Individual 

mappers and organisations. These both have affiliation as well where mappers are part of the 

organisations. These two directly hold responsibility of the quality of data. For example, 

care settings conduct DCM to understand what is going on within their organisation. They 

conduct the process for developing practice or their staff, to monitor the quality of care and 

to find out how they can improve the quality of care and quality of life of people with 

dementia within their care settings. For this purpose, the main aim is to carry out DCM for 

specific purposes and feedback the results to staff to see the issues or areas where they can 

improve. (Ask practitioners if they think their data is biased).  

Researchers show concern that the data collected is for practice development and might not 

be of research quality. This needs to be explored further to learn why is this the case.  

The provenance (history of data set that authenticate the credibility of data by establishing 

its original source, the process of its creation) of DCM data can be traced back to the process 

of observation, who did that observation and what was the purpose of that observation. 

Further, the processing of data is also part of provenance of data. As interview data reveals 

participants’ requirement of having trustworthiness data that will go into the data warehouse 

and users will need to know provenance of DCM data (which I called additional data in my 

categories) to judge the credibility of DCM data. This is important usually in data 

warehouses where data is integrated taken from various sources and used for a different 

purpose. The literature asserts that data quality can be credited or controlled by providing 

provenance of data to let users be judge of the quality and usability of data for a specific 

purpose.   
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Appendix 11: A list of some codes 

  

Type Name Memo Link Sources References Created On Created By Modified On Modified By

Accessing the system 2 2 30/ 08/ 2012 12:15 SK 05/ 09/ 2012 10:45 SK

Aggregated data use 1 1 29/ 08/ 2012 15:48 SK 05/ 09/ 2012 10:39 SK

Anonymizing the data 4 7 29/ 08/ 2012 15:36 SK 05/ 09/ 2012 10:39 SK

Awareness 7 11 29/ 08/ 2012 15:41 SK 09/ 09/ 2012 13:44 SK

Benchmarking data 2 3 30/ 08/ 2012 23:07 SK 05/ 09/ 2012 10:40 SK

Benefits of current analysis system 2 2 29/ 08/ 2012 15:57 SK 05/ 09/ 2012 10:45 SK

Careful data entry and integration 2 2 29/ 08/ 2012 15:49 SK 05/ 09/ 2012 10:45 SK

Change overtime 0 0 29/ 08/ 2012 15:55 SK 29/ 08/ 2012 15:55 SK

Common required DCM data 1 1 30/ 08/ 2012 12:21 SK 05/ 09/ 2012 10:45 SK

Comparing data overtime 0 0 29/ 08/ 2012 15:42 SK 29/ 08/ 2012 15:42 SK

Comparing data overtime (2) 0 0 30/ 08/ 2012 11:43 SK 30/ 08/ 2012 11:43 SK

Comparing services 4 4 29/ 08/ 2012 15:56 SK 05/ 09/ 2012 10:45 SK

Complete data 0 0 29/ 08/ 2012 15:59 SK 29/ 08/ 2012 15:59 SK

concerns 2 3 29/ 08/ 2012 15:36 SK 05/ 09/ 2012 10:40 SK

Conditions 2 2 29/ 08/ 2012 15:43 SK 05/ 09/ 2012 10:34 SK

Confidence 2 3 29/ 08/ 2012 15:34 SK 05/ 09/ 2012 10:45 SK

Data Accuracy 1 1 30/ 08/ 2012 12:13 SK 30/ 08/ 2012 13:50 SK

Data accuracy (2) 1 1 30/ 08/ 2012 12:11 SK 05/ 09/ 2012 10:45 SK

Data confidentiality 1 1 29/ 08/ 2012 15:47 SK 05/ 09/ 2012 10:39 SK

Data outcomes 0 0 29/ 08/ 2012 15:46 SK 29/ 08/ 2012 15:46 SK

Data ownership 1 2 29/ 08/ 2012 15:47 SK 05/ 09/ 2012 10:39 SK

Data security 2 5 29/ 08/ 2012 15:36 SK 05/ 09/ 2012 10:39 SK

Data sharing 2 2 29/ 08/ 2012 15:54 SK 05/ 09/ 2012 10:39 SK

DCM as non judgemental tool 1 1 29/ 08/ 2012 15:52 SK 05/ 09/ 2012 10:45 SK

DCM for Evaluation 1 1 30/ 08/ 2012 22:24 SK 30/ 08/ 2012 22:26 SK

DCM KPI 2 3 29/ 08/ 2012 15:53 SK 05/ 09/ 2012 10:23 SK

DCM use 5 27 29/ 08/ 2012 15:18 SK 05/ 09/ 2012 10:45 SK

Desire 1 2 29/ 08/ 2012 15:53 SK 05/ 09/ 2012 10:23 SK

Desire (2) 1 2 31/ 08/ 2012 09:14 SK 05/ 09/ 2012 10:23 SK

Diagnostic work 0 0 31/ 08/ 2012 09:11 SK 31/ 08/ 2012 09:11 SK

Dissemination of results 1 1 29/ 08/ 2012 15:39 SK 05/ 09/ 2012 10:33 SK

Evidence 4 5 29/ 08/ 2012 15:50 SK 05/ 09/ 2012 10:45 SK

Expectation 2 5 29/ 08/ 2012 15:28 SK 05/ 09/ 2012 10:33 SK

Experience 1 1 29/ 08/ 2012 15:48 SK 05/ 09/ 2012 10:17 SK

Flexibility in accessing the system and data 2 3 30/ 08/ 2012 12:20 SK 05/ 09/ 2012 10:39 SK

Flexibilty 2 3 29/ 08/ 2012 15:51 SK 05/ 09/ 2012 10:45 SK

Gathering extra information using other methods 1 1 30/ 08/ 2012 14:02 SK 05/ 09/ 2012 10:33 SK

Getting help or support 1 2 30/ 08/ 2012 16:21 SK 05/ 09/ 2012 10:34 SK

Giving context 1 1 29/ 08/ 2012 15:51 SK 05/ 09/ 2012 10:17 SK

In house tools 1 2 31/ 08/ 2012 13:55 SK 05/ 09/ 2012 10:23 SK

inability 4 7 30/ 08/ 2012 11:50 SK 05/ 09/ 2012 10:45 SK

Inability (2) 0 0 30/ 08/ 2012 11:47 SK 30/ 08/ 2012 11:47 SK

Influencing the culture 1 1 29/ 08/ 2012 15:58 SK 05/ 09/ 2012 10:17 SK

Information required from the data 4 8 29/ 08/ 2012 15:38 SK 05/ 09/ 2012 10:45 SK

IRR check 2 2 30/ 08/ 2012 13:51 SK 05/ 09/ 2012 10:40 SK

Keeping track of patients 2 2 29/ 08/ 2012 15:35 SK 05/ 09/ 2012 10:39 SK

Laboreous 2 2 29/ 08/ 2012 15:49 SK 05/ 09/ 2012 10:45 SK

Lack of confidence 3 3 29/ 08/ 2012 15:39 SK 05/ 09/ 2012 10:45 SK

Limitations of current analysis system 5 18 29/ 08/ 2012 15:57 SK 05/ 09/ 2012 10:45 SK

Making judgement 0 0 29/ 08/ 2012 15:48 SK 29/ 08/ 2012 15:48 SK

Managing data quality 2 3 29/ 08/ 2012 15:56 SK 05/ 09/ 2012 10:23 SK

Mapping duration 3 3 29/ 08/ 2012 15:45 SK 05/ 09/ 2012 10:17 SK

Mapping frequency 4 8 29/ 08/ 2012 15:18 SK 05/ 09/ 2012 10:23 SK

Mapping time period 1 1 29/ 08/ 2012 15:45 SK 05/ 09/ 2012 10:17 SK

Meeting needs 0 0 29/ 08/ 2012 15:46 SK 29/ 08/ 2012 15:46 SK

Need 0 0 29/ 08/ 2012 15:29 SK 29/ 08/ 2012 15:29 SK

Non-DCM data 4 11 29/ 08/ 2012 15:24 SK 05/ 09/ 2012 10:45 SK

Not want to compare services 0 0 30/ 08/ 2012 11:36 SK 30/ 08/ 2012 11:36 SK

Novice users 0 0 31/ 08/ 2012 17:26 SK 31/ 08/ 2012 17:26 SK
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Appendix 12: A list of some codes and categories 

 

codes categories 

Interpreting data (giving meaning to the 

DCM raw data) 

Understanding DCM for non-mappers 

Interpreted data goes to staff or organisation 

Mappers role in data interpretation 

Interpreting while inputting the data 

Non-mappers will not be able to interpret 

the data 

Non-mappers access to the processed data 

Primary use_data interpretation 

(local data management systems’ 

requirements) 

Having access to data according to 

individual maps 

Wanting to able to pull out individual data 

from time dimension, 

Wanting data arranged per patient, 

Wanting to analyse DCM data with other 

data 

Wanting to bring data in one system 

(electronically connected) 

Wanting to explore DCM data further 

Wanting to join up DCM data with other 

data 

Wanting to know individuals overtime over 

a number of maps 

Wanting to look at data from various angles 

(points) to get a complete picture 

Wanting to look at the service level data 

Wanting to look at ward data for localised 

changes 

Wanting to manipulate the data based on 

their needs 

Wanting data arranged per patient 

Wanting to re-arrange my data 

Wanting to look at the data overtime 

Wanting the opportunity to re-arrange the 

data 

Data conversion from one format to other 

Being able to link the data items 

Being able to arrange data in different ways 

Wanting to have the facility for comparing 

data 

Wanting to compare data side by side 

Primary Use_flexibility in accessing data  

 Re-arranging data 

 Integrating data 

 Comparing data 

 Categorising or organising data 

 Manipulating data 

Shared access 
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Wanting flexibility in type of accessing 

information or data 

Wanting a system that could store all data at 

one place 

Looking at the information differently in 

different times 

Looking at whole group data for the whole 

of the service, 

Looking at high potential activities, 

Looking at collated maps from three data 

points and from the period of three months, 

Looking at activities from time perspective 

Wanting to look at the individual changes 

over time 

Looking at staff interaction that triggered 

the period of well-being 

Being able to compare individuals' 

wellbeing overtime in a setting 

Wanting to see development in care 

overtime 

Wanting to look at the collated data 

overtime 

Wanting to look at the change at 

organisational level 

Wanting to look at staff training needs 

Using DCM for developing practices 

Using DCM data for general research 

purposes 

Secondary use_ requirements 

(the re-use of the data is required within the 

organisations mostly) 

 Looking at service level data from 

time perspective 

 Seeing development of care overtime 

 Setting benchmarks for practice 

 Looking at change overtime at 

organisational level 

 Looking at change over time at 

individual level  

 

Not collecting other data with maps 

Seeing potential of analysing DCM data 

within the context of other data 

Time consuming activity  for collecting 

more data? 

Cultural and organisational difference in 

collecting data 

Collecting contextual data 

Using contextual data (participants’ age, 

gender related data) for analysis 

Wanting to know the contextual data 

Recording additional data to give extra 

depth to observation 

Collecting additional data  (modifying 

DCM data) 

Collecting additional data 

Secondary use_contextual data 

 Giving meaning 

 Enhancing use of DCM data 

 Contextual analysis 

 Various types 

 

 

Reporting at individual ward level, 

Reporting data, 

Reporting data at organisation level 

Primary use_ reporting data  

 Individual level 

 Organisational level 
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Reporting data in descriptive way 

Using visual representation of data for 

feedback 

Graphs help non-mappers to understand the 

data 

Wanting to set up IT system for automated 

report generation 

 Visual representation 

 Descriptive presentation 

Automated report generation 

We don't do enough maps, 

Wanting to do longer and more mapping, 

Want to do more mapping, 

Working with others to look for solution 

Wanting to know how the PD's and PE's are 

related to the wellbeing 

Only can compare like for like data 

Not using DCM data for comparing wards 

or settings 

Issues with PD's and PE's 

Requiring more guidance on detractors and 

enhancers 

Setting up a dedicated time for mapping 

Visualising the future use of DCM 

Recognising usefulness of comparing data 

overtime 

Feeling the potential of re-using the DCM 

data 

Enhancing the use of DCM to make the re-

use of data 

Requirements related to the DCM method  

 Managing the use of DCM 

 Enhancing the use of DCM 

 Exploring the use of data 

 

Wanting a system that could store all data at 

one place 

Requiring a system that provide integrated 

view of the data 

Reporting all DCM data together 

Others’ data 

Needing mapper’s reliability score 

Needing to know the type of care setting 

Needing mapper’s experience 

Needing mapper’s training 

Advanced mappers have reliable data 

Consulting DCM manual 

Primary use_integrated view of data  

(having all the data at one place to view and 

use it for various purposes) 

 Stored in one system 

 Stored within the organisation 

 All data together 

 

Secondary use_data trustworthiness 

 Mapper’s reliability 

 Data trustworthiness 
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Appendix 13: A flow diagram showing the sequence and flow of 

emergence of category ‘provenance data’. 

 

 

 

 

 

 

  

Concerns regarding the quality of 

DCM data for secondary uses 

Factors that can influence the quality 

of the DCM data 

Requirement of additional information to estimate 

the quality of data (provenance data) 

Other’s data 

Mapper’s role Organisation’s 

role 

Local data 

management system 

systems 

Perception of data 

quality 
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Appendix 14: A model for describing category ‘contextual data’ 

 

  

Context 

Potential secondary uses 

of DCM data (e.g. 

research) 

Conditions 

DCM data needs to 

be interpreted 

within the right 

context of its 

original purpose of 

data collection 

Phenomenon  

Giving context to 

DCM data 

o For 

secondary 

analysis 

o For 

interpreting 

DCM data in 

the right 
context 

 

Action/interaction 

Accessing additional 

information alongside 

DCM data 

Results/Consequences  

Requiring additional information 

o Participants’ 

characteristics 

o Care setting’s 

characteristics  

o Mapping information 
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Appendix 15: Publications and conference papers  

1. Khalid S., Surr C., and Neagu D., (2014) ‘Designing a Data Warehouse for Dementia 
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