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Abstract

In this paper, using China’s risk-free and corporate zero yields together with aggre-

gate credit risk measures and various control variables from 2006 to 2013, we document

a puzzle of counter-credit-risk corporate yield spreads. We interpret this puzzle as a

symptom of the immaturity of China’s credit bond market, which reveals a distorted

pricing mechanism latent in the fundamental of this market. We also find interesting

results about relationships between corporate yield spreads and interest rates as well

as risk premia and the stock index, and these results are somewhat attributed to this

puzzle. [JEL : G12, E43]
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1 Introduction

In China, banks have long been the primary source of capital. Total outstanding bank

loans is ten times larger than that of credit bonds (Ma, 2006; Suzuki et al., 2008).1 Chinese

government itself has realized that this highly skewed financial system accumulates sys-

temic risks. Regulatory reform, with officials clearing away some of the obstacles that have

stood in the way of the development of the bond market (Zhou, 2003, 2006; Mu, 2006), has

been constantly advancing the development of China’s credit bond market. After the Peo-

ple’s Bank of China (PBC) launched Commercial Papers (CPs) in 2005, the China’s credit

bond market entered into its fast growth period. By 2012, the annual issuance of the whole

market is RMB 2 trillion that is about seven times the amount in 2005. With this speed of

growth, the credit bond market is becoming more and more important in China. Given

China’s increasingly important and influential role in the global economy, this market will

soon become one of the indispensable members in the international investment commu-

nity. Therefore, it deserves timely and careful studies that target not only Chinese but

broader research audience. Hale (2007) and Chen et al. (2011) describe the current sta-

tus and the recent developments of China’s credit bond market. Huang and Zhu (2009)

provide an overview of the history of China’s credit bond market, although their focus

is on the whole bond market. To the best of our knowledge, however, there has been no

previous literature that provides quantitative empirical studies on this market.

Using a set of comprehensive zero yield curve data of China’s government bonds and

credit bonds, along with China’s aggregate credit risk measures, macroeconomic variables,

and an aggregate liquidity measure from 2006 to 2013, we surprisingly find a puzzle of

counter-credit-risk corporate yield spreads. In other words, we find a significant and neg-

ative relationship between the corporate yield spreads and aggregate credit risk measures.

This result is completely counterintuitive given the fact that a corporate bond market is

naturally expected to discover the price of credit risks in a directly proportional way.

Specifically, we first use a three-factor Gaussian term structure model to capture the

1 “Credit bond” is a term unique to the Chinese market. It is similar to corporate bond in the general
sense. However, “Corporate bond” is used in China to represent a sub-market of the whole “Credit bond”
market. The relationship between different terms will become clear as we move on to the section describing
China’s credit bond market.
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dynamic of the term structure of risk-free interest rates. Then we develop a five-factor

affine defaultable bond model, in which the first three factors coming from the interest

rate model represent the risk factors of the interest rates, and the other two factors (CIR

processes) capture the corporate-specific component (the component in the corporate yield

spread that is uncorrelated to the risk-free interest rate factors) implicit in the term struc-

ture of corporate yield spreads. This five-factor model is fitted to the corporate zero yield

curve data of bonds with different ratings. Results of the model allow us to study a) the

relationship between corporate yield spreads and risk-free interest rates; b) the dynamics

of the corporate-specific component; and c) the dynamics of corporate-specific risk premia.

We find that the corporate yield spreads are negatively related to the level of the risk-free

interest rates, but positively related to the slope and curvature of the interest rates. The

positive relationships with the slope and curvature, which contradict theoretical predic-

tions (Longstaff and Schwartz, 1995; Collin-Dufresne et al., 2001), might be attributed to

the counter-credit-risk puzzle.

We then regress the model implied corporate-specific components on the aggregate

credit risk measures. The regression results formally confirm the counter-credit-risk puz-

zle: the corporate-specific components are significantly and negatively related to the ag-

gregate credit risk measures. The results are robust to different aggregate credit risk mea-

sures and to the inclusion of various control variables. The control variables include: the

non-performing bank loan rate, the stock index, the GDP growth rate, and an aggregate

bond market liquidity measure. Next, we regress the model implied corporate-specific risk

premia on the aggregate credit risk measures and the control variables. We find that the

risk premia are not consistently and significantly related to the credit risk, and they are,

however, significantly and negatively related to the GDP growth. This is consistent with

the evidence in Adrian et al. (2010) about the relationship between the GDP growth and

the macro risk premium. For higher (lower) ratings they have a significantly positive (neg-

ative) relationship with the stock index (the non-performing bank loan rate). This might

indicate that for the credit bond investors the equity and bank loan markets are compara-

ble substitutes in the sense that when the equity market and/or bank loan market perform

better (worse) the opportunity cost of investing in the credit bond market becomes higher
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(lower), therefore the requested risk premium is higher (lower). The results of the risk

premia help us understand the cause and mechanism behind the puzzle.

We interpret this puzzle as one of the symptoms of the immaturity of China’s credit

bond market. The liquidity in the secondary market is very low, which prevents the bond

prices from revealing the true underlying risks. At the same time, zero default experience

in the past two decades plus the explicit or implicit guarantees provided by high profile

parent companies or local governments attract credit risk sensitive capital when the overall

credit condition deteriorates. This distorted pricing mechanism might funnel the credit

risks to the credit bond market instead of diversifying the credit risks. The emergence of

the symptom alerts policy makers to focus more on the secondary market development

and correction of the credit risk pricing mechanism.

The remainder of this paper is organized as follows. Section 2 provides a brief intro-

duction to China’s credit bond market. Section 3 describes the data, and presents results

of some preliminary analyses, which already reveal the counter-credit-risk puzzle. In Sec-

tion 4 we derive the term structure models that are used to identify the corporate-specific

risk factors and risk premia from risk-free and corporate zero yields. Section 5 presents

formal empirical analyses. Section 6 concludes the paper. Appendices contain technical

details and supplemental empirical results.

2 China’s credit bond market

China’s credit bond market started in 1983. While before 2005 the development of the

market was rather slow, it has been rapidly developing since 2005 in which the CPs were

launched by the PBC in the interbank market. In 2008, the National Association of Fi-

nancial Market Institutional Investors (NAFMII) launched Medium Term Notes (MTNs)

which further advanced the development of the market.

China’s credit bond market consists of three major submarkets: the financial corpo-

rate bond market (FB), the corporate bond market (CB), and the commercial papers and

medium term notes market (CPs&MTNs). The FBs are mainly issued by commercial

banks, the CBs and the CPs&MTNs are issued by non-financial firms. Most of the CBs
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Figure 1: Annual bond issuance by the three major credit bond markets

Source: www.ChinaBond.com.cn.
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have explicit guarantees, while the FBs and the CPs&MTNs have no explicit guarantees. It

is commonly believed, however, that all the credit bonds are implicitly guaranteed by local

governments. Especially, given the crucial role of banks in China, the fact that the FBs are

mostly issued by commercial banks makes the FBs almost equivalent to the government

bonds.

Figure 1 shows annual issuances in these three markets from 2006 to 2012. The devel-

opment of the markets first peaked in 2009, where the total issuance was about RMB 1.9

trillion. It then decreased to RMB 1.6 trillion in 2010, and peaked in 2012 again with a total

issuance close to RMB 2 trillion. By the end of 2012, the CPs&MTNs captured 45 percent of

the market share, the largest share held by any of the three markets. The CB accounted for

33 percent, and the FB held 22 percent of the market share. The FB, the CPs&MTNs, and

a majority of the CB are based in the interbank market. Only a small portion of the CB is

based in the exchange market. In total, 95 percent of the credit bond trading is conducted

in the interbank market.

The three markets cover different parts of the term structure. As shown in Figure 2, the

FB mainly issues bonds with maturities longer than five-year; the CB is mainly for bonds
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Figure 2: Annual bond issuance by di�erent maturities

Source: www.ChinaBond.com.cn.
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with maturities ranging from three to ten-year, and the CPs&MTNs mainly issues bonds

with maturities shorter than five-year. In other words, the FB, CB, and CPs&MTNs cover

the long end, the middle part, and the short end of the term structure, respectively.

Unlike the corporate bond market in the U.S., where the Financial Industry Regulatory

Authority (FINRA) is the only regulator that oversees the entire market, four major reg-

ulating agencies oversee the Chinese market: the PBC, the NAFMII, the National Devel-

opment Reform Commission (NDRC), and the China Securities Regulatory Commission

(CSRC). The PBC and the NAFMII regulate the FBs and the CPs&MTNs, respectively. The

NDRC oversees most of the CBs2, and the CSRC only regulates a small portion of the CBs

that are issued by listed firms and traded in the exchange market.

Figure 3 presents the holding constitution in the whole credit bond market by the end

of 2012. We can see that commercial banks, funds, and insurance companies are the three

largest bond holders in the market, and they hold 39, 29, and 19 percent of all the bonds,

respectively. They are followed by exchanges, credit cooperatives, and investment banks

who account for five, five, and three percent of the holdings, respectively.

Despite the rapid growth of the credit bond market, pressing issues need to be ad-

dressed. The secondary market remains weak, where the majority of players are financial

institutions commonly engaged in “buy and hold” trading strategies. Thus the liquidity

in the market is very low. Default happens from time to time in a mature corporate bond

market, however, there had not been any default in China’s credit bond market until 21

2 In China this majority is named “Enterprise Bonds”.
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Figure 3: Bond holding constitution in China's credit bond market

Source: www.ChinaBond.com.cn. The constitution is calculated based on data up to the end of 2012.
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years after it started.3 The local governments likely helped avert default, and the govern-

ment had been showing “zero tolerance” for default until recently. For a corporate bond

market, proper bond defaults are beneficial instead of toxic. A bond default would aid the

development of risk pricing models by providing a precedent for how much asset value

investors could expect to recover in the event of default (Wildau, 2012). These issues might

be the cause of the counter-credit-risk corporate yield spreads puzzle documented in this

paper.

3 Data, preliminary analyses and results

3.1 Risk-free and corporate zero yields data

As previously mentioned that the FBs are issued by financial institutions, mostly commer-

cial banks. In China, big banks are deemed to be of little credit risk. The bonds issued by

some of the big banks, such as the China Development Bank and the Export-Import Bank

of China, are commonly regarded as risk-free bonds. A big portion of FB is made of bonds

3 Shandong Helon was a recent case of technical default, however, it was averted by an im-
plicit bailout from the Weifang local government. http://ftalphaville.ft.com/2012/04/09/952211/

avoiding-a-first-ever-corporate-default-in-china/; On 7 Mar 2014, Chaori Solar Energy Science
& Technology became the first ever Chinese company to default on its corporate bonds, after the govern-
ment refrained from bailing it out. http://www.telegraph.co.uk/finance/china-business/10682394/

China-allows-first-ever-corporate-bond-default.html
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like these. Thus the FB, which only accounts for a market share of about 20 percent, is not

representative enough of China’s credit bond market. Given this fact, we focus on the CB

and the CPs&MTNs. Results of the CB are presented in the main text, and those of the

CPs&MTNs are presented in the online appendix. The zero yield data used in the paper

are from China Central Depository & Clearing Co. Ltd (CCDC) that is believed to be the

leading authority on providing bond yield curve products in China.4 The CB has seven

ratings: AAA, AA+, AA, AA-, A+, A, and BBB.5 For each rating and the risk-free interest

rates, we use the same term structure: one-, two-, three-, five-, seven-, and ten-year. Data

frequency is daily.

Table 1 reports the summary statistics of the data as well as the starting and ending

dates of each rating. One thing worth noting is that, as shown in the last column of Table 1,

lower ratings not only come with higher yield spreads but also higher volatilities. Figure 4

presents the time series dynamics of the zero yields and yield spreads. In the past 8 years,

there were two peaks in the dynamics of the yield spreads. The first peak happened around

late 2009, and the second occurred early 2011.

3.2 Left hand side and right hand side variables

In this subsection, we try to obtain some preliminary sense on how the credit yield spreads

are related to various factors. Basically, we consider four types of variables: aggregate

credit risk, business cycle, equity market performance, and aggregate bond market liquid-

ity. For aggregate credit risk, the first variable we consider is the Value-Weighted Cor-

porate Vulnerability Index (CVIvw) of China produced by the Risk Management Institute

(RMI) at the National University of Singapore (NUS). This index provides a bottom-up

(based on probabilities of default (PDs) of all individual listed firms) measure of the ag-

gregate credit risk in China. The PDs are calculated based on historical equity market

defaults and financial statements data of listed firms.6 Of course the “default” events
4 The yield curves are constructed from observed transaction bond prices using Hermite interpolation.

Details are available at http://eyield.chinabond.com.cn/cbweb/doc/doc_en.htm.
5 We take all ratings available to us. Unfortunately, they do not include A-, nor do they break down BBB

into the finer notches.
6 Briefly speaking, the PDs are outputs of a parametric function, which links the PDs to Macro economic

variables and firm-specific variables. The parameters of this function are frequently calibrated using the
most updated data such that the resulting PDs match the historical default rates as well as possible.
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Table 1: Summary statistics of risk-free interest rates and corporate yield spreads

This table reports summary statistics of the risk-free zero yields and corporate yield spreads at 1yr, 5yr, and
10yr of the seven ratings (AAA, AA+, AA, AA-, A+, A, and BBB). The corporate yield spread is defined as
the difference between corporate bond zero yield and risk-free zero yield. Starting dates of the data are in
the second column, all data end 1-Apr-2013. Median, Mean, Maximum (Max), Minimum (Min), and
Standard Deviation (STD) of each category are reported. All figures are in percentages.

Start from Maturity Median Mean Max Min STD

risk-free 01-Mar-2006

1 yr 2.474 2.456 4.020 0.920 0.775

5 yr 3.150 3.221 4.489 1.845 0.571

10 yr 3.619 3.705 4.768 2.823 0.463

AAA 01-Mar-2006

1 yr 1.138 1.193 2.684 0.317 0.385

5 yr 1.402 1.341 2.384 0.281 0.343

10 yr 1.420 1.342 2.461 0.166 0.411

AA+ 11-Oct-2007

1 yr 1.585 1.679 3.621 0.839 0.500

5 yr 1.938 2.001 3.315 1.212 0.406

10 yr 1.997 2.048 3.178 1.092 0.437

AA 25-May-2007

1 yr 1.841 1.939 4.258 0.713 0.675

5 yr 2.333 2.364 3.873 0.501 0.648

10 yr 2.412 2.451 3.899 0.375 0.693

AA- 07-Jan-2008

1 yr 2.325 2.536 5.467 1.514 0.857

5 yr 3.074 3.115 5.149 1.680 0.864

10 yr 3.244 3.287 5.136 1.739 0.854

A+ 21-Aug-2008

1 yr 3.951 4.009 6.599 2.626 0.902

5 yr 4.523 4.757 6.865 3.648 0.749

10 yr 4.882 5.092 6.914 3.871 0.759

A 25-Dec-2008

1 yr 4.644 4.747 7.247 3.225 0.998

5 yr 5.175 5.591 7.651 4.329 0.943

10 yr 5.539 5.970 7.790 4.591 1.010

BBB 06-Jan-2009

1 yr 5.664 5.700 7.900 3.997 1.022

5 yr 6.109 6.602 8.498 5.168 1.044

10 yr 6.485 6.875 8.605 5.456 0.999

identified by RMI are not defaults on equity since, technically speaking, the owner of a

firm has no obligation to the equity holders. So these defaults are essentially credit events

related to problematic debts (e.g. defaults on bank loans) and bankruptcy. Based on RMI-

Staff (2014),7 the following three events: bankruptcy filing, a missed or delayed payment

7 See details in Section II.4, and Table A.9. http://d.rmicri.org/static/pdf/2014update1.pdf
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Figure 4: Zero yields and yield spreads

In this figure, the three subplots on the left, from top to bottom, show the dynamics of 1yr, 5yr, 10yr zero
yields (the risk-free yield and corporate yields of the seven ratings: AAA, AA+, AA, AA-, A+, A, and BBB),
respectively; the three subplots on the right, from top to bottom, show the dynamics of 1yr, 5yr, 10yr
corporate yield over risk-free yield spreads of the seven ratings.
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of interest and/or principal, and debt restructuring/distressed exchange are recognized to

be defaults in China’s equity market. In its database, RMI has collected noticeable amount

of defaults in China’s equity market via various sources (RMI-Staff, 2014). However, there
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were no defaults in China’s credit bond market until recently. More details about the CVI

can be found in RMI-Staff (2012).

The second variable is the one year forward average default rate (1yr-fwd ave DR).

This measure is constructed by taking the average of monthly default rates in the next 12

months.8 The default rate is the ratio of the number of defaulted listed firms to the number

of active listed firms. Specifically, the time t 1yr-fwd ave DR is given by

1yr-fwd ave DRt =
1

12

t+1

∑
s=t+ 1

12

DRs

where DRs =
# of defaults at time s
# of actives at time s . These default data are from the global credit risk database

maintained by RMI NUS. It is commonly accepted that default rates of an economy re-

veal the lagged information about the aggregate credit condition of this economy, and this

measure is often used as a diagnostic of the reasonableness of a PD model (see, e.g., Duffie

et al., 2007; Duan et al., 2012). Thus this measure is informative about the aggregate credit

risk.

The third variable is the aggregate non-performing bank loan rate (NPLR) which is

the ratio of non-performing loans to total loans. The data are collected from the website

of China Banking Regulatory Commission (CBRC).9 In general, NPLR can be used as a

credit risk measure (Altman et al., 1998; Martinez Peria and Mody, 2004; Jappelli et al.,

2005). This measure aggregates NPLR of big-, medium-, and small-sized banks, in which

the latter two categories account for around half of the total bank loans in China. Most

of the loan borrowers of medium- and small-sized banks are small- and medium-sized

enterprises (SMEs) (see, e.g., Shen et al., 2009). Therefore, NPLR somewhat reflects the

credit risk of the SMEs market, where the majority of players are smaller firms that have

only bank loans and do not issue corporate bonds. We do acknowledge, however, that

NPLR might not be a pure credit risk measure as it can also be affected by some non-credit

factors, such as overall banking performance, banking regulatory policy.

8 The monthly 1yr-fwd ave DR data are fitted to weekly frequency by assigning the same figure to the
weeks within a month.

9 CBRC website: http://www.cbrc.gov.cn/chinese/home/docViewPage/110009.html (accessed 18-
Feb-2014). The quarterly NPLR data are fitted to weekly frequency by assigning the same figure to the
weeks within a quarter.
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For equity market performance and business cycle, we use Shanghai Stock Exchange

Composite Index (SSECI) and China’s quarterly GDP growth (GDPG).10 Since our analysis

is based on aggregate data, i.e., the zero yields of corporate bonds for different ratings, us-

ing equity market index and macroeconomic variables is consistent with Huang and Kong

(2003). They find that credit spread changes for high-yield bonds are more closely related

to equity market factors and also provide evidence in favor of incorporating macroeco-

nomic factors into credit risk models.

For aggregate bond market liquidity measure (LM), we use a modified measure of tem-

porary price changes accompanying order flow proposed by Pastor and Stambaugh (2003).

The frequency of the LM is weekly. The higher the LM, the more the liquidity. More details

of the LM are outlined in the online appendix.

Among all these variables, we focus on aggregate credit risk measures. In three ag-

gregated measures, the CVI provides the most accurate and updated information about

the credit risk, as it comprehensively and efficiently combines historical physical defaults,

financial statements, and equity market information; 1yr-fwd ave DR follows next to CVI,

as it utilizes pure defaults information; NPLR is the least accurate, as it also measures

the performance of the banking industry and is not a pure credit risk measure. Therefore

NPLR along with SSECI, GDPG, and LM are treated as control variables.

In the regression analyses, we do not consider the time series differences of the vari-

ables, even though some of the variables are non-stationary, for the following two reasons:

a) given the relatively short time span of the data and the low frequency of certain factor

(quarterly GDPG and NPLR), by taking differences we will have to throw away massive

portion of the zero yield data in order to match the quarterly frequency. This will essen-

tially leave us less than 23 data points from which we can barely carry out any reliable

regression analysis; b) when variables have a strong dynamic structure, i.e., the current

value depends significantly on the lagged ones, differencing the variables does not ensure

the unbiased estimates (see the online appendix for details). Therefore in this study, we

focus on relationships between levels of factors. The left hand side (LHS) variable is the

average Yield Spreads (YS) across the different maturities, the right hand side (RHS) vari-

10 The data of SSECI are from Wind, and the data of GDPG are from Zheng and Wang (2010). The quarterly
GDPG data are fitted to weekly frequency by assigning the same figure to the weeks within a quarter.
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ables include CVIvw, 1yr-fwd ave DR, NPLR, GDPG SSECI, and LM. From Figure 4, we

can see that the YS are persistent processes. Therefore, we also include two lagged YS on

the RHS to remove the autocorrelation in regression residuals. We call this specification

Lagged Dependent Variable (LDV) model. This is recommended firstly by Granger and

Newbold (1974), and followed by many ever since (see Keele and Kelly, 2006; Han, 2008,

etc.).

In order to have a clear presentation for coefficient estimates (not too large or too small),

we keep the left hand side (LHS) variable in percentage and adjust the magnitude of the

RHS variables as follows: we log CVIvw, GDPG, and SSECI, then divide them by 10 (GDPG

is in percentage, CVI is in bps); divide NPLR by 10 (NPLR is in percentage); keep 1yr-fwd

ave DR (1yr-fwd ave DR is in percentage) and LM intact. As CVIvw and 1yr-fwd ave DR

are significantly related the control variables, we use adjusted log CVIvw (adj-log CVI) and

adjusted 1yr-fwd ave DR (adj-ADR), which are orthogonal to NPLR, log GDPG, log SSECI,

and LM, so that the coefficients of CVI, 1yr-fwd ave DR, the other variables can clearly

represent YS’s correlations with the credit risk and the other risk measures, respectively.

3.3 Preliminary regression analyses

For each rating, we run the following regressions,

YSt = Intercept + β1adj-log CVIt + β2NPLRt + β3log GDPGt

+β4log SSECIt + β5LMt + β6YSt−2∆t + β7YSt−∆t + εt;

YSt = Intercept + β1adj-ADRt + β2NPLRt + β3log GDPGt

+β4log SSECIt + β5LMt + β6YSt−2∆t + β7YSt−∆t + εt,

where ∆t is one week.11

One issue with the regressions is the non-stationarity of the YS processes. For most

of the ratings, the Dickey-Fuller test fails to reject the unit root hypothesis of YS. In order

to validate the LDV when LHS is non-stationary, we conduct extensive Monte Carlo sim-

11 This is also the case in regressions in later empirical sections. However, the term structure models in the
next section are estimated using daily data to reduce the discretization impact on MLE estimates.
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Table 2: Results from the regression of YS on adj-log CVI and other control variables

In this table the results from the following regression

YSt = Intercept + β1adj-log CVIt + β2NPLRt + β3log GDPGt + β4log SSECIt
+β5LMt + β6YSt−2∆t + β7YSt−∆t + εt,

are reported for all the seven ratings (AAA, AA+, AA, AA-, A+, A, BBB) as well as the average. The sample
first order autocorrelation of the residuals $ is also reported in the last column. In the table, ***, **, and *
entries represent significance at the 1%, 5%, and 10% levels, respectively. The significance levels are
calculated based on the Bootstrapped standard errors detailed in Appendix A.

Intrcpt β1 β2 β3 β4 β5 β6 β7 $

AAA 0.824*** −5.307*** −0.001 −0.234 0.042 −0.111* 0.082 0.873*** 0.009

AA+ 1.618*** −9.787*** −0.003 −0.227 −0.085 −0.132 0.068 0.864*** 0.001

AA 1.306*** −7.921*** −0.002 −0.273 −0.077 −0.109 0.014 0.954*** −0.000

AA- 1.325*** −7.471*** −0.001 −0.490 −0.163 −0.121 0.017 0.974*** 0.020

A+ 3.321*** −9.499*** −0.026*** −0.941* −2.087*** −0.049 0.071 0.910*** 0.044

A 2.078*** −1.745 −0.120*** −1.959*** −1.534*** −0.068 −0.065 1.063*** 0.022

BBB 2.323*** −3.721 −0.114*** −1.872*** −1.507** −0.074 −0.080 1.074*** 0.017

average 1.170*** −6.497** −0.000 −0.011 −0.314 −0.229** 0.062 0.939*** 0.004

ulations in the online appendix and show the finite sample appropriateness of the OLS

estimates of a linear model similar to the above LDV. The results are robust to the presence

of the unit root processes (both LHS and RHS), series correlated residuals, endogeneity

between LHS and RHS, and measurement errors in both LHS and RHS. Although the OLS

estimates are shown to work well, the standard OLS or Newey-West standard errors are

no longer valid in presence of non-stationarity. We therefore use the Bootstrapped stan-

dard errors, of which the computation is detailed in Appendix A, to derive the statistical

inference of the coefficient estimates.

The regression results are reported in Tables 2 and 3. From these results the most promi-

nent observation is that the YS are significantly and negatively related to the aggregate

credit risk measures. In Table 2, for most of the ratings the coefficients of adj-log CVI are

negative and significant (AAA, AA+, AA, AA-, and A+ are at 1% level, the average is at 5%

14



Table 3: Results from the regression of YS on adj-ADR and other control variables

In this table the results from the following regression

YSt = Intercept + β1adj-ADRt + β2NPLRt + β3log GDPGt + β4log SSECIt
+β5LMt + β6YSt−2∆t + β7YSt−∆t + εt.

are reported for all the seven ratings (AAA, AA+, AA, AA-, A+, A, BBB) as well as the average. The sample
first order autocorrelation of the residuals $ is also reported in the last column. In the table, ***, **, and *
entries represent significance at the 1%, 5%, and 10% levels, respectively. The significance levels are
calculated based on the Bootstrapped standard errors detailed in Appendix A.

Intrcpt β1 β2 β3 β4 β5 β6 β7 $

AAA 0.236* −0.483*** −0.002 −0.292 0.052 −0.098* 0.082 0.848*** 0.017

AA+ 0.236 −0.481*** −0.002 −0.189 −0.017 −0.139* 0.073 0.881*** 0.014

AA 0.202 −0.361*** −0.001 −0.214 −0.040 −0.116* 0.007 0.974*** 0.015

AA- 0.329 −0.439*** 0.001 −0.470 −0.170 −0.125 0.025 0.975*** 0.031

A+ 1.764*** −0.561*** −0.026*** −0.718 −1.832*** −0.058 0.070 0.924*** 0.043

A 1.810*** −0.147 −0.120*** −1.922*** −1.503*** −0.072 −0.059 1.059*** 0.024

BBB 1.723*** −0.277 −0.113*** −1.768*** −1.430*** −0.085 −0.067 1.068*** 0.020

average 0.356* −0.417*** −0.000 −0.007 −0.312 −0.228** 0.058 0.944*** 0.002

level). In Table 3, we observe the same significantly negative relationship between the YS

and adj-ADR. For ratings A+, A, and BBB, the YS are significantly and negatively related

to NPLR. These results are strikingly counter-intuitive, as a corporate bond market is ex-

pected to positively price the credit risk by design. The significantly negative relationship

between YS of more highly rated bonds and credit risks is undoubtedly puzzling. This

result seems to be consistent with a speculation that there is a fight-to-safty effect that is at

work, since the effect is stronger for more highly rated bonds, among all rated ones.

For the business cycle variable, we find that only the YS of the lower rated bonds (A+,

A, and BBB in Table 2; A and BBB in Table 3) are significantly related to the log GDPG and

the relationship is negative. Therefore, we only observe moderate counter-cyclical pattern

if we just look at the model-free YS. Similarly, for the equity market performance measure,

log SSECI, only coefficients of lower ratings are significantly negative. For the liquidity
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measure, LM, although we do not find consistently significant results across ratings, we

do have some significantly negative coefficients for higher ratings and the average rating.

In this preliminary regression analysis, although we do already see a puzzling counter-

credit-risk pattern in the corporate bond market by just looking at the YS, the analysis

offers no more insights about the cause and mechanism of this puzzle. In particular, we

are not able to say anything about the risk premia in this market which is the key to under-

standing this puzzle. For the purpose of better understanding this puzzle, in the following

sections we develop pricing models for risk-free and defaultable bonds, from which we

derive the model implied YS and corporate-specific risk premia. In the formal empirical

analyses, we further analyze this puzzle with the help of the risk premium measures.

4 Term structure models for risk-free and defaultable Bonds

The modeling specification we adopt is an extended and modified version of the one de-

veloped by Duffee (1999). In the original specification, the risk-free zero coupon bond is

modeled using a two-factor CIR model, and the credit spread is modeled using a one-

factor CIR model. First, we extend the former and the latter to three-factor and two-factor

models, respectively. This extension allows us to have greater flexibility in fitting the term

structure of both risk-free interest rates and credit spreads. Second, we use a three-factor

Gaussian Dynamic Term Structure Model (GDTSM) instead of the original multi-factor

CIR model for the risk-free interest rates, while keeping the CIR specification for model-

ing the credit spread. This modification is motivated by the factor that multi-factor CIR

models are typically less flexible in fitting risk-free term structure than the GDTSMs with

the same number of factors (see, e.g., Dai and Singleton, 2002), while they perform reason-

ably well in fitting credit spreads (see, e.g., Duffee, 1999; Longstaff et al., 2005; Ang and

Longstaff, 2013). Also, in light of recent development of the GDTSMs (Joslin et al., 2011),

a GDTSM is much easier to estimate, and can be directly linked to principal components

(PCs) of the term structure of the risk-free interest rates. Making use of the PCs is helpful

for interpreting the coefficients. Filipović and Trolle (2013) also adopt a “mixed” specifica-

tion (Gaussian setup for risk-free factors, and CIR for credit spread factors) in their term
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structure modeling.

4.1 Risk-free zero coupon bond

Here we use a variant of the classic GDTSM, A0 (3), for risk-free zero-coupon bond. The

state variables are specified to follow a dynamic process as

dZt = AZtdt + BdWt,

under the measure Q, where

A =



−k1 0 0

0 −k2 0

0 0 −k3



B =



Ω1 0 0

Ω2 Ω4 0

Ω3 Ω5 Ω6


.

Then the risk-free zero-coupon bond is given by

P (t, T) = E
Q
t

[
exp

(
−
ˆ T

t
rsds

)]
= exp (H (T − t)− F (T − t)ᵀ Zt)
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where

H (x) = −
(

ϕ − 1
2

C
(

A−1BBᵀ (Aᵀ)−1
)

Cᵀ
)

x −
ˆ x

0
C (s)

(
A−1BBᵀ (Aᵀ)−1

)(
Cᵀ − C (s)ᵀ

2

)
ds,

F (x)ᵀ = C
ˆ x

0
exp (As) ds = (C (x)− C)A−1,

C (x) = C exp (Ax)

C = [1, 1, 1] .

Appendix B contains detailed derivation of the model.

4.2 Defaultable zero coupon bond

Using the results from Duffie and Singleton (1997, 1999), a defaultable zero-coupon bond

is given by

B (t, T) = E
Q
t

[
exp

(
−
ˆ T

t
(rs + hs) ds

)]
,

where ht is the spread between adjusted discount rate and risk-free discount rate and can

consist of a liquidity intensity process, and the product of a default intensity process and

a fractional default loss process (the fraction of market value of the bond that is lost upon

default). It might seem tempting to model the liquidity process separately as done in

Driessen (2005). However, Driessen (2005)’s liquidity process has to be anchored to an ob-

servable liquidity proxy in order to estimate its parameters. We do not want to anchor our

liquidity process to the LM, given the fact that it does not show a consistently significant

relationship with the YS (see Tables 2 and 3). Therefore, we do not model the liquidity

process separately at this stage to retain the modeling simplification, and consider it in

the later regressions analysis after ht being estimated from the data. Similarly, we do not

model the randomness of the loss given default. The (almost) zero default experience in

China’s credit bond market makes it somewhat lame to expect any reasonable uncertainty

in the recovery rates.

As we use the model to price the term structure of corporate yields of different ratings,

ht can be understood as the average spread of bonds of the rating. Notice that the first

two principal components of the panel data of YS for each rating explain over 96% of the
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overall variation of the term structure. For simplicity, we assume the callability/puttability

of the corporate bonds is mostly related to the risk free interest rate and captured in ht by a

linear relation with the interest rate state variables. Therefore, we model ht to be an affine

function of the interest rate state variables and two corporate-specific factors:

ht =

δ1 δ2 δ3 1 1





PCt

λ1,t

λ2,t


,

where λi,t under the measure Q follows:

dλi,t = κi (θi − λi,t) dt + σi

√
λi,tdwλi,t,

i = 1, 2. wλi,t and Wt are mutually independent. PCt contains the first three principal

components of the risk-free zero curve, and follows

dPCt = APC,Q
(

PCt − µPC,Q
)

dt + BPCdWt

under the measure Q, where APC,Q, µPC,Q, and BPC are given in Appendix B. To be concise,

we rewrite the state variables as the vector

Yt = [PCᵀ
t , λ1,t, λ2,t]

ᵀ︸ ︷︷ ︸
5×1

,

and its dynamic, in terms of notations in Duffie et al. (2000), under the measure Q is given

by

dYt = (K0 + K1Yt) dt + Σ (Yt) dWY,t
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where

K0 =



−APC,QµPC,Q

κ1θ1

κ2θ2


, K1 =



APC,Q 03×2

02×3


−κ1 0

0 −κ2





Σ (Yt)Σ (Yt)
ᵀ =


BPC (BPC)ᵀ 03×2

02×3 02×2


+



03×3 03×2

02×3


σ2

1 0

0 σ2
2




� diag (Yt)

WY,t = [Wᵀ
t , wλ1,t, wλ2,t]

ᵀ︸ ︷︷ ︸
5×1

.

� denotes the element-wise multiplication, diag (•) expands the vector • into a diagonal

matrix in which the diagonal is •.

Given these notations,

B (t, T) = E
Q
t

exp

−
ˆ T

t

ϕPC +

δ1 + ρ1, δ2 + ρ2, δ3 + ρ3, 1, 1

Ys

 ds




= exp (α (T − t)− β (T − t)ᵀ Yt) ,
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where ϕPC and ρi, i = 1, 2, 3 are given in Appendix B; α (x) and β (x) satisfy the ODEs

dα (x)
dx

= −Kᵀ
0 β (x) +

1
2

β (x)ᵀ


(

BPC (BPC)ᵀ)
3×3

03×2

02×3 02×2


β (x)− (δ0 + ϕ)

dβ (x)
dx

= Kᵀ
1 β (x)− 1

2



0

0

0

σ2
1 β4 (x)2

σ2
2 β5 (x)2



+



δ1 + ρ1

δ2 + ρ2

δ3 + ρ3

1

1



,

with the initial conditions α (0) = 0 and β (0) = 05×1,

β1:3 (x) =



β1 (x)

β2 (x)

β3 (x)


=
((

APC,Q
)ᵀ)−1 (

exp
((

APC,Q
)ᵀ

x
)
− I3×3

)



δ1 + ρ1

δ2 + ρ2

δ3 + ρ3


,

β3+i (x) =
(

1 − 2
φieξix + 1

)
ξi

σ2
i
− κi

σ2
i

, φi =
ξi + κi

ξi − κi
, ξi =

√
κ2

i + 2σ2
i , i = 1, 2

α (x) = −
ˆ x

0

(
Kᵀ

0 β (s)− 1
2

β1:3 (s)
ᵀ BPC

(
BPC

)ᵀ
β1:3 (s)

)
ds − ϕx

=
(

APC,QµPC,Q
)ᵀ ˆ x

0
β1:3 (s) ds +

2

∑
i=1

κiθi

σ2
i

[
(ξi + κi) x − 2 log

(
φieξix + 1

φi + 1

)]
+

1
2

ˆ x

0
β1:3 (s)

ᵀ BPC
(

BPC
)ᵀ

β1:3 (s) ds − ϕx.
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4.3 Market prices of risks (MPR)

We use the essentially affine MPR (Duffee, 2002) for PCt, and the extended affine MPR

(Cheridito et al., 2007) for λ1,t, and λ2,t. Then the measure P dynamic of Yt is given by

dYt =
(

KP
0 + KP

1 Yt

)
dt + Σ (Yt) dWP

Y,t

where

KP
0 =



−APC,PµPC,P

κ1θ1 + η0
1

κ2θ2 + η0
2



KP
1 =



APC,P 03×2

02×3


−
(
κ1 + η1

1
)

0

0 −
(
κ2 + η1

2
)




.

4.4 Central tendency and risk premium

Here we use two CIR processes to capture the variation in ht that is unrelated to the in-

terest rate factors, i.e., PCt. To extract useful economic information, we apply an invariant

transformation to the two CIR factors and interpret the resulting representation as a central

tendency system (see, e.g., Jegadeesh and Pennacchi, 1996). This invariant transformation

is done using both the Q parameters and P parameters.

Using Q Parameters: Without loss of generality, we assume κ1 > κ2. Then the new system
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[
λt, ψQ

t

]ᵀ
is defined by the invariant transformation as


λt

ψQ
t


=


1 1

κ1−κ2
κ1

0




λ2,t

λ1,t


+


0

θ1 + θ2 − θ2
κ1
(κ1 − κ2)


,

which yields


dλt

dψQ
t


=


κ1 −κ1

0 κ2






θ1 + θ2

θ1 + θ2


−


λt

ψQ
t




dt

+


σ2 −σ1

κ1−κ2
κ1

σ2 0


diag




√

κ1
κ1−κ2

ψQ
t − κ1θ1+κ2θ2

κ1−κ2

√
λt − κ1

κ1−κ2
ψQ

t + κ1θ1+κ2θ2
κ1−κ2






dwλ,t

dwψ,t


.

Using P Parameters: Without loss of generality, we assume κ1 + η1
1 > κ2 + η1

2 . Then the

new system
[
λt, ψP

t
]ᵀ is defined by the invariant transformation as


λt

ψP
t


=


1 1

κ1+η1
1−(κ2+η1

2)
κ1+η1

1
0




λ2,t

λ1,t


+


0

κ1θ1+η0
1

κ1+η1
1
+

κ2θ2+η0
2

κ2+η1
2
− (κ2θ2+η0

2)(κ1+η1
1−(κ2+η1

2))
(κ2+η1

2)(κ1+η1
1)


,
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it follows that


dλt

dψP
t


=


κ1 + η1

1 −
(
κ1 + η1

1

)

0 κ2 + η1
2






κ1θ1+η0

1
κ1+η1

1
+

κ2θ2+η0
2

κ2+η1
2

κ1θ1+η0
1

κ1+η1
1
+

κ2θ2+η0
2

κ2+η1
2


−


λt

ψP
t




dt

+


σ2 −σ1

κ1+η1
1−(κ2+η1

2)
κ1+η1

1
σ2 0


diag





√
κ1+η1

1
κ1+η1

1−(κ2+η1
2)

ψP
t − κ1θ1+η0

1+κ2θ2+η0
2

κ1+η1
1−(κ2+η1

2)

√
λt − κ1+η1

1
κ1+η1

1−(κ2+η1
2)

ψP
t +

κ1θ1+η0
1+κ2θ2+η0

2
κ1+η1

1−(κ2+η1
2)






dwP

λ,t

dwP
ψ,t


.

Given these representations, we have

ht =

δ1 δ2 δ3 1




PCt

λt


.

Therefore the component in ht that is unrelated to the interest rate factors is now captured

by λt, and ψQ
t and ψP

t represent λt’s conditional central tendencies under the measure Q

and P, respectively. As mentioned in Shiller (1979), a conditional central tendency can be

used to represent public expectations. Therefore ψQ
t and ψP

t represent the public expecta-

tions under the measure Q and the measure P, respectively, and the difference between ψQ
t

and ψP
t , ψQ

t −ψP
t , is a measure of risk premium associated with corporate-specific risks that

are unrelated to the interest rate risks. It is worth noting that the risk premium derived

here should not be confused with the “default event risk premium” (see, e.g., Driessen,

2005; Jarrow et al., 2005). Here we do not model default event risk premium, as we adopt

the conventional assumption that the default intensities are of the same values under both

measures Q and P. This conventional assumption is empirically common (see Longstaff

et al., 2005; Pan and Singleton, 2008; Longstaff et al., 2011, and many others) and theoreti-

cally sound (see Bai et al., 2012). What we are measuring here is the so called “diffusion”

risk premium associated with the unpredictable variation in λt.
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5 Empirical analyses

5.1 Estimation and fitting performance

The model for risk-free zero coupon bond is estimated using Joslin et al. (2011)’s approach.

The technical details are included in the online appendix. Given the results of the risk-free

bond model, the model for defaultable zero coupon bond is estimated for each rating by

keeping the interest rate related parameters and states at their estimates from the risk free

bond model estimation. The estimation method for the defaultable bond model is QMLE

in conjunction with Kalman filter. In the Kalman filter, we approximate the transition

density of the CIR process by a Gaussian density which matches the first two moments of

the transition density. Details of this method can be found in Duan and Simonato (1999).

Parameter estimates for the risk-free bond model and the defaultable bond model are

presented in Table 4 and Table 5, respectively. We can see most of the measure Q param-

eters are statistically significant (the only exception is δ2 for the rating AA), and a few

measure P parameters are insignificant (see the last two columns in Table 4 and Table 5).

This is consistent with the tradition of term structure model estimation. The filtered in-

tensities (ht) are presented along with the short rate in Figure 6. On average, bonds with

lower ratings have higher intensities. In addition, the intensities are negatively related to

the short rate, especially at the beginnings of 2008, 2009, 2010, and 2011 where the short

rate and the intensities went in exactly opposite directions. This is also somewhat con-

firmed in the second column in Table 5 where significantly negative estimates of δ1, which

measures the sensitivity of ht to the level of interest rates, are presented. The next section

discusses this in more detail.

We use two CIR processes to model the term structure of the yield spreads. This is

similar to the two-factor CIR model for term structure of interest rates in Duffee (1999).

Therefore, the two original (before transformation) CIR factors represent the level and

slope of the term structure of the yield spreads. We order the two factor such that the first

(second) factor is closely related to the slope (level) which has a strong (weak) tendency

to mean-revert. From Table 5, we can see that the risk premia parameters for the slope

factor are usually not significant, while the opposite is true for the level factor. This might
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indicate that in China the risk of level shifting in the yield spread is better priced than that

of slope changing.

The coefficients δ1, δ2, and δ3 capture the sensitivity of ht to PC1, PC2, and PC3, re-

spectively. Using the U.S. data, Litterman and Scheinkman (1991) find that the first three

principal components of the yield curves well represent the level, slope, and curvature,

respectively. This is also true in China’s yield curve data, and is confirmed numerically in

Table 7, and graphically in Figure 7. Therefore, we interpret the coefficients δ1, δ2, and δ3

as the sensitivity of ht to the level, the slope, and the curvature, respectively.

From Table 5, we can see for all the ratings, δ1 is significantly negative. This finding is

empirically consistent with the evidence in Longstaff and Schwartz (1995), Duffee (1998),

and Collin-Dufresne et al. (2001). In contrast, we find that δ2 is significant and positive

for most of the ratings, i.e., ht is significantly positively related to the slope of the risk-free

yield curve which is an indication of expectations of future short rates. Two exceptions

are in AA and AA- where δ2 is positive but insignificant in AA and significantly negative

in AA-. Similarly, we also find that δ3 is significantly positive for all the ratings. This can

also be interpreted as a positive relationship between ht and expectations of future short

rates, per Giese (2008) the curvature might represent expectations of interest rates even

better than the slope. This finding is the opposite of what is found in Duffee (1998) and

Collin-Dufresne et al. (2001). These observations can be related to the counter-credit-risk

puzzle. In the online appendix of the paper we provide a detailed conjecture explaining

how these observations can be potentially attributed to the counter-credit-risk puzzle.

We now turn to the fitting performance of the models. Table 6 reports a summary of

the model’s pricing errors (the difference between the actual market yield and the model

implied yield). Generally speaking, our models are effective at capturing the dynamics of

the term structure of interest rates and corporate bond yields. The performance of fitting

interest rates is a bit better than that of fitting corporate bond yields in terms of maximum

(Max), minimum (Min), standard deviation (STD), mean absolute error (MAE), and aver-

age variance ratio (AVR) in the table. This is likely because the risk-free zero coupon bond

model has three free factors, while the defaultable zero coupon bond model has only two
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Table 4: Estimates of risk-free term structure model

This table reports the ML estimates and standard errors (Std. Err) of the measure Q parameters of the
risk-free zero coupon bond model, as well as the OLS estimates and standard errors (Std. Err) of the VAR
parameters of PCs. The dynamic of PCs is given by a VAR process: PCt = E + FPCt−∆t + εt, where ∆t is
one day. The measure P parameters APC,P and µPC,P are explicit funtions of E and F. These functions are
presented in the online appendix.

Model
Parameters

Estimates Std. Err VAR Coefficients
of PCs

Estimates Std. Err

k1 0.0602 (0.0038) E1 × 100 -0.0454 (0.0176)

k2 0.5442 (0.0078) E2 × 100 0.009 (0.0116)

k3 1.8914 (0.025) E3 × 100 -0.02 (0.009)

Ω1 -0.0094 (0.0004) F[1,1] 0.9986 (0.001)

Ω2 0.0154 (0.001) F[2,1] 0.0214 (0.004)

Ω3 -0.006 (0.0014) F[3,1] 0.0112 (0.0126)

Ω4 -0.0162 (0.0006) F[1,2] -0.0014 (0.0008)

Ω5 0.0256 (0.0012) F[2,2] 0.9938 (0.0026)

Ω6 0.0116 (0.0006) F[3,2] -0.0298 (0.0082)

ϕ 0.0518 (0.0006) F[1,3] 0.0006 (0.0006)

F[2,3] -0.0032 (0.002)

F[3,3] 0.964 (0.0064)

free factors.12 We also plot the average model yields against the average actual yields in

Figure 5. The averages are taken across all the maturities. The figure gives us a good sense

of how well the models perform in capturing the dynamics. The model implied dynamics

are so close to the actual dynamics that we can barely see the differences.

12 Although the defaultable zero coupon bond model has five factors, the first three are the interest rate
factor, and they are not free during the estimation of the defaultable bond model. Therefore only two out of
the five factors essentially contribute to the fitting performance.
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Table 5: Estimates of the parameters related to corporate zero yields

This table reports the ML estimates of the defaultable zero coupon bond model for the seven ratings (AAA,
AA+, AA, AA-, A+, A, and BBB). The parameters are estimated by fixing the risk-free zero coupon bond
model’s parameters at their point estimates reported in Table 4. Standard errors (s.e.) are given in
parentheses.

δ1 δ2 δ3 i κi θi σi η0
i η1

i

AAA -0.092 0.14 1.639 1 0.571 0.022 0.062 0.007 0.634
(0.0106) (0.021) (0.0556) (0.0168) (0.001) (0.0022) (0.0044) (0.3032)

2 0.001 1.302 0.041 0.007 0.517
(0.0002) (0.3) (0.0016) (0.0032) (0.1844)

AA+ -0.069 0.148 1.338 1 0.628 0.023 0.072 0.005 0.548
(0.0172) (0.0318) (0.0668) (0.0314) (0.0016) (0.0034) (0.0052) (0.3536)

2 0.037 0.036 0.044 0.01 0.702
(0.0116) (0.0032) (0.002) (0.0044) (0.2562)

AA -0.145 0.041 1.438 1 0.518 0.032 0.069 0.004 0.302
(0.0148) (0.0452) (0.071) (0.0204) (0.0012) (0.002) (0.0058) (0.3106)

2 0.035 0.055 0.04 0.038 1.381
(0.0058) (0.0044) (0.0014) (0.0212) (0.9066)

AA- -0.158 -0.12 1.515 1 0.537 0.046 0.065 -0.002 0.152
(0.0172) (0.0438) (0.0942) (0.022) (0.0012) (0.002) (0.0074) (0.2488)

2 0.061 0.05 0.046 0.01 0.376
(0.0048) (0.0018) (0.0014) (0.0048) (0.1372)

A+ -0.175 0.208 1.318 1 0.478 0.048 0.065 -0.008 -0.019
(0.0182) (0.0398) (0.092) (0.0284) (0.0012) (0.0024) (0.0078) (0.2328)

2 0.076 0.061 0.047 0.014 0.495
(0.011) (0.0026) (0.002) (0.0064) (0.2148)

A -0.187 0.258 1.359 1 0.476 0.057 0.058 -0.015 -0.154
(0.0152) (0.0424) (0.116) (0.027) (0.0016) (0.0022) (0.0082) (0.2032)

2 0.071 0.062 0.041 0.005 0.111
(0.0082) (0.0028) (0.0016) (0.0062) (0.0564)

BBB -0.168 0.084 1.607 1 0.592 0.065 0.06 -0.017 -0.171
(0.0162) (0.043) (0.1302) (0.024) (0.0014) (0.0022) (0.0114) (0.2266)

2 0.125 0.057 0.047 0.004 0.063
(0.0046) (0.0022) (0.0016) (0.0054) (0.0802)

5.2 Counter-credit-risk corporate yield spreads

Having identified the relationship between intensity ht and interest rate factors, we are

able to explore driving forces of the more corporate-specific factor λ which is the sum of
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Figure 5: Average model yields vs average actual yields

The three subplots on the left, from top to bottom, show the dynamics of 1yr, 5yr, 10yr zero yields (the
risk-free yield and corporate yields of the seven ratings: AAA, AA+, AA, AA-, A+, A, and BBB),
respectively; while the three subplots on the right, from top to bottom, show the dynamics of 1yr, 5yr, 10yr
corporate yield over risk-free yield spreads of the seven ratings.

Nov06 Apr08 Aug09 Dec10 May12
0

2

4

6

8

%

risk free

 

 
Ave Actual Zero Yield

Ave Model Zero Yield

Nov06 Apr08 Aug09 Dec10 May12
0

2

4

6

8
AAA

%

Apr08 Aug09 Dec10 May12
2

4

6

8
AA+

%

Apr08 Aug09 Dec10 May12
2

4

6

8
AA

%

Apr08 Aug09 Dec10 May12
4

6

8

10
AA−

%

Jan09 Jan10 Jan11 Jan12 Jan13
4

6

8

10
A+

%

Jan09 Jan10 Jan11 Jan12 Jan13
6

8

10

12
A

%

Jan09 Jan10 Jan11 Jan12 Jan13
6

8

10

12
BBB

%

29



Figure 6: Intensities (ht) and the risk-free short rate

In this figure, the dynamics of the intensity ht = ∑3
i=1 δiPCi,t + ∑2

i=1 λi,t for all the seven ratings (AAA,
AA+, AA, AA-, A+, A, and BBB) are plotted against the dynamic of the short rate rt = ϕPC + ρPCt. The
longest dynamic is from Apr 2006 to Mar 2013.
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λ1 and λ2 as derived in Section 4.4.

Tables 8 and 9 report the results from regressing λ of different ratings on credit risk and

control variables as well as the lagged λs, i.e., the results of the following regressions:

λt = Intercept + β1adj-log CVIt + β2NPLRt + β3log GDPGt + β4log SSECIt

+β5LMt + β6λt−2∆t + β7λt−∆t + εt,

λt = Intercept + β1adj-ADRt + β2NPLRt + β3log GDPGt + β4log SSECIt

+β5LMt + β6λt−2∆t + β7λt−∆t + εt,

where ∆t is one week.

From the tables, we see almost the same results as Tables 2 and 3, except that we do not

observe any significant relationship between λ and the LM. Specifically, we find that λ is

significantly and negatively related to the aggregate credit risk measures. In contrast, only

few of the coefficients of log SSECI and log GDPG are significant. Apparently the relation-

ships between λ and business cycle and equity market performance are much weaker.

The negative relationship is also graphically shown in Figure 8. In Figure 8a to 8c, we
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Table 6: Summary of the pricing errors

This table reports a summary of pricing errors of both the risk-free zero coupon bond model (fitted to the
risk-free zero yields) and the defaultable zero coupon bond model (fitted to the corporate zero yields of the
seven ratings AAA, AA+, AA, AA-, A+, A, and BBB). The pricing error is defined by the difference between
the actual market yield and the model implied yield. Median, Mean, Maximum (Max), Minimum (Min),
Standard Deviation (STD), Mean Absolute Error (MAE) of the pricing errors panel data (across all maturies
and over time) for each category are reported. Average Variance Ratios (AVR) across all maturies for each
category are also reported, where the variance ratio is defined as 1 - var(pricing error)/var(yield). Except
AVR, all are in basis point.

Median Mean Max Min STD MAE AVR

risk-free 0.019 0.004 21.615 -20.384 4.119 3.017 0.995

AAA -0.079 0.001 34.514 -35.956 8.315 6.172 0.99

AA+ -0.005 -0.014 36.58 -36.034 9.613 7.277 0.985

AA -0.17 -0.066 50.973 -34.77 10.395 8.024 0.986

AA- 0.291 -0.012 72.029 -49.036 11.351 8.425 0.99

A+ -0.229 -0.033 67.891 -58.847 12.685 9.303 0.984

A -0.53 0.045 71.841 -59.547 13.847 10.107 0.987

BBB -0.169 0.053 59.248 -47.697 13.234 10.019 0.989

can clearly see the inverse relationship between levels of the average λ across the ratings

and log CVI, 1yr-fwd ave DR, and NPLR. For log CVI, this level relationship is stronger

in the sample after 2008, and for 1yr-fwd ave DR, it is all the way strong along the whole

sample.

Based on the U.S. corporate bond data, Collin-Dufresne et al. (2001), Elton et al. (2001)

among others show that corporate yield spreads are positively related to credit risks, even

though the credit risk explains only a limited portion of corporate yield spreads.13 We also

find a positive correlation between Aaa, Baa corporate yield spreads and the U.S. CVI, and

13 Huang and Huang (2012) use a calibration approach and show that credit risk accounts for only a small
fraction of yield spreads for investment-grade bonds of all maturities. Based on individual corporate bonds,
Eom et al. (2004) and Bao (2009) study the implication of structure models on the pricing of credit risks in
corporate bonds. Collin-Dufresne et al. (2001) focus on changes in spreads and find that the unexplained
portion is driven by factors that are independent of both credit-risk and standard liquidity measures. Elton
et al. (2001) find that expected default losses account for a low fraction of spreads. They find that the Fama-
French factors and state taxes can largely explain the credit risk premium.
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Figure 7: PCs vs yield curve characteristics

The left panel of this figure plots the dynamics of PC1 and Level; the middle panel of this figure plots the
dynamics of PC2 and Slope; the right panel of this figure plots the dynamics of PC3 and Curvature. Level is
defined as the average of 3mth and 10yr zero yields; Slope is defined as the difference between 10yr and
3mth zero yields; Curvature is defined as 2*(2yr zero yield) - (3mth zero yield + 10yr zero yield).
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(b) PC2 vs slope
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(c) PC3 vs curvature
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present the results in the online appendix. To the best of our knowledge, however, none of

the previous studies has found any negative relationship between corporate yield spreads

and credit risks. This negative relationship we document here undoubtedly presents a

new puzzle in the area of empirical credit risk research. This puzzle is likely due to the

immaturity of China’s corporate bond market. The illiquid secondary market prevents the

bond prices from revealing the true underlying risks. At the same time, the guarantees

provided by high profile parent companies attract credit risk sensitive capital when the

overall credit condition deteriorates. This distorted pricing mechanism might funnel the

credit risks to the corporate bond market. Therefore, instead of diversifying the credit

risks, the corporate bond market actually accumulates the credit risks, if the puzzle were

a reflection of the above-mentioned distorted pricing mechanism. We discuss the cause of

this puzzle in detail later. Before that we first take a look at the risk premium measure.
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Table 7: Correlation between PCs and yield curve characteristics

The left panel of this table reports the correlation between PCs and level, slope, and curvature, the right
panel of this table reports the correlation between first order differences of PCs and those of level, slope,
and curvature. Level is defined as the average of 3mth and 10yr zero yields; Slope is defined as the
difference between 10yr and 3mth zero yields; Curvature is defined as 2*(2yr zero yield) - (3mth zero yield
+ 10yr zero yield).

Correlation in level Correlation in first order difference

PC1 vs
Level

PC2 vs
Slope

PC3 vs
Curvature

PC1 vs
Level

PC2 vs
Slope

PC3 vs
Curvature

0.991 0.764 0.655 0.915 0.901 0.964

Table 8: Results from the regression of λ on adj-log CVI and other control variables

In this table the results from the following regression

λt = Intercept + β1adj-log CVIt + β2NPLRt + β3log GDPGt + β4log SSECIt
+β5LMt + β6λt−2∆t + β7λt−∆t + εt,

are reported for all the seven ratings (AAA, AA+, AA, AA-, A+, A, BBB) as well as the average. The sample
first order autocorrelation of the residuals $ is also reported in the last column. In the table, ***, **, and *
entries represent significance at the 1%, 5%, and 10% levels, respectively. The significance levels are
calculated based on the Bootstrapped standard errors detailed in Appendix A.

Intrcpt β1 β2 β3 β4 β5 β6 β7 $

AAA 1.82*** −13.78*** −0.00 0.67 0.11 −0.04 0.03 0.93*** −0.00

AA+ 2.03*** −16.04*** −0.01 0.79 0.23 0.02 −0.05 1.00*** −0.01

AA 1.59** −14.42*** −0.01 0.34 0.63 0.07 −0.20*** 1.17*** 0.02

AA- 1.41* −13.49*** −0.01 −0.09 0.79 0.10 −0.10 1.08*** 0.00

A+ 3.66*** −16.11*** −0.06*** −0.84 −1.28 0.02 −0.06 1.04*** −0.01

A 3.92** −9.82 −0.21*** −2.84*** −1.94 0.10 −0.07 1.05*** 0.00

BBB 3.88** −10.92 −0.23*** −3.36*** −1.45 0.23 −0.04 1.02*** −0.02

average 1.22** −8.43** −0.01 0.10 0.02 −0.04 −0.18*** 1.16*** 0.01
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Table 9: Results from the regression of λ on adj-ADR and other control variables

In this table the results from the following regression

λt = Intercept + β1adj-ADRt + β2NPLRt + β3log GDPGt + β4log SSECIt
+β5LMt + β6λt−2∆t + β7λt−∆t + εt.

are reported for all the seven ratings (AAA, AA+, AA, AA-, A+, A, BBB) as well as the average. The sample
first order autocorrelation of the residuals $ is also reported in the last column. In the table, ***, **, and *
entries represent significance at the 1%, 5%, and 10% levels, respectively. The significance levels are
calculated based on the Bootstrapped standard errors detailed in Appendix A.

Intrcpt β1 β2 β3 β4 β5 β6 β7 $

AAA 0.09 −0.84*** −0.00 0.74 0.11 −0.03 0.00 0.95*** −0.01

AA+ −0.23 −0.66*** −0.01 0.52 0.41 −0.00 −0.05 1.03*** −0.01

AA −0.49 −0.46* −0.01 0.18 0.77 0.05 −0.22*** 1.21*** 0.02

AA- −0.47 −0.60** −0.01 −0.14 0.83 0.08 −0.11 1.10*** 0.00

A+ 0.88 −0.77*** −0.05*** −0.63 −0.64 −0.01 −0.07 1.06*** −0.01

A 2.15* −0.33 −0.20*** −2.53*** −1.56 0.07 −0.06 1.06*** −0.00

BBB 1.99 −0.41 −0.22*** −3.02*** −1.13 0.20 −0.03 1.03*** −0.02

average 0.16 −0.48** −0.01 0.10 0.02 −0.04 −0.19*** 1.18*** −0.00
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Figure 8: Average λ vs credit risk measures and various control variables

In this figure, the dyanmic of average λ across all the ratings from Apr 2006 to Mar 2013 is plotted against “log of CVI (log CVI)”, “one year forward average default
rate (1yr Fwd ave DR)”, “non-performing bank loan rate (NPLR)”, “log of GDP Growth (log GDPG)”, “log of SSECI (log SSECI)”, and “liquidity measure (LM)”,
and in (a), (b), (c), (d), (e), and (f).
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(b) Ave λ vs 1yr Fwd ave DR
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(c) Ave λ vs NPLR
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(d) Ave λ vs log GDPG
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(e) Ave λ vs log SSECI
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(f) Ave λ vs LM
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5.3 Countercyclical risk premia

As shown in Section 4.4, ψQ − ψP is a model implied measure of short term risk premia

associated with corporate-specific risks. Since not all the MPR parameters of λ1 and λ2

are significant, we use
(

η̂
j
i

)∗
instead of its point estimate η̂

j
i when constructing ψP, where

i = 1, 2, j = 0, 1,

(
η̂

j
i

)∗
=


η̂

j
i

0

if
∣∣∣η̂ j

i

∣∣∣ > s.e.η̂ j
i

if
∣∣∣η̂ j

i

∣∣∣ 6 s.e.η̂ j
i

.

η̂
j
i and s.e.η̂ j

i are shown in Table 5. The dynamics of ψQ − ψP, ψQ, and ψP of different rat-

ings are plotted in Figure 9. The risk premia for the rating AAA are in average lower than

others, this might indicate that the bonds of AAA rating have better liquidity, so investors

are willing to pay lower premia. Interestingly, the risk premia for the ratings A and BBB

are least volatile, and those of BBB are even constant over the whole sample period. The

constant risk premium for BBB rated bonds is merely a result of insignificant estimates of

η1
1 , η0

2 , and η1
2 . In other words, the time-varying property of BBB’s risk premium is statisti-

cally insignificant. This might be because bonds with lowest ratings are least traded.

Following the same procedure in Section 5.2, we inspect the relationship between the

risk premia and aggregate credit risk factors and other control variables. Specifically, we

run the following regression for the test,

ψQ
t − ψP

t = Intercept + β1adj-log CVIt + β2adj-ADRt + β3NPLRt + β4log GDPGt

+β5log SSECIt + β6LMt + β7(ψ
Q − ψP)t−2∆t + β8(ψ

Q − ψP)t−∆t + εt.

Table 10 presents the regression results. As shown, we do not observe significantly

relationships between the risk premium and adj-log CVI and adj-ADR. In contrast, we find

significant correlations between the risk premium and NPLR, log GDPG and log SSECI.

For all the ratings lower than AAA, the coefficients of log GDPG are significantly negative.

This finding is consistent with the evidence in Adrian et al. (2010) about the relationship

between the GDP growth and the macro risk premium. The intuition behind this negative

relationship is that when the economic growth is faster (slower), there is more (less) capital
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Table 10: Results from the regression of ψQ − ψP on adj-log CVI, adj-ADR and other control
variables

In this table the results from the following regression

ψQ
t − ψP

t = Intercept + β1adj-log CVIt + β2adj-ADRt + β3NPLRt + β4log GDPGt

+β5log SSECIt + β6LMt + β7(ψ
Q − ψP)t−2∆t + β8(ψ

Q − ψP)t−∆t + εt,

are reported for the six ratings, AAA, AA+, AA, AA-, A+, and A as well as the average (BBB is not reported
because the model implied risk premium for BBB is constant all time). The sample first order
autocorrelation of the residuals $ is also reported in the last column. In the table, ***, **, and * entries
represent significance at the 1%, 5%, and 10% levels, respectively. The significance levels are calculated
based on the Bootstrapped standard errors detailed in Appendix A.

Intrcpt β1 β2 β3 β4 β5 β6 β7 β8 $

AAA −0.15 0.46 −0.12* −0.00 −0.21 0.25** −0.01 −0.46*** 1.41*** 0.03

AA+ 0.47 −3.87 −0.12 −0.00 −0.39* 0.36* −0.04 −0.48*** 1.39*** 0.02

AA −1.20 5.54 −0.38 −0.02* −1.97** 1.32* −0.08 −0.50*** 1.42*** −0.01

AA- −0.27 −1.68 −0.23 −0.02** −0.65* 0.89** 0.00 −0.55*** 1.49*** 0.00

A+ 0.40 −3.12 −0.08 −0.03** −1.56** 0.73 −0.03 −0.60*** 1.50*** 0.03

A 0.65** −1.82 −0.06 −0.02** −0.48*** 0.04 −0.01 −0.60*** 1.52*** 0.03

average 1.12* −4.72 −0.04 −0.01* −1.20** −0.09 −0.37*** −0.28*** 1.20*** −0.01

for investment and, therefore, lower (higher) risk premia are requested for bearing risks.

This observation somewhat validates our risk premium calculation.

For higher ratings, AAA, AA+, AA, and AA-, the risk premium is positively and sig-

nificantly related to log SSECI. Given the fact that the equity market in China is much

stronger than the corporate bond market (Allen et al., 2009), this positive correlation con-

firms that for the corporate bond investors the equity market is a comparable substitute to

the corporate bond market. Therefore it is “costly” to invest in the corporate bond market.

When the equity market performs better (worse), the opportunity cost for corporate bond

investors becomes higher (lower), therefore they request higher (lower) risk premia.

For all the ratings lower than AA+, the coefficients of NPLR are significantly negative.

As mentioned earlier, the bank loan market in China is much larger than the corporate
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Figure 9: Time varying risk premia

This figure plots the dyanmic of the risk premium measure ψQ − ψP along with the central tendency
variables ψQ (under the measure Q) and ψP (under the measure P) for all the seven ratings (AAA, AA+,
AA, AA-, A+, A, and BBB). A gray dash line at 2% is also plotted to facilitate a rough comparison of the risk
premia across the ratings.
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bond market. This negative relationship between risk premium and NPLR indicates that

the opportunity cost argument mentioned above also applies between bank loan market

and corporate bond market. This is especially sensible since, as mentioned in Section 3.2,

the bank loan data includes a lot of smaller firms that have only bank loans and do not

issue corporate bonds.

It is also worth noting that, for the average rating, we observe significant and negative

coefficient for the LM. This means that, in general, when the liquidity is lower (higher), cor-

porate bond investors request higher (lower) risk premia. Although we do not have this

result for λ, we do observe significant correlation between the LM and the YS (see Tables

2 and 3). This indicates that the LM is negatively related to the risk premium embedded

in the YS. This result is consistent with our previous conjecture that the illiquid secondary

market prevents the bond prices from revealing the true underlying risks. When the sec-

ondary market is noticeably illiquid, the risk premium in the YS will be significantly and

negatively affected by the liquidity of the market, which is positively related to the aggre-

gate credit risk. Therefore, the bond prices would hardly reveal the true underlying credit

risks in the credit bond market.
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Figure 10: Average ψQ − ψP vs credit risk measures and various control variables

In this figure, the dyanmic of average ψQ − ψP across all the ratings from Apr 2006 to Mar 2013 is plotted against “log of CVI (log CVI)”, “one year forward average
default rate (1yr Fwd ave DR)”, “non-performing bank loan rate (NPLR)”, “log of GDP Growth (log GDPG)”, “log of SSECI (log SSECI)”, and “liquidity measure
(LM)” in (a), (b), (c), (d), (e), and (f).
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(b) Ave ψQ − ψP vs 1yr Fwd ave DR
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(c) Ave ψQ − ψP vs NPLR
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(d) Ave ψQ − ψP vs log GDP Growth
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(e) Ave ψQ − ψP vs log SSECI
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(f) Ave ψQ − ψP vs LM
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5.4 An explanation for the counter-credit-risk puzzle

Taken together, the empirical results indicate that the corporate specific risk factor is neg-

atively and strongly related to the aggregate credit risk measures, and its risk premia are

countercyclical and positively related to the stock index (for higher rating bonds) and neg-

atively related to the non-performing bank loan rate (for lower rating bonds). The counter-

credit-risk corporate bond factor presents an interesting puzzle which completely violates

the intended function of the corporate bond market. The puzzle per se deserves great at-

tention and deeper investigation. Here we offer an intuitive explanation for this puzzle

based on the current development of China’s corporate bond market and leave further

exploring to future research.

A buy-side driven market: Given the relatively stable growth of corporate bond issuances,

the increase of the corporate bond supplies, i.e., the total number of bonds available

for trading, is relatively stable over time. Therefore the dynamic of the corporate-

specific factor in the corporate yield spreads is mainly driven by the buy-side force,

i.e., by the money flowing into and out of the market.

A corporate bond market with “zero tolerance” for default for two decades: As mentioned

earlier, most of the corporate bonds are issued by state-owned and state-run compa-

nies, or large/mid-cap Chinese companies. Although after Oct 2007 Chinese corpo-

rate bonds were no longer guaranteed by state-owned banks,14 they are still explicitly

or implicitly backed by their high-profile parent companies or local governments. As

of the end of Feb 2014, there had been NOT a single default occurring in China’s cor-

porate bond market. Zero credit risk has almost become a conventional assumption

among investors in the market.

Attracting credit risk sensitive capital from other markets: Unlike the credit bond mar-

ket, the credit risk is one of the main concerns in the equity and the bank loan mar-

kets. Institutions, which have access to both the corporate bond and the equity mar-

kets (such as investment banks, mutual funds, and hedge funds), or both the corpo-

rate bond and the bank loan markets (such as commercial banks), will shift the capital
14 See “Opinions of China Banking Regulatory Commission on Effectively Preventing the Security Risks

of Corporate Bonds” issued by China Banking Regulatory Commission on 10 Oct 2007.
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in their investment portfolio from high credit risk exposure positions to the corporate

bonds when the credit condition deteriorates. The positive relationship between LM

and the aggregate credit risk mentioned before also supports this story: when credit

risk in the equity and bank loan markets increases, investors flock into credit bonds,

causing their liquidity to increase. This interesting conjecture apparently deserves

further investigation, as it might well serve as an empirical Flight-to-Safety episode

sought by Inghelbrecht et al. (2013). A formal way to test this conjecture is to look at

the flow of funds between the credit bond market and other markets. This exercise,

however, calls for much more data and analysis that are way beyond the scope of the

current paper. We therefore leave this interesting study to future research.

Counter-credit-risk corporate yields: As analyzed above, when the credit risk is high, the

money from credit risk sensitive market flows into the corporate bond market which

is believed to be credit-risk-free, thus reduces the corporate yields. In contrast, when

the credit condition ameliorates, the opportunity cost of investing in the corporate

bond market increases (the substitution effect reflected in the risk premia mentioned

in Section 5.3). Therefore the money flows out of the corporate bond market and the

demand for the corporate bonds decreases. This increases the corporate yields.

Inefficient capital allocation, moral hazard, and credit risk accumulation: One of the most

obvious consequences of the resulting counter-credit-risk corporate yield spreads is

an inefficient capital allocation effect. The distorted function of the corporate bond

market completely mis-prices the credit risk in the opposite direction. The capital

is directed to the market not because of its efficiency in deploying the capital but

of a free insurance against the credit risk. Another consequence that should not be

neglected is the moral hazard issue. In this distorted market corporate bond issuers

are able to raise money more easily when the credit condition is bad than when it is

good. This inevitably gives bond issuers incentives to take more risks when propos-

ing projects. The joint effect of the inefficient capital allocation and the moral hazard

is an accumulation of credit risk. Given the fast growth of China’s corporate bond

market, the accumulating credit risk would become rather harmful to China’s finan-
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cial system. A growing and malfunctioning corporate bond market (unintentionally)

comes with a brewing crisis.

6 Conclusions

Employing risk-free and corporate zero yield data with aggregate credit risk measures and

macroeconomic variables, we document a puzzle of counter-credit-risk corporate yield

spreads in China’s credit bond market. Specifically, we find a significant and negative

relationship between the corporate yield spreads and aggregate credit risk measures, and

the result is robust to the choice of the aggregate credit risk measures and to the inclusion of

various control variables (business cycle, equity market performance, aggregate liquidity

of bond markets). This puzzle per se deserves great attention and deeper investigation,

since a corporate bond market is naturally expected to discover the price of credit risks in

a directly proportional way.

We also find that the corporate yield spreads are positively related to the slope (for the

CB market) and the curvature (for both the CB and CPs&MTNs markets). This finding

contradicts theoretical predictions (Longstaff and Schwartz, 1995; Collin-Dufresne et al.,

2001), and is possibly attributed to the counter-credit-risk puzzle. Another finding is the

positive (negative) relationship between the risk premia and the stock index (the non-

performing bank loan rate), which indicates that for the credit bond investors the equity

market (the bank loan) is a comparable substitute to the credit bond market, and helps

explain the puzzle from an opportunity cost perspective.

We interpret the puzzle as a symptom of the immaturity of China’s credit bond market

in two specific aspects: an illiquid secondary market and a distorted credit risk pricing

mechanism. The emergence of the puzzle (symptom) urges policy makers to focus more

on the development of these two aspects.
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Appendices

A Bootstrapped standard errors

In this appendix, we outline the details of the bootstrapped standard errors. The calcula-

tion consists of the following steps:

1. Estimate the coefficients using OLS, and save the estimates and residuals;

2. Estimate an AR(1) model for the residuals;

3. Simulate residuals based on the estimated AR(1) from step 2, and combine with the

estimates saved in step 1 to generate the LHS variable;

4. Based the generated LHS variable from step 3 and the original RHS variables,15 esti-

mate a new set of coefficients;

5. Repeat steps 3 to 4 one thousand times, the bootstrapped standard errors are the

standard deviations of the one thousand sets of coefficient estimates.

B Risk-free bond model derivation

This appendix derives the risk-free zero coupon bond model. The short rate rt is a affine

function of the state variables Zt,

rt = ϕ + CZt.

Since Zt is a multivariate Gaussian process:

dZt = AZtdt + BdWt,

by Duffie and Kan (1996), the risk-free zero coupon bond P (t, t + x) is given by

P (t, t + x) = exp (H (x)− F (x)ᵀ Zt)

15 Here the original RHS variables exclude the lagged the LHS variable which is generated from step 3.
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where H (x) and F (x) satisfy the ordinary differential equations:

dH (x)
dx

=
1
2

F (x)ᵀ BBᵀF (x)− ϕ and
dF (x)

dx
= AᵀF (x) + Cᵀ

with the boundary conditions H (0) = 0, F (0) = 03×1. F (x) is easily solved and given by

F (x)ᵀ = C
ˆ x

0
exp (As) ds = (C (x)− C)A−1.

Then it follows

H (x) =
1
2

ˆ x

0
(C (s)− C)A−1BBᵀ (Aᵀ)−1 (C (s)− C)ᵀ ds − ϕx

= −
ˆ x

0
C (s)

(
A−1BBᵀ (Aᵀ)−1

)(
Cᵀ − C (s)ᵀ

2

)
ds −

(
ϕ − 1

2
C
(

A−1BBᵀ (Aᵀ)−1
)

Cᵀ
)

x.

Therefore the zero yield yx
t is given by

yx
t = − log (P (t, t + x))

x
= −H (x)

x
+

F (x)ᵀ

x
Zt.

In fact, the model is a variant of A0 (3) developed in Dai and Singleton (2000). If we

take B−1Zt as the state variable, the model will coincide with the canonical representation

of A0 (3) proposed in Dai and Singleton (2000). The reason we use the above represen-

tation is to be consistent with Joslin et al. (2011), so that we would be able to apply their

estimation methodology.

In order to apply Joslin et al. (2011) approach, the model is rotated such that the state

variable is PCt (the first three principal components of risk-free zero yields): by definition

of the principal components, we have

PCt = wm · AmZt + wm · Cm

where wm is the weight matrix for PCs, i.e., PCt = wm · yt, yt =

 yx1
t yx2

t · · · yxn
t


ᵀ

is
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the zero yield curve at time t;

Am =

 F(x1)
x1

F(x2)
x2

· · · F(xn)
xn


ᵀ

Cm = −

 H(x1)
x1

H(x2)
x2

· · · H(xn)
xn


ᵀ

.

Therefore by Dai and Singleton (2000) we have,

rt = ϕPC + ρPCt

where ϕPC = ϕ − C (wm · Am)
−1 wm · Cm, ρ = C (wm · Am)

−1;

dPCt = APC,Q
(

PCt − µPC,Q
)

dt + BPCdWt

where APC,Q = (wm · Am)A (wm · Am)
−1, µPC,Q = wm · Cm, and BPC = wm · AmB.

51



Online appendix to Counter-Credit-Risk

Yield Spreads: A Puzzle in China’s

Corporate Bond Market

JIAN LUO, XIAOXIA YE, AND MAY HU∗

A The relationship between interest rate factors and corpo-

rate bond yield spreads

The coefficients δ1, δ2, and δ3 capture the sensitivity of ht to PC1, PC2, and PC3, respectively.

Using the U.S. data, Litterman and Scheinkman (1991) find that the first three principal

components of the yield curves well represent the level, slope, and curvature, respectively.

This is also true in China’s yield curve data, and is confirmed numerically in Table 7,

and graphically in Figure 7. Therefore, we interpret the coefficients δ1, δ2, and δ3 as the

sensitivity of ht to the level, the slope, and the curvature, respectively.

From Table 5, we can see for all the ratings, δ1 is significantly negative. This finding is

empirically consistent with the evidence in Longstaff and Schwartz (1995), Duffee (1998),

and Collin-Dufresne et al. (2001). In contrast, we find that δ2 is significant and positive

for most of the ratings, i.e., ht is significantly positively related to the slope of the risk-free

yield curve which is an indication of expectations of future short rates. Two exceptions

are in AA and AA- where δ2 is positive but insignificant in AA and significantly negative

in AA-. Similarly, we also find that δ3 is significantly positive for all the ratings. This can
∗Luo (luojian1982cn@gmail.com) is at Wang Yanan Institute for Studies in Economics (WISE), Xia-

men University; Ye (xiaoxia.ye@sbs.su.se) is at Stockholm Business School, Stockholm University; Hu
(may.hu@deakin.edu.au) is at Deakin Graduate School of Business, Deakin University.
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also be interpreted as a positive relationship between ht and expectations of future short

rates, per Giese (2008) the curvature might represent expectations of interest rates even

better than the slope. This finding is the opposite of what is found in Duffee (1998) and

Collin-Dufresne et al. (2001).

At first glance, it seems hard to comprehend this inconsistency since the credit spreads

should be negatively related to both the spot rate and its expectation according to theoret-

ical predictions (Longstaff and Schwartz, 1995; Collin-Dufresne et al., 2001). Why do we

observe this theoretical relationship at the level, but a counter-theory relationship at the

slope and the curvature? In fact, if we take into account the finding about counter-credit-

risk corporate yield spreads, this inconsistency starts to make sense. Since ht is negatively

related to the credit risk, the positive relationships between ht and the slope and the cur-

vature are still consistent with the theoretical predictions. But this does not explain why

we observe negative relationship between ht and the level. To understand this, we refer

to evidence in Duffee (1998) and Jacoby et al. (2009): the negative relationship between

credit spreads and the level is dominantly due to call risks (i.e., the callability of bonds)

and only weakly due to the credit risk. Indeed around 80% of the credit bonds in China are

non-straight bonds, i.e., containing options. All these options are standard fixed-price pro-

visions which allow the issuer to buy back (callable) or the investor to sell back (puttable)

all or part of its outstanding bonds at the par value sometime before the bonds mature. Un-

like the make-whole provisions (see, e.g., Mann and Powers, 2003), in which the price of

the bond when it is called or put is the market present value of all remaining payments, the

standard fixed-price provisions are expected to have significant impact on the YS-Treasury

rate relationship. This negative relationship between ht and the level might be a reflection

of the weak positive relationship due to the credit risk being offset by the strong nega-

tive relationship due to the callability or puttability of bonds.1 We, however, admit that

without a formal model of the embedded call (or put) and rigorous supports that standard

1 The YS of both callable and puttable bonds are negative related to the interest rate, since we have the
following relations:

Price of callable bond = Price of straight bond - Price of call option,
Price of puttable bond = Price of straight bond + Price of put option.
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interpretation of the government bond yield curve really applies in the Chinese case, the

above line of argument is at best an educated conjecture. Nevertheless, these observations

bring up interesting empirical evidence that deserves further and more rigorous study in

another project.

B Modified Pastor and Stambaugh (2003) liquidity measure

In Pastor and Stambaugh (2003), the LM is the equally weighted average of the OLS esti-

mate of γi,t in the following regression across individuals,

re
i,τ+∆t = θi,t + φi,tri,τ + γi,tsign(re

i,τ)vi,τ + εi,τ+∆t, (1)

where ∆t is one day; τ = t− 30∆t, t− 29∆t, . . . , t; re
i,τ = ri,τ − rm,τ, rm,τ is the market return

at time τ; vi,τ is the dollar volume for individual i at time τ.

We construct weekly LM from daily bond price returns and trading volume data. The

data are obtained from Wind, and from the March 2006 to December 2011 of daily fre-

quency. Instead of first running individual regression (1) then aggregating γi,t’s; we aver-

age price returns first, then run the following regression and use the OLS estimate of γt as

our LM:

r̄e
τ+∆t = θt + φtr̄τ + γt

∑nτ
i=1 sign(re

i,τ)vi,τ

nτ
+ ετ+∆t, (2)

where τ = t− 7∆t, t− 6∆t, . . . , t; r̄τ,t =
∑nτ

i=1 ri,τ
nτ

, nτ is the number of traded bonds at time

τ; r̄e
τ = r̄τ − rm,τ. By modifying Pastor and Stambaugh (2003)’s measure in this way, we

reduce the discontinuity that arises when applying (1) to individual returns. The mar-

ket return rm,τ is calculated using prices implied by the average 5-yr corporate zero yield

across all ratings. Specifically, rm,τ+∆t = e−5(ȳ(5)τ+∆t−ȳ(5)τ ) − 1, where ȳ(5)τ is the average 5-yr

corporate zero yield across all ratings at time τ. To make the magnitude of γt close to that

of YSt, we set vi,τ to be in unit of billion RMB.
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C Appropriateness of the OLS estimates of LDV

In this appendix, we run extensive Monte Carlo simulations, and show that the OLS esti-

mates of LDV are appropriate in presence of non-stationarity, series correlated residuals,

endogeneity between LHS and RHS, and measurement errors in LHS and RHS.

We consider the following data-generating process

xi = xi−1 + β′yi + εx,i; (3)

yi = 1.2yi−1 − 0.2yi−2 + βxi + εy,i; (4)

εy,i = $εy,i−1 + ζε,i; (5)

xO
i = xi + ζx,i; (6)

yO
i = yi + ζy,i. (7)

(5) indicates there exists autocorrelation in (4)’s residuals; if β′ in (3) is non-zero, there ex-

ists endogeneity between x and y; xO
i and yO

i in (6) and (7) are the observed variables, so

they are contaminated by measurement errors. In the simulations, the following distribu-

tion conditions are imposed for the noise variables,

εx,i ∼ N(0, 1); ζε,i ∼ N(0, 1); ζx,i ∼ N(0, 0.2); ζy,i ∼ N(0, 0.2).

Given these conditions, (3) and (4) show that both x and y are unit root processes if absolute

values of β and β′ are significantly less than 1.

We then consider the following eight cases of [β, β′, $],

Case 1 [0, 0, 0]; Case 2 [0,−0.1, 0]; Case 3 [0, 0, 0.2]; Case 4 [0,−0.1, 0.2];

Case 5 [−0.3, 0, 0]; Case 6 [−0.3,−0.1, 0]; Case 7 [−0.3, 0, 0.2]; Case 8 [−0.3,−0.1, 0.2].

From Case 1 to Case 8, the above mentioned violations of the classic assumptions are

included gradually. For example, x and y in Case 1 are two independent unit root processes

with measurement errors, and in Case 8 they are two correlated unit root processes with

autocorrelated residuals in y, endogeneity between x and y, and measurement errors. We
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Table 1: Simulation results of LDV for the eight cases

This table reports the simulation results of LDV (8). First column indicates the case number. Mean, median,
and standard deviation (std) of the OLS estimates of β based on the simulated data are reported from
second to fourth columns. [β, β′, ρ] for each case are shown in the last three columns. Sample size is 300,
and 5000 sample paths are simulated in each case.

Case
β̂ (OLS estimate of β)

β β′ ρ
mean median std

1 0.00 0.00 0.02 0 0 0

2 −0.00 0.00 0.02 0 −0.1 0

3 0.00 0.00 0.01 0 0 0.2

4 −0.00 −0.00 0.02 0 −0.1 0.2

5 −0.30 −0.30 0.02 −0.3 0 0

6 −0.30 −0.30 0.02 −0.3 −0.1 0

7 −0.30 −0.30 0.02 −0.3 0 0.2

8 −0.30 −0.30 0.02 −0.3 −0.1 0.2

assume x0, y0,1 = 0, then for each case, 300 data points of x and y are simulated 5000 times,2

and all results are saved. We run the following three regressions to all the simulated time

series to obtain the OLS estimates of β,

yi = βxi + α1yi−1 + α2yi−2 + εi; (8)

∆yi = β∆xi + εi; (9)

yi = βxi + εi; (10)

We refer to (8), (9), and (10) as LDV, DiffV, and LevelV, respectively. DiffV and LevelV are

included in the exercise for comparison purpose.

The results are summarized in Tables 2 to 3, and visualized in Figure 1. From these

2 During the simulation, if either x or y passes the Dickey-Fuller test, the simulated path will be discarded.
At the end, all x and y in the 5000 simulated samples fail to pass Dickey-Fuller test.
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Table 2: Simulation results of Di�V for the eight cases

This table reports the simulation results of DiffV (9). First column indicates the case number. Mean,
median, and standard deviation (std) of the OLS estimates of β based on the simulated data are reported
from second to fourth columns. [β, β′, ρ] for each case are shown in the last three columns. Sample size is
300, and 5000 sample paths are simulated in each case.

Case
β̂ (OLS estimate of β)

β β′ ρ
mean median std

1 −0.00 0.00 0.05 0 0 0

2 −0.00 0.00 0.05 0 −0.1 0

3 0.00 0.00 0.05 0 0 0.2

4 −0.00 −0.00 0.05 0 −0.1 0.2

5 −0.13 −0.13 0.11 −0.3 0 0

6 −0.13 −0.13 0.11 −0.3 −0.1 0

7 −0.14 −0.14 0.11 −0.3 0 0.2

8 −0.13 −0.13 0.11 −0.3 −0.1 0.2

results we can see that the OLS estimates in LDV are seemly unbiased in finite samples

even in presence of non-stationarity and other violations. Therefore, we conclude that us-

ing OLS estimates for the LDV in the regression analysis in this paper is appropriate, even

though most of our LHS variables are non-stationary. We can also see that the OLS esti-

mates in DiffV and LevelV are apparently biased. It is expected that the bias in LevelV

is the most severe, this is the well-known spurious regression when the levels of non-

stationary variables are included in LHS and RHS without any lags. In DiffV the LHS

variable is stationary. Although we do not observe bias in cases 1 to 4 where y and x are

independent unit root processes, we observe significant upward bias in cases 5 to 8 where

DiffV omits the dynamic structure in y. Therefore it is worth noting that the commonly rec-

ommended DiffV does not give unbiased estimates when there exists significant dynamic

structure on the LHS.
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Table 3: Simulation results of LevelV for the eight cases

This table reports the simulation results of LevelV (10). First column indicates the case number. Mean,
median, and standard deviation (std) of the OLS estimates of β based on the simulated data are reported
from second to fourth columns. [β, β′, ρ] for each case are shown in the last three columns. Sample size is
300, and 5000 sample paths are simulated in each case.

Case
β̂ (OLS estimate of β)

β β′ ρ
mean median std

1 0.01 0.01 0.60 0 0 0

2 −0.01 −0.00 0.60 0 −0.1 0

3 0.00 −0.01 0.60 0 0 0.2

4 −0.01 −0.01 0.60 0 −0.1 0.2

5 −18.86 −17.00 20.12 −0.3 0 0

6 −18.33 −16.34 20.07 −0.3 −0.1 0

7 −18.09 −15.50 19.82 −0.3 0 0.2

8 −18.14 −15.62 20.03 −0.3 −0.1 0.2

D Estimation using Joslin, Singleton, and Zhu (2011) ap-

proach

Following Joslin, Singleton, and Zhu (2011) (case P in their paper), we assume that the first

three PCs of the yields are priced perfectly and the yields are observed with measurement

errors. These errors are conditionally independent of lagged values of the measurement

errors, and are further assumed that at time t the measurement errors are normally dis-

tributed with a zero mean and a same variance σ2:

et︸︷︷︸
n×1

∼ N

 0︸︷︷︸
n×1

, σ21n︸︷︷︸
n×n

 ,
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Figure 1: Boxplots of β̂s of LDV, Di�V, and LevelV based on the simulated x and y

This figure presents the boxplots of β̂s of LDV, DiffV, and LevelV for all cases. The upper, middle, and
lower panels correspond to LDV, DiffV, and LevelV, respectively. On each box, the central mark is the
median, the edges of the box are the 25th and 75th percentiles, the two whiskers cover 99.3% of β̂s. The two
gray dash lines indicate the true values of β: 0 in cases 1 to 4; -0.3 in cases 5 to 8. Sample size is 300, and
5000 sample paths are simulated in each case.
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where 1n is an n× n identity matrix. Then, the conditional log likelihood function (under

P) of the observed yields has the two parts:

log ll t|t−∆t = log llerrors
t + log llstates

t|t−∆t,

where ∆t is one day. The first part represents the log likelihood of measurement errors,

log llerrors
t ∝ −1

2
log
(

det
(

σ21n

))
− errorᵀt errort

2σ2 ,
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where

errort = yt −
{

Cm + Am

[
(wm · Am)

−1 (PCt − wm · Cm)
]}

,

Cm and Am are given in Appendix B in the main text.

The second part represents the log transition density of the state variables,

log llstates
t|t−∆t ∝ −1

2
log (det (cv))− (E + FPCt−∆t − PCt)

ᵀ cv−1 (E + FPCt−∆t − PCt)

2

where cv =
´ ∆t

0 exp
(
APC,P (∆t− s)

)
BPC (BPC)ᵀ exp

(
APC,P (∆t− s)

)ᵀ ds; E and F are the

OLS estimates of the following regression

PCt = E + FPCt−∆t + εt;

APC,P is calculated from APC,P =
log(F)

∆t here log is a matrix logarithm operator,3 µPC,P =

(13 − F)−1 E.

Therefore, ∑T∆t
t=2∆t log ll t|t−∆t, where T the total number of days in the sample, is a func-

tion of the data and the measure Q parameters only. This simplification reduces the num-

ber of parameters in the optimization and speeds up the convergence of the estimations.

E Positive correlation between corporate yield spreads and

CVI in the U.S.

In this appendix, we show that in the U.S. Aaa and Baa corporate yield spreads (defined as

the difference between Aaa (Baa) corporate yield and 1-yr treasury yield4) are positively

3 In our estimation, the OLS estimate of F has a unique log (F), i.e., F is nonsingular, and has no negative
eigenvalues, and every eigenvalue of F has an imaginary part lying strictly between −π and π. See, e.g.,
Higham (2008, Theorem 1.31).

4 The yield data are from Federal Reserve Statistical Release, H.15, Selected Interest Rates.
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Figure 2: The U.S. Aaa and Baa corporate spreads v.s. CVI

In this figure, the dyanmics of the weekly U.S. Aaa and Baa corporate yield spreads from Jan 2001 to Apr
2013 are plotted against the U.S. “log of CVI (log CVI)” from Jan 2001 to Apr 2013.
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related to the log CVI (CVIvw). The regression results are as

Spreadt,Aaa = −0.015
(0.023)

+ 1.367∗
(0.786)

log CVIt
100

+ 0.001
(0.039)

Spreadt−2∆t,Aaa + 0.994∗∗∗
(0.039)

Spreadt−∆t,Aaa + εt,

Spreadt,Baa = −0.014
(0.024)

+ 1.697∗∗
(0.817)

log CVIt
100

−0.150∗∗∗
(0.039)

Spreadt−2∆t,Baa + 1.143∗∗∗
(0.039)

Spreadt−∆t,Baa + εt,

where ∆t is one week, and the Bootstrapped standard errors are shown in the brackets.

The positive correlation is clearly reflected by the significantly positive coefficients of log

CVI in the above regressions. We can also visually observe this correlation in Figure 2.

F Results based on yields of Commercial Papers and Medium-

Term Notes (CPs&MTNs)

This appendix reports the corresponding results based on the zero yields of CPs&MTNs.

Table 4 reports the summary statistics of the data. From Tables 6 to 10, we can see that

the counter-credit-risk puzzle also exists in the CPs&MTNs market in China, and the risk

premia in the CPs&MTNs market are also countercyclical. The positive (negative) rela-

tionship between the risk premia and the SSECI (NPLR), however, is much weaker than

10



that for the CB market. Their graphical comparisons are shown in Figure 3 and Figure 4.

The most prominent characteristic that distinguishes the CPs&MTNs market from the

corporate bond market is the relationship between ht and the slope of the term structure

of the risk-free interest rates. As shown in Table 5, the estimates of δ2 for all the ratings

are negative and most of them are significant (the only exception is the rating A). This

means in the CPs&MTNs market, the yield spreads are negatively related to the slope of

the term structure. As shown in Table 5 in the main text, however, this relationship in

the corporate bond market is clearly positive. Apparently, the negative relationship in

the CPs&MTNs market can not be explained by the theoretical arguments mentioned in

Longstaff and Schwartz (1995) and Collin-Dufresne et al. (2001) since the average YS are

again significantly and negatively related to the aggregate credit risk factor. The opposite

relationships with the slope in the CPs&MTNs market and the corporate bond market

might indicate some sort of tradeoff between these two markets, but at this point, we do

not have a satisfactory explanation for this phenomenon. We leave any further exploring

to future research.
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Table 4: Summary statistics of risk-free interest rates and corporate yield spreads (based on
CPs&MTNs)

This table reports summary statistics of risk-free zero yields and corporate yield spreads at 1yr, 3yr, and 5yr
of the eight ratings (AAA, AAA-, AA+, AA, AA-, A+, A, and A-). The corporate yield spread is defined as
the difference between corporate bond zero yield and risk-free zero yield. Starting dates of the data are in
the second column, all data end 1-Apr-2013. Median, Mean, Maximum (Max), Minimum (Min), and
Standard Deviation (STD) of each category are reported. All figures are in percentages.

Start from Maturity Median Mean Max Min STD

risk-free 01-Mar-2006

1 yr 2.474 2.456 4.020 0.920 0.775

3 yr 2.906 2.904 4.256 1.287 0.662

5 yr 3.150 3.221 4.489 1.845 0.571

AAA 22-Apr-2008

1 yr 1.190 1.204 2.720 0.407 0.435

3 yr 1.425 1.422 2.499 0.751 0.293

5 yr 1.542 1.519 2.429 0.772 0.264

AAA- 22-Apr-2008

1 yr 1.341 1.351 2.879 0.489 0.428

3 yr 1.617 1.587 2.676 0.835 0.296

5 yr 1.747 1.731 2.583 1.053 0.232

AA+ 22-Apr-2008

1 yr 1.502 1.579 3.422 0.693 0.543

3 yr 1.853 1.869 3.145 0.874 0.408

5 yr 2.061 2.030 3.144 1.218 0.311

AA 22-Apr-2008

1 yr 1.740 1.867 4.007 0.887 0.685

3 yr 2.221 2.277 3.767 1.421 0.480

5 yr 2.444 2.461 3.621 1.509 0.402

AA- 22-Apr-2008

1 yr 2.118 2.318 5.239 1.217 0.916

3 yr 2.735 2.850 4.917 1.697 0.780

5 yr 2.936 3.097 4.807 1.816 0.700

A+ 22-Apr-2008

1 yr 2.875 3.196 6.217 1.504 1.117

3 yr 3.692 3.862 6.261 2.063 1.099

5 yr 3.839 4.129 6.286 2.491 1.044

A 22-Apr-2008

1 yr 3.419 3.838 6.830 2.023 1.272

3 yr 4.180 4.536 7.225 2.796 1.330

5 yr 4.335 4.814 7.349 2.903 1.334

A- 22-Apr-2008

1 yr 4.053 4.573 7.347 2.702 1.387

3 yr 4.790 5.228 7.921 3.173 1.514

5 yr 4.916 5.512 8.551 3.170 1.552
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Table 5: Estimates of the parameters related to CPs&MTNs zero yields

This table reports the ML estimates of the defaultable zero coupon bond model for the eight ratings (AAA,
AAA-, AA+, AA, AA-, A+, A, and A-). The parameters are estimated by fixing the risk-free zero coupon
bond model’s parameters at their point estimates reported in Table 4 in the main text. Standard errors (s.e.)
are given in parentheses.

δ1 δ2 δ3 i κi θi σi η0
i η1

i

AAA -0.262 -0.13 1.865 1 0.449 0.04 0.067 0.008 0.363
(0.044) (0.0996) (0.1238) (0.0168) (0.0034) (0.0042) (0.0102) (0.3398)

2 0.019 0.16 0.05 0.032 1.176
(0.0202) (0.1166) (0.0032) (0.0264) (0.938)

AAA- -0.248 -0.144 1.645 1 0.476 0.042 0.069 0.013 0.504
(0.0822) (0.0524) (0.1078) (0.04) (0.0066) (0.0034) (0.013) (0.4162)

2 0.004 0.678 0.055 0.04 1.601
(0.0014) (0.1976) (0.0032) (0.0226) (0.8712)

AA+ -0.104 -0.301 1.797 1 0.898 0.035 0.083 0.059 1.7
(0.0382) (0.0328) (0.159) (0.0644) (0.0034) (0.0044) (0.0304) (0.8928)

2 0.134 0.05 0.081 0.03 1.959
(0.0168) (0.0046) (0.0044) (0.014) (0.8068)

AA -0.135 -0.305 2.883 1 0.86 0.039 0.089 0.034 0.894
(0.033) (0.0468) (0.1418) (0.0414) (0.003) (0.0038) (0.032) (0.8924)

2 0.134 0.073 0.062 0.029 1.131
(0.0148) (0.0056) (0.0028) (0.0172) (0.5544)

AA- -0.064 -0.402 2.958 1 1.066 0.042 0.098 0.005 0.173
(0.02) (0.0452) (0.1614) (0.021) (0.001) (0.0034) (0.0134) (0.375)

2 0.175 0.061 0.077 0.026 1.133
(0.009) (0.0016) (0.004) (0.012) (0.4134)

A+ -0.219 -0.425 2.848 1 0.931 0.057 0.087 -0.018 -0.181
(0.019) (0.0436) (0.1258) (0.0132) (0.001) (0.0026) (0.0094) (0.2016)

2 0.185 0.083 0.069 0.009 0.349
(0.0068) (0.0018) (0.003) (0.0078) (0.1742)

A -0.172 -0.281 2.614 1 0.867 0.06 0.077 -0.019 0.246
(0.1036) (0.7548) (1.7422) (0.08) (0.0198) (0.0064) (0.0232) (3.692)

2 0.116 0.08 0.062 -0.009 -0.14
(0.0332) (0.001) (0.0478) (0.0062) (0.0252)

A- -0.197 -0.117 2.225 1 0.848 0.059 0.073 -0.026 -0.317
(0.017) (0.047) (0.1266) (0.0138) (0.0012) (0.003) (0.0098) (0.2124)

2 0.09 0.094 0.052 0.008 0.203
(0.0062) (0.0036) (0.0024) (0.0084) (0.1568)
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Table 6: Results from the regression of YS (based on CPs&MTNs yields) on adj-log CVI and
other control variables

In this table the results from the following regression

YSt = Intercept + β1adj-log CVIt + β2NPLRt + β3log GDPGt + β4log SSECIt
+β5LMt + β6YSt−2∆t + β7YSt−∆t + εt,

are reported for all the seven ratings (AAA,AAA-, AA+, AA, AA-, A+, A, A-) as well as the average. The
sample first order autocorrelation of the residuals $ is also reported in the last column. In the table, ***, **,
and * entries represent significance at the 1%, 5%, and 10% levels, respectively. The significance levels are
calculated based on the Bootstrapped standard errors detailed in Appendix A in the main text.

Intrcpt β1 β2 β3 β4 β5 β6 β7 $

AAA 1.71*** −10.62*** −0.01* −0.17 0.01 0.98* 0.04 0.84*** 0.00

AAA- 1.81*** −8.92*** −0.01* −0.12 −0.45 1.09* 0.00 0.89*** −0.00

AA+ 1.94*** −7.44*** −0.01 −0.17 −0.91* 0.56 −0.12* 1.06*** −0.03

AA 1.91*** −6.62** −0.01* −0.20 −1.04** 0.48 −0.18** 1.14*** −0.04

AA- 1.80*** −6.49** −0.01* −0.02 −1.02** 0.72 −0.19*** 1.18*** −0.04

A+ 1.93*** −7.57*** −0.00 0.25 −1.10** 1.44** −0.25*** 1.23*** −0.03

A 2.32*** −8.84*** −0.00 0.14 −1.33*** 1.20* −0.17** 1.16*** −0.03

A- 2.45*** −7.89*** −0.00 −0.05 −1.57*** 0.31 −0.22*** 1.20*** −0.02

average 2.56*** −12.08*** −0.01 0.05 −0.99 0.21 −0.00 0.97*** −0.02
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Table 7: Results from the regression of YS (based on CPs&MTNs yields) on adj-ADR and other
control variables

In this table the results from the following regression

YSt = Intercept + β1adj-ADRt + β2NPLRt + β3log GDPGt + β4log SSECIt
+β5LMt + β6YSt−2∆t + β7YSt−∆t + εt.

are reported for all the seven ratings (AAA,AAA-, AA+, AA, AA-, A+, A, A-) as well as the average. The
sample first order autocorrelation of the residuals $ is also reported in the last column. In the table, ***, **,
and * entries represent significance at the 1%, 5%, and 10% levels, respectively. The significance levels are
calculated based on the Bootstrapped standard errors detailed in Appendix A in the main text.

Intrcpt β1 β2 β3 β4 β5 β6 β7 $

AAA 0.27 −0.41** −0.01 −0.25 −0.04 1.03* 0.05 0.88*** 0.01

AAA- 0.54 −0.39** −0.01 −0.19 −0.38 1.10* 0.01 0.92*** 0.01

AA+ 0.85* −0.41** −0.01 −0.19 −0.81 0.56 −0.11 1.06*** −0.02

AA 1.01** −0.44*** −0.01* −0.20 −1.01** 0.46 −0.16** 1.13*** −0.03

AA- 0.92** −0.44*** −0.01** −0.01 −0.99** 0.71 −0.18** 1.17*** −0.03

A+ 0.77 −0.51*** −0.00 0.41 −0.95* 1.44** −0.22*** 1.21*** −0.02

A 0.97** −0.60*** −0.00 0.31 −1.16** 1.20* −0.14** 1.14*** −0.02

A- 1.20** −0.51*** −0.00 0.11 −1.39*** 0.32 −0.20*** 1.19*** −0.02

average 0.77 −0.71*** −0.01 0.09 −0.77 0.21 0.01 0.98*** −0.01
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Table 8: Results from the regression of λ(based on CPs&MTNs yields) on adj-log CVI and other
control variables

In this table the results from the following regression

λt = Intercept + β1adj-log CVIt + β2NPLRt + β3log GDPGt + β4log SSECIt
+β5LMt + β6λt−2∆t + β7λt−∆t + εt,

are reported for all the seven ratings (AAA, AAA-, AA+, AA, AA-, A, A, A-) as well as the average. The
sample first order autocorrelation of the residuals $ is also reported in the last column. In the table, ***, **,
and * entries represent significance at the 1%, 5%, and 10% levels, respectively. The significance levels are
calculated based on the Bootstrapped standard errors detailed in Appendix A in the main text.

Intrcpt β1 β2 β3 β4 β5 β6 β7 $

AAA 0.79 −26.61*** −0.00 2.09* 3.74*** −0.54 −0.07 0.99*** 0.00

AAA- 1.02 −24.64*** −0.00 1.98 3.08*** −0.35 0.02 0.90*** 0.00

AA+ 2.17* −16.78*** −0.01 1.09 0.36 −0.12 −0.26*** 1.19*** −0.03

AA 2.79* −19.72*** −0.01 0.94 0.19 0.61 −0.26*** 1.20*** −0.02

AA- 3.45** −18.77** −0.01 0.53 −0.76 −2.04 −0.24*** 1.19*** −0.04

A+ 1.78 −17.65** −0.01 1.77 0.70 0.16 −0.11 1.09*** −0.01

A 2.44 −18.61** −0.01 1.04 0.25 0.59 −0.20*** 1.17*** −0.02

A- 2.79* −18.63*** −0.01 0.65 −0.10 −0.94 −0.22*** 1.19*** −0.01

average 1.64 −16.15*** −0.01 0.91 0.86 −1.02 −0.13* 1.10*** −0.01
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Table 9: Results from the regression of λ(based on CPs&MTNs yields) on adj-ADR and other
control variables

In this table the results from the following regression

λt = Intercept + β1adj-ADRt + β2NPLRt + β3log GDPGt + β4log SSECIt
+β5LMt + β6λt−2∆t + β7λt−∆t + εt.

are reported for all the seven ratings (AAA, AAA-, AA+, AA, AA-, A, A, A-) as well as the average. The
sample first order autocorrelation of the residuals $ is also reported in the last column. In the table, ***, **,
and * entries represent significance at the 1%, 5%, and 10% levels, respectively. The significance levels are
calculated based on the Bootstrapped standard errors detailed in Appendix A in the main text.

Intrcpt β1 β2 β3 β4 β5 β6 β7 $

AAA −2.58*** −1.20*** −0.00 1.42 3.53*** −0.57 −0.06 1.00*** −0.00

AAA- −2.21*** −1.09*** −0.01 1.29 3.03*** −0.39 0.03 0.91*** 0.00

AA+ −0.17 −0.89** −0.01 0.96 0.49 −0.12 −0.25*** 1.20*** −0.03

AA 0.18 −1.24*** −0.01 0.91 0.24 0.59 −0.25*** 1.19*** −0.02

AA- 1.11 −1.34*** −0.01 0.55 −0.84 −2.03 −0.23*** 1.17*** −0.04

A+ −0.65 −1.14** −0.01 1.79 0.84 0.15 −0.10 1.08*** −0.01

A −0.35 −1.06** −0.01 1.08 0.59 0.57 −0.18*** 1.16*** −0.02

A- −0.14 −1.00** −0.01 0.73 0.37 −0.96 −0.20*** 1.19*** −0.01

average −0.61 −0.97** −0.01 0.86 1.00 −1.05 −0.12* 1.09*** −0.01
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Table 10: Results from the regression of ψQ − ψP(based on CPs&MTNs yields) on adj-log CVI,
adj-ADR and other control variables

In this table the results from the following regression

ψQ − ψP
t = Intercept + β1adj-log CVIt + β2adj-ADRt + β3NPLRt + β4log GDPGt

+β5log SSECIt + β6LMt + β7(ψ
Q − ψP)t−2∆t + β8(ψ

Q − ψP)t−∆t + εt,

are reported for all the seven ratings (AAA, AAA-, AA+, AA, AA-, A, A, A-) as well as the average. The
sample first order autocorrelation of the residuals $ is also reported in the last column. In the table, ***, **,
and * entries represent significance at the 1%, 5%, and 10% levels, respectively. The significance levels are
calculated based on the Bootstrapped standard errors detailed in Appendix A in the main text.

β0 β1 β2 β3 β4 β5 β6 β7 β8 $

AAA −3.1* 1.1 0.6 0.0 −4.6*** 5.3*** 1.6 −0.5*** 1.3*** 0.0

AAA- −4.3** 9.0 0.2 0.0 −5.6*** 5.7*** 1.3 −0.4*** 1.2*** 0.0

AA+ 0.3 −8.2 0.2 0.0 −1.0 1.4* 0.8 −0.5*** 1.4*** −0.0

AA −0.0 −7.0 −0.0 0.0 −1.6** 1.9** −0.5 −0.4*** 1.3*** −0.0

AA- 1.8 −23.5* 0.6 −0.0 −3.4** 2.8** 2.5* −0.4*** 1.3*** 0.0

A+ 0.4 −3.3 −0.1 0.0 −1.4** 0.6 0.4 −0.4*** 1.3*** 0.0

A −0.1 0.8 0.0 0.0 0.3 −0.1 −0.0 −0.4*** 1.3*** 0.1

A- 0.5 −2.2 −0.0 −0.0 −0.8 0.2 −0.1 −0.4*** 1.4*** 0.1

average −0.4 −4.3 0.1 0.0 −2.6*** 2.2*** −0.0 −0.3*** 1.1*** −0.0
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Figure 3: Average λ (based on CPs&MTNs yields) vs credit risk measures and various control variables

In this figure, the dyanmic of average λ across all the ratings from Apr 2008 to Mar 2013 is plotted against “log of CVI (log CVI)”, “one year forward average default
rate (1yr Fwd ave DR)”, “non-performing bank loan rate (NPLR)”, “log of GDP Growth (log GDPG)”, “log of SSECI (log SSECI)”, and “liquidity measure (LM)” in
(a), (b), (c), (d), (e), and(f).

(a) Ave λ vs log CVI
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(b) Ave λ vs 1yr Fwd ave DR
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(c) Ave λ vs NPLR
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(d) Ave λ vs log GDPG
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(e) Ave λ vs log SSECI
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(f) Ave λ vs LM
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Figure 4: Average ψQ − ψP (based on CPs&MTNs yields) vs credit risk measures and various control variables

In this figure, the dyanmic of average ψQ − ψP (based on CPs&MTNs yields) across all the ratings from Apr 2008 to Mar 2013 is plotted against “log of CVI (log
CVI)”, “one year forward average default rate (1yr Fwd ave DR)”, “non-performing bank loan rate (NPLR)”, “log of GDP Growth (log GDPG)”, “log of SSECI (log
SSECI)”, and “liquidity measure (LM)” in (a), (b), (c), (d), (e), and (f).

(a) Ave ψQ − ψP vs log CVI
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(b) Ave ψQ − ψP vs 1yr Fwd ave DR
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(c) Ave ψQ − ψP vs NPLR
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(d) Ave ψQ − ψP vs log GDP Growth
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(e) Ave ψQ − ψP vs log SSECI
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(f) Ave ψQ − ψP vs LM
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