
 

The University of Bradford Institutional 
Repository 

http://bradscholars.brad.ac.uk 

This work is made available online in accordance with publisher policies. Please refer to the 

repository record for this item and our Policy Document available from the repository home 

page for further information. 

To see the final version of this work please visit the publisher’s website. Access to the 

published online version may require a subscription. 

Link to publisher’s version: https://doi.org/10.1093/qjmed/hcw110 

Citation: Faisal M, Howes R, Steyerberg EW et al (2017) Using routine blood test results to predict 

the risk of death for emergency medical admissions to hospital: an external model validation 

study. QJM: An International Journal of Medicine. 110(1): 27-31. 

Copyright statement: © The Authors 2016. Published by Oxford University Press on behalf of 

the Association of Physicians. This is a pre-copyedited, author-produced version of an article 

accepted for publication in QJM: An International Journal of Medicine following peer review. The 

version of record [Faisal M, Howes R, Steyerberg EW et al (2017) Using routine blood test results 

to predict the risk of death for emergency medical admissions to hospital: an external model 

validation study. QJM: An International Journal of Medicine. 110(1): 27-31.] is available online at: 

https://doi.org/10.1093/qjmed/hcw110 

 

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Bradford Scholars

https://core.ac.uk/display/153515052?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
https://doi.org/10.1093/qjmed/hcw110
https://doi.org/10.1093/qjmed/hcw110


 

1 
 

Using routine blood test results to predict the risk of death for 

emergency medical admissions to hospital: an external model 

validation study 

Muhammad Faisal
1,5

, Robin Howes
2
, Ewout W. Steyerberg

3
, Donald Richardson

4
, 

Mohammed A Mohammed
1,5,6,*

 

 

1
Faculty of Health Studies, University of Bradford, Bradford, UK  

2
Northern Lincolnshire and Goole NHS Foundation, Diana, Princess of Wales Hospital 

Grimsby, North East Lincolnshire, UK 

3
Dept of Public Health, Erasmus University, Rotterdam, The Netherlands 

4
MBChB, Department of Renal Medicine, York District Hospital, York , UK 

5
Bradford Institute for Health Research, Bradford Teaching Hospitals NHS Foundation Trust, Bradford, UK 

6
Yorkshire and Humberside Academic Health Sciences Network, UK. 

 

 

Muhammad Faisal M.Faisal1@bradford.ac.uk 

Robin Howes robin.howes@nhs.net 

Ewout W. Steyerberg E.Steyerberg@ErasmusMC.nl 

Donald Richardson drichardson@doctors.org.uk 

Mohammed A Mohammed M.A.Mohammed5@bradford.ac.uk 

 

Funding: There is no specific funding for this research. 

Conflict of Interest: The authors declare that there are no conflicts of interest. 

*Crossponding Author 

  

mailto:M.Faisal1@bradford.ac.uk
mailto:robin.howes@nhs.net
mailto:drichardson@doctors.org.uk
mailto:M.A.Mohammed5@bradford.ac.uk


 

2 
 

Abstract 

Background 

The Biochemistry and Haematology Outcome Model (BHOM) relies on the results from routine index 

blood tests to predict the patient risk of death. We aimed to externally validate the BHOM model. 

Method 

We considered all emergency adult medical patients who were discharged from Northern 

Lincolnshire and Goole (NLAG) hospital in 2014. We compared patient characteristics between NLAG 

(the validation sample) and the hospital where BHOM was developed. We evaluated the predictive 

performance, according to discriminative ability (with a concordance statistic, c), and calibration 

(agreement between observed and predicted risk). 

Result 

There were 29 834 emergency discharges of which 24 696 (83%) had complete data. In comparison 

with the development sample, the NLAG sample was similar in age, blood test results, but 

experienced a lower mortality (4.7% vs 8.7%). When applied to NLAG, the BHOM model had good 

discrimination (c-statistic 0.83 [95% CI 0.823 - 0.842]). Calibration was good overall, although the 

BHOM model overpredicted for lowest (<5%, observed = 229,predicted =286) and highest (≥50%, 

observed = 31, predicted = 49)  risk groups, even after recalibrating for the differences in baseline 

risk of death. 

Conclusion 

Differences in patient case-mix profile and baseline risk of death need to be considered before the 

BHOM model can be used in another hospital. After re-calibrating for the baseline difference in risk 

the BHOM model had good discrimination but less adequate calibration. 

Keywords:  Critical Care; Emergency Medicine; Biochemistry & metabolism 
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Introduction 

Statistically derived risk equations are widely used to support healthcare professionals in the 

research, audit and delivery of healthcare. Examples of risk equations include Acute Physiology and 

Chronic Health Evaluation (APACHE),1 Mortality Probability Model (MPM),2 and for more examples 

see.3 Typically the risk equations are developed by randomly splitting the data into two parts – 

"training" and "testing". This approach, known as internal validation,4 has been criticised because (a) 

the subsequent model performance statistics are optimistic and (b) typically, the use of the risk 

equation is beyond the settings where the equation was first developed and internal validation does 

not give any indication about the performance of the model in another setting. The use of external 

validation, where the model is tested using data from another setting, is now seen as an important 

step in model development. 4–8 

The Biochemistry and Haematology Outcome Model (BHOM) was developed by researchers at 

Portsmouth Hospital NHS Trust based on routinely collected biochemistry and haematology blood 

test results along with basic demographic information for 9 497 adults discharged from a medical 

speciality hospital during one year (January 2001 – December 2001).  A major advantage of the 

BHOM model is that the covariates are clinically meaningful, collected as part of the process of care 

and these data are available within a few hours of the patient admission. The BHOM model was 

internally validated and found to have good discrimination (c-statistics 0.757 to 0.779) and good 

calibration (non-significant p-values from the Hosemer-Lemeshow deciles of risk table) 9 -10. 

Nonetheless the BHOM model has not been externally validated – an important step before it can 

used outside of the hospital in which it was developed. 

We aimed to externally validate the BHOM model, by considering its calibration and discrimination 

in a cohort of patients discharged from another hospital following an acute admission. 
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Methods 

Setting & data for external validation 

Our cohort of emergency admissions is from the Northern Lincolnshire and Goole NHS Foundation 

Trust (NLAG) in England. All 24 696 adults (age≥16 years) emergency patients discharged during the 

year 2014 (1 January 2014 to 31 December 2014) were included. For each admission we obtained 

the patients age, gender (male/female), discharge status (alive/dead) and index blood test results 

used in the BHOM model from the hospital computer system. The covariates set was:- age on 

admission (years), gender (female=0/male=1), albumin (g/L), creatinine (µmol/L), haemoglobin, 

potassium (mmol/L), sodium (mmol/L), white cell count (109 cells/L), urea (mmol/L), and ratio of urea 

(mmol/L) and creatinine (µmol/L). We also considered records which had no missing data (24 696/29 

834 (83%)), as did here.9 We did not consider elective patients because the intended use of the 

BHOM model in NLAG was for acute medical patients. 

The BHOM Model 

The BHOM risk equation is shown below:- 

𝑙𝑜𝑔 (
𝑅

1 − 𝑅
) = −10.192 − (0.013 × 𝑔𝑒𝑛𝑑𝑒𝑟) + (5.712 × 𝑚𝑜𝑑𝑒 𝑜𝑓 𝑎𝑑𝑚𝑖𝑠𝑠𝑖𝑜𝑛)

+ (0.053 × 𝑎𝑔𝑒 𝑜𝑛 𝑎𝑑𝑚𝑖𝑠𝑠𝑖𝑜𝑛) + (0.018 × 𝑢𝑟𝑒𝑎) − (0.001 × 𝑠𝑜𝑑𝑖𝑢𝑚)

− (0.101 × 𝑝𝑜𝑡𝑎𝑠𝑠𝑖𝑢𝑚) − (0.047 × 𝑎𝑙𝑏𝑢𝑚𝑖𝑛) − (0.037 × ℎ𝑎𝑒𝑚𝑜𝑔𝑙𝑜𝑏𝑖𝑛)

+ (0.067 × 𝑤ℎ𝑖𝑡𝑒 𝑐𝑒𝑙𝑙 𝑐𝑜𝑢𝑛𝑡) + (0.001 × 𝑐𝑟𝑒𝑎𝑡𝑖𝑛𝑖𝑛𝑒) + (2.744

× 𝑢𝑟𝑒𝑎/𝑐𝑟𝑒𝑎𝑡𝑖𝑛𝑖𝑛𝑒) 

Where R is risk of death in hospital and the variables gender and mode of admission are coded 

female=0, male=1, elective=0, and emergency=1, respectively. The other covariates are continuous 

values based on routine blood test results. 
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Statistical analyses 

We followed a previously proposed framework for the external validation of clinical prediction 

models.6 There are two key steps: 

1. To determine the relatedness of the patients in the model development sample with the 

patients in the external validation sample. This preliminary step helps to determine the 

extent to which the model is being validated in a patient population that is not materially 

dissimilar to the development sample. 

2. To assess the performance of the model on the external validation sample by determining 

the model discrimination and calibration. For discrimination, we use the area under the 

receiver-operator curve (AUROC) or concordance (c)-statistic. AUROC is the probability that 

the model will predict a higher risk of death for a randomly selected patient who died, 

compared to a randomly selected patient who survived.4-5 Calibration is the relationship 

between the observed and predicted risk of death and can be usefully seen on a scatter plot 

(y-axis observed risk, x-axis predicted risk). Perfect predictions should be on the 45° line.  

The intercept (a) and slope (b) of this line gives an assessement of ‘calibration-in-the-

large’.11 At model development, a = 0 and b = 1, but at validation, calibration-in-the-large 

problems are indicated if a is not 0 and if b is more/less than 1 as this reflects problems of 

under/over prediction.5 We also use the Hosmer–Lemeshow (HL) goodness of fit test for 

calibration with degree of freedom 𝑑𝑓 = 𝑔 − 1,4 where 𝑔 is deciles of risk groups as defined 

by Prytherch et al., 2005 (see Table 2). 

Before we could apply the BHOM model we made two adjustments based on preliminary 

observations. (1) We divided the NLAG haemoglobin results by 10 to ensure they were compatible 

with units for haemoglobin in the BHOM model. (2) We noted that the mortality in NLAG is almost 

half that of Portsmouth Hospital (4.69% vs 8.7%). To correct for this difference in baseline risk we 

adjusted the constant term in the BHOM model, by trial and error (see supporting Microsoft Excel 



 

6 
 

file)  and selecting the value (-11.3235) which produced optimal calibration. The mean risk of death 

for NLAG from the model with the revised constant was thus similar with BHOM model 4.69% 12. 

Ethical Approval 

The study does not require ethical approval because it meets the exemption criteria ("Research 

limited to secondary use of information previously collected in the course of normal care (without 

an intention to use it for research at the time of collection), provided that the patients or service 

users are not identifiable to the research team in carrying out the research.13)" 

Results 

Cohort description 

There were 29 834 emergency discharges from during the year 2014, of which 24 696 (83%) had 

complete data. The mean age of patients was 63.1 years (SD 21.1), the female to male ratio was 1.14 

and the in-hospital mortality was 4.69% (1159/24696).  The relationship between the continuous 

covariates and mortality are shown in Figure 1 and Figure 2. 

External Validation Results 

Step 1: Relatedness of the patient samples 

The mean and SD for each continuous covariates showed no major differences between the 

development sample (Portsmouth Hospital) and external validation sample (NLAG), with the 

exception of albumin which appear to be higher in Portsmouth. 

 

Step 2: Assessing the model performance  

We applied the BHOM model to the validation sample at NLAG. The resulting c-statistic 

(discrimination) was 0.833 (95% confidence interval 0.823 to 0.843) and the calibration in-the-large 
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was 𝑎 = 0 and 𝑏 = 0.99.  Calibration plots (Figure 3), without and with re-calibration for differences 

in baseline risk showed systematic over prediction which still persisted in the higher risk (risk >0.40)  

groups. 

 

The H-L deciles of risk calibration test (see table 2), after recalibrating for baseline differences, was 

statistically significant p<0.001 (X2 = 51.49, 8 df). Over prediction was evident in the lowest risk group 

(≥0% to <5%, n=16804, X2 = 10.13, 1 df), where there were 229 observed deaths compared with 286 

predicted deaths, and in the highest risk group (≥50% to <100%, n=66, X2 = 27.40, 1 df), where there 

were 31 observed deaths compared with 43 predicted deaths. Under prediction was seen in the fifth 

risk group ( ≥12.5% to <15%, n=695, X
2 = 7.15, 1 df) where there were 119 observed deaths 

compared with 95 predicted deaths. 

Discussion 

The performance of the BHOM model based on internal validation was good - the discrimination (c-

statistic) for BHOM was 0.757 to 0.779 and the Hosmer-Lemeshow deciles of risk calibration 

produced no statistically significant difference between predicted and observed mortality (p>0.05). 

We undertook an external validation exercise for the BHOM model using data for emergency 

medical admissions at NLAG hospital over one year. As far as we are aware, this is the first external 

validation attempt of the BHOM model. We found that after re-calibrating for the baseline 

difference in risk between the two cohorts of patients, the BHOM model had good discrimination, 

but less adequate calibration - it over predicted for lowest (<5%, observed = 229, predicted =286) 

and highest (≥50%, observed = 31 , predicted = 49)  risk groups. 

Whilst the BHOM model has attractive features of using results from routine blood tests (without 

additional data collection) its use outside of hospital in which it was developed requires attention to 
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two key issues. (1) Consideration and, where necessary, correction for differences in baseline risk by 

adjusting the constant term in the BHOM model. (2) Investigation of predicted versus observed risk 

as seen in a calibration plots, which in our case, showed that differences persisted even after 

correcting for baseline differences in risk of death. The inadequate calibration is not readily 

explained by difference in the distribution of continuous and categorical covariates. Further work to 

consider reasons for inadequate calibration are required. There are several possible issues. (1) The 

sample sizes at NLAG are almost three times as large as Portsmouth hospital (24 696 vs 9 497). This 

would increase the risk of spuriously low p-values which are statistically significant but clinically 

insignificant. (2). The calibration deteriorates in higher (≥50%) risk groups and so the model 

predictions could be capped at this threshold. (3) The relationship between covariates and risk of 

death may be significantly different in NLAG versus a Portsmouth hospital. This could be explored 

using tests for interactions. Nonetheless it is worth emphasising that whilst these desktop 

approaches are useful and can correct for some issues in model performance, the ultimate question 

is to determine the extent to which such risk equations support clinical decision making and enhance 

safety and quality of patient care. 

Conclusion 

Differences in patient case-mix profile and baseline risk of death need to be considered before the 

BHOM model can be used in another hospital. We found that after re-calibrating for the baseline 

difference in risk between the two cohorts of patients, the BHOM model had good discrimination, 

but less adequate calibration. 
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Portsmouth 

Hosptial 
NLAG 

Variables Mean SD Mean SD 

Age (years) 63.3 20.8 63.1 21.1 

Albumin (g/L) 39.7 5.7 34.0 6.2 

Creatinine (µmol/L) 114.3 80.5 100.3 77.9 

Haemoglobin  13.5 2.2 12.9 2.2 

Potassium (mmol/L) 4.3 0.6 4.1 0.6 

Sodium (mmol/L) 137.8 4.4 137.0 4.8 

White cell count (10
9
 cells/L) 10.4 4.9 9.9 6.9 

Urea (mmol/L) 8.0 6.7 7.3 5.8 

Urea (mmol/L)/ Creatinine (µmol/L) 0.07 0.03 0.07 0.03 

 

Table 1: Relatedness of continuous covariates in BHOM and NLAG data sets 
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Risk group(%) No. of cases Mean predicted risk (%) Predicted Observed      X
2 

≥0 to <5 16804 1.70 286 229 10.13 

≥5 to <7.5 3023 6.16 186 209 2.25 

≥7.5 to <10 1801 8.65 156 175 3.14 

≥10 to <12.5 1090 11.13 121 125 0.07 

≥12.5 to <15 695 13.64 95 119 7.15 

≥15 to <20 651 17.17 112 113 0.01 

≥20 to <25 292 22.24 65 69 0.73 

≥25 to <33 173 28.17 49 47 0.40 

≥33 to <50 101 39.31 40 42 0.22 

≥50 to <100 66 74.90 49 31 27.40 

≥0 to <100 24696 - 1159 1159 51.49 

Table 2: Hosmer-Lemeshow deciles of risk table 
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Figure 1: Boxplot without outliers for continuous covariates with respect to patient’s discharge 

status (Alive/Died) 
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Figure 2: Scatter plots showing the observed risk of death with continuous covariates. 
NB: y-axis range changes in each plot. 
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Figure 3: Calibration plots: (A) before recalibrating the BHOM model (B) after recalibrating for differences in 
baseline risk. 
Dashed line is the ideal. Dotted line is actual. 
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