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A.J. Cresswell, J. Carter and D.C.W. Sanderson

Scottish Universities Environmental Research Celiast Kilbride G75 0QF, UK

Abstract

The dating of materials using stored dose metheqisires accurate determination of the
environmental dose rate. The calculation of dosesriom radionuclide concentrations
requires conversion parameters derived from nuclata (half life, decay energies and
intensities, and branching ratios). With the suttshbody of primary data, it is convenient
to use data from evaluated libraries. These libsashow variations reflecting both newer
data unavailable to earlier evaluations and thetix& importance given to different data sets
by the evaluators. Commonly used conversion paemnéerive from the Evaluated Nuclear
Structure Data File (ENSDF), either directly ormfr@econdary publications, with new
tabulations produced in recent years following s@ris to this library. Other international
evaluations of nuclear data include the NEA/OECPpsuted JEF2.2 and JEFF3.11
evaluations, and the Decay Data Evaluation Pr@i2DEP). A technique comparing
different evaluations to identify data that can betconfidently used has been developed.
These differences have been investigated with atuatron of underlying nuclear data.
Particular radionuclides of interest are discus&¥Bj where recent evaluations depend on a
single high precision data sét°Ac where the decay scheme is incomplete and further
measurements are required, 4fitlwhere the mean beta energy has been calculatae in

evaluations using an incorrect shape factor. Rdwieese rate conversion factors have been
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produced, which are largely consistent with eart@ues with the exception of tA& beta

parameter which is 4% higher than recent valuestusistent with earlier calculations.

Keywords

Dose rate conversion factors; evaluated nuclear, @4#4Bi; 228Ac; 40K

Resear ch Highlights

Innovative comparison of evaluated libraries tahlight lower confidence data

Highlighted radionuclides with lowest confidencaada214Bi, 228Ac, 40K

40K beta spectrum incorrect in all evaluated limsrimproved mean energy given

Revised dose rate conversion factors using befitbieadata given

1. Introduction

In luminescence or electron-spin resonance datie@ge of a mineral is determined from the
ratio of the measured equivalent dose to the enmemtal dose rate the mineral had been
exposed to, including appropriate corrections fairgsize and water content. In some
instances dose rates can be measured directly imssitu spectrometers or dosimeters, but
in many cases dose rates calculated from measutemiethe activity concentration (Bq kg

1) or elemental concentrations (% or ppm) of natradionuclides, or alpha and beta
counting rates, in samples returned to the labordtw analysis are needed in the absence of
field measurements or to supplement other measutsmEhis calculation uses dose rate
conversion factors derived from nuclear data. Tdl#ation of field instruments and

dosimeters often also relies on appropriate comwefactors.
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These conversion factors have been calculatedadiraes since the 1970’s, following
revisions to the nuclear data used, as shown inlkighe values for these parameters are
tabulated in the supplementary material. These sttome significant variation, but with
recent estimates converging on a common value mwétiew % uncertainty. Nevertheless,
comparisons between dose rates determined byehtfenethods and institutions continue to
show discrepancies, with the conversion factorsl eng one potential explanatory factor.
Therefore, there is reason to examine these caowdisctors again. As the nuclear data used
to determine these factors is updated, it coulddked whether it is necessary to update the
conversion factors? Or, has the point been reacihede those updates will not lead to
significant changes in the conversion factors? Aodyhat extent can we be confident in the
nuclear data used? It would be beneficial if vaviat in nuclear data had been settled to
values that are very unlikely to change signifiantith further measurement, from which

the stored dose dating community could derive aeeaset of conversion factors. It is the
aim of this work to examine whether this point basn reached, and if not what is needed to

move closer to that position.

The nuclear data required for these calculatioaghas energies and intensities of discrete
radiation (alpha, gamma and x-ray) and the intessénd mean energies of beta radiation,
which requires both the decay endpoint and shapigedieta spectrum. When nuclide
concentrations are expressed as elemental contensrgopm or %) then the half lives of the

decays are also required.

2. Nuclear Data Tables



76  With the very large quantity of nuclear data avagaand the specialist nature of many

77 publications, it is often impractical to assimiléive primary data, and it is therefore

78 convenient to refer to evaluated libraries. In thark, three such libraries are considered.
79

80 The Evaluated Nuclear Structure Data File (ENSD&3 e first comprehensive nuclear
81 structure data base, developed by staff at BerlaatelyOak Ridge in the late 1970s while the
82 7" Edition of theTable of Isotopes was being compiled, with the first version of theta base
83 largely mirroring theTable of Isotopes 7" Edition. The ENSDF consortium developed, and
84 an international network of evaluators was esthblisunder the IAEA. The ENSDF database
85 is maintained by the US National Nuclear Data Qesttdrookhaven National Laboratory
86 (NNDC, 2017). The database is under constant dpredat, with updated publication of

87 evaluated data iNuclear Data Sheets at a rate of approximately every 7-11 years. The 8
88  Edition of theTable of Isotopes was produced using ENSDF data.

89

90 The NEA and OECD coordinated evaluation projecth warticular emphasis on nuclear
91 data relevant to reactor physics, which for deca ¢produced two evaluated libraries, the
92 Joint Evaluated File Version 2.2 (JEF2.2) in 199&A 2000) and Joint Evaluated Fission
93 and Fusion File Version 3.1.1 (JEFF 3.1.1) in 2(4llett et.al. 2009). Both of these data
94  bases are fixed, without ongoing development avdioan.

95

96 It has been noted (Helmer 1999) that a signifitiamtation on many evaluated libraries is
97 the lack of comments on the origin of the data mmtessing done, making it impossible for
98 others to judge the quality of the evaluations, @nad values for quantities differ between
99 evaluated libraries. To address these concernSe¢hay Data Evaluation Project (DDEP)

100 was initiated in 1995 (Helmer 1999, Helmer et.@02) with the intention of giving the most



101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

precise values that are justified, with a methoggplthat includes accounting for all
measurements of a quantity (either using or expfliexcluding each measurement),
providing written documentation of all the datadis@d the decisions made, and for each

evaluation to be reviewed by other members of tb&P.

For luminescence dating, dose rate conversiontsetere calculated in the 1970s and 80s
(Aitken 1974, 1983, Bell 1976, Sanderson 1987 @hdre) using various editions of the
Table of Isotopes andNuclear Data Sheets. Several recent re-evaluations use ENSDF data
(Adamiec & Aitken 1998, Guerin et.al. 2011, Lirgzet.al. 2013), without any apparent
detailed consideration of the basis for the rewsito the evaluated library. As noted, these
conversion factors have converged to common valitkén a few percent. However, they
have all been determined from different generatafrthe same group of evaluations, and
any variations using different evaluation procedus@uld result in a reduction in confidence

in these parameters.

The purpose of this paper is to examine the diffeezaluated nuclear data libraries for the
radionuclides of relevance to dosimetry from ndtscairces: the decay chains fréfi,

23U and®*?Th, and the decays 8% and®'Rb. This will identify the individual radionuclides
where there is significant variability in the evatled nuclear data, or where the uncertainties
are larger, which result in the most significantentainty in dose rate conversion factors.
From this examination, further details of existagga for those radionuclides identified as
most significant are given. The influence of theagations on dose rate conversion factors

for the infinite matrix condition are then descdbe
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3. Examination of evaluated data for naturally occurring radionuclides

The data in the JEF2.2, JEFF3.11, ENSDF and DD#RBrles were interrogated to tabulate
values for the half lives, mean decay energiesi@edsities, and where appropriate
branching ratios, for all naturally occurring ragielides. This data was tabulated for alpha,
beta and gamma decay, x-rays and conversion etsctftese tables, with a more extensive
discussion of the nuclear data, are given elsew@esswell et.al. 2018). Data were
downloaded from the ENSDF and DDEP libraries in 8ha2017. These values have been
used to calculate dose rate conversion factoredoh of these evaluations, as shown in Fig. 2

and tabulated in the supplementary material.

For the uranium series both ENSDF and DDEP gensigiéficantly lower gamma
conversion factors and higher beta conversion factompared to JEF2.2/JEFF3.1.1. These
are driven by data fd&'Bi, with significant differences for both beta aga@mma mean
energies between the evaluated libraries (Tabsedjunting for approximately 1.5% of the
total beta and 3.5% of the total gamma energies.efd-point energies, shapes and
intensities of beta decays to excited level§‘fRo are determined from analysis of the
gamma ray emission spectra. Thus differences ievhkiation of the gamma emission data

will account for differences in both the gamma aeth energies.

The evaluation of the gamma decay scheme involeesalising available gamma
spectrometry data to the 609 keV'@xcited state to ground state) transition, tovatioe
generation of a relative intensity level schemasTithen normalised to an evaluated
absolute intensity for the 609 keV transition. Hixsolute intensities for the 609 keV

emission in the ENSDF and DDEP libraries are idahi{45.49 + 0.19%), whereas the
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intensity in the JEF2.2/JEFF3.11 library is higt¥#8.9 + 4.0%). The JEF2.2 evaluation for
21'Bj was not revised in the JEFF3.11 evaluation, taedENSDF and DDEP libraries include
two measurements not available to the JEF2.2 etaakidn particular, a high precision data
set reported by Morel et.al. (2004) usfitRa sources certified to 0.2% precision, and 4
different HPGe detectors and 2 or 3 source geoesefior each detector to check cascade
summing correction, with an absolute intensitytfeg 609 keV gamma ray of 45.57 + 0.18%.
To date, this dataset is the most precise measuatashthe critical 609 keV absolute
intensity, and the relative intensities of the otlmissions froni*‘Bi decay. To tie down this
critical intensity more conclusively there would\sdue in independent measurements with
similar attention to detail to rule out potentigd$in the source activity certification, detector

efficiencies and cascade summing corrections.

For the thorium series, the ENSDF and DDEP libeapeduce lower gamma dose rate
conversion factors, with significantly improved piston, compared to JEF2.2 and JEFF
3.11. This is largely explained by differencestis¥*Ac decay data (Table 2). Even with
more recent data improving the precision of thduatan, the DDEP evaluation (Pearce
2010) notes that this decay scheme is incompléte effective Q-valuecalculated from
individual decay rates and intensities (2010 + B€9) is low compared to the Q-value from
mass differences (2123.8 + 2.7 keV). There is a didrepancy between beta and gamma
emissions, suggesting missing gammas. “Further uneants of the gamma data,
particularly at low energy, would be of benefitvesuld coincidence studies to validate the
placement of gammas in the level scheme” (Peart8)2@bsolute gamma emissions were
normalised to the 463 keV emission, however itated that “this value is not consistent with

expected beta decay characteristics” (Pearce 2010% discrepancies in the decay scheme

! The Q-value is the difference in rest mass enefdlye parent and daughter nuclides. This shoulctte
total energy released in the decay (the sum aédlhtion and nuclear recoil).

7



174

175

176

177

178

179

180

181

182

183

184

185

186

187

188

189

190

191

192

193

194

195

196

197

are the result of unobserved gamma rays, with &ggsocbeta transitions, then it is expected
that total gamma and beta energies per decay vibsuldrger than determined from the

ENSDF/DDERP libraries by a few percent.

For*K the half lives given in the evaluated libraridalle 3) considered here carry
relatively large uncertainties, of 1.0-1.5% for theF2.2 and JEFF3.11 libraries, and 0.2% for
the ENSDF and DDEP libraries. In addition, the hats vary significantly with the JEF2.2
value approximately 2.5% larger than that givethemENSDF and DDEP libraries. This
difference in half life is significant whefiK activity is given in terms of elemental
composition (%K). In geochronology based on theagierf *)K it is desirable to know the

“%K to the greatest possible precision. Given theorgmce of th&°K decay constants in

these communities, independent evaluations of &fffdife and branching ratios have been
conducted combining experimental nuclear physita déh Ar-Ar ages from independently
dated minerals. Half lives calculated by Min et(8D00) and Renne et.al. (2010) using these

approaches are also given in Table 3.

There is also considerable variation in the meda éeergies reported in each library,
ranging from ~450 keV to ~520 keV, corresponding§tb0% variation in dose rate
conversion factors. The major difference to the me@ergy is the shape of the beta-
spectrum assumed. To determine the mean beta daeayy, it is necessary to know the
shape and end-point energy of the beta spectrumemti-point energy is well defined from
the atomic mass difference betwé& and*°Ca, at 1311.07 + 0.12 keV. The shape of the
beta spectrum is proportional to a fagivg® for sharing momentum between the leptons,

the Fermi functior(Z,W) and a shape fact@(W).

N - oW 2F(Z,W) C(W)
dW p q )



198 where W is the total beta energy, Z is the atomimiber of the daughtep,is the momentum
199 of the beta particle amgithe momentum of the neutrino. Theoretical shap&fa for
200 allowed or forbidden unique transitions are givgn b

pz(k—l)qZ(L—k)
2k — D'[2(L — k) + 1]!

L
CW)=Q@2L-1)! ) A

201 whereL=4J, andL=1 for 4J=0. The paramete¥ cannot be calculated in a straightforward
202 manner, and typically an assumption thatl is used.

203

204 The decay froni’K (ground state %to “°Ca (ground state*Dis a third unique forbidden

205 (3U) transition. The commonly used LOGFT programdalculating the shape of the

206 spectrum only calculates allowed and first and sdamique forbidden (1U, 2U) transitions,
207 and when presented with any other transition defaalan allowed transition shape.

208 Recalculations of the beta spectral shapes to atethe reliability of the,=1

209 approximation (Mougeot 2015) have included tiebeta spectrum using an experimental
210 shape factor from Leutz et.al. (1965). The progBataShape (Mougeot 2015, 2016) has
211 been used to generate spectra for different steagpers theoretically with thg=1

212 assumption and for experimental shape factors regpan the literature. These spectra are
213 plotted in Fig.3, with the data included in the glgmnentary material. The mean beta

214 energies have been calculated for these, and givEable 4 with corresponding mean

215 energies from the LOGFT program for the allowed frstl and second unique forbidden
216 transitions. The mean energy for the Leutz etl&l65) shape factor is identical to that

217 reported by Mougeot (2015). Recent high precisi@asarements of beta spectra have been
218 conducted (Carles & Kossert 2007), proposing asliagtor of the forn€ (W) = A,p® +

219 1,q4° + 7p2q*(p? + q?) for *K, with 1,=1.8 and\,=1.23, to resolve discrepancies between

220 cutoff energy yield and maximum point energy. Hoamthe authors note that this form of



221

222

223

224

225

226

227

228

229

230

231

232

233

234

235

236

237

238

239

240

241

242

243

244

245

shape factor fails Cherenkov counting tests, armbirespondence stated that they consider
the spectrum generated by BetaShape using the beatz(1965) shape factor is “the best

choice for K-40 at this moment” (Kossert pers. camm

Comparing the mean energy per decay in the difteremluations (Table 3) with the
calculated mean energies for different shape fagiable 4) it appears that the JEFF 3.11
and DDEP evaluators have used the LOGFT progratmdehe program default to an
allowed transition shape. The DDEP evaluators (Motg Helmer 2009) state that the
mean energy is given by the LOGFT program withouthier elaboration. The mean energy
reported by the ENSDF evaluation is consistent vathing the LOGFT program to use a 2U
shape factor, which would be closer to the 3U vahueal, the JEF2.2 evaluators have a value
consistent with the Leutz et.al. (1965) shape faetdh a marginally larger endpoint energy.
It is noted that Lederer & Shirley (1978) also gavenean energy féfK beta decay of

583 keV, and this value is explicitly stated in tdaculations of dose rate conversion factors
of Aitken (1983, 1985), Bell (1976), Nambi & Aitkdth986) and Sanderson (1987).
Subsequent calculations use the lower mean enertipg IENSDF library, Adamiec & Aitken

(1998) note that this leads to a 4% reduction &'t beta conversion factor.

The beta spectrum is also required to calculaterbs dose fractions. Mejdahl (1979)
recognised that this is a third unique forbiddemsition, and used a spectrum transformed
from a corresponding allowed shape using the metfiddu & Moszkowski (1966). Nathan
et.al (2003) used a Fermi model spectrum with sgkfectors from Behrens & Szybisz
(1976), with the spectrum given in the supplemsnit@iormation of Guérin et.al. (2012)
having a mean energy of 508 keV, consistent wighue of an allowed spectral shape

despite statements that spectral factors had lsssh u
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4. Discussion and Conclusions

The estimation of dose rate from radionuclide catregions requires accurate nuclear data
covering half lives, branching ratios, emissionrgres and intensities. The use of evaluated
libraries provides a convenient means of accegbisglata to calculate conversion ratios.
The evolution of the evaluated library reportedNurclear Data Sheets andTable of | sotopes,
and more recently formalised in the Evaluated Narc&ructure Data File (ENSDF), has
resulted in a variety of dose rate conversion fadb@ing determined. However, with two
additional sets of evaluations; the NEA/OECD JEFRh@ JEFF3.11 libraries tailored for
nuclear reactor and nuclear medicine applicatiand,the Decay Data Evaluation Project
(DDEP); an assessment of the variations in relenaglear data across current versions of
these different libraries has been conducted vghititention of identifying if the different
evaluation processes significantly bias the resyliévaluated data and to identify which
radionuclides might carry significant variationadahus be needing further measurements to

refine the nuclear data.

In the uranium series, combining btAU and®*®U, the JEF2.2/JEFF3.11 gamma conversion
factors are 0.7% higher than the corresponding BNBDEP values, and conversely the
beta conversion parameters are 1.5% lower. It Baa bhown that these differences are
mostly due to differences in the data #5Bi. These differences are due to the inclusion of a
single high precision data set (Morel et.al. 2G84he more recent ENSDF/DDEP
evaluations. Although the absolute intensity of @08 keV gamma ray from this is consistent
with other measurements since the 1980s, withi#2& limit, the ENSDF/DDEP evaluations
are heavily biased to this single data set. It wdod of benefit if an independent high

precision data set confirmed the measurements oélMb.al. (2004). It is considered that the

11
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294

ENSDF and DDEP evaluations, incorporating the Metell. (2004) data, are the best
available, with the differences between them ingiggnt. For the purpose of calculating
dose conversion factors, the mean of these iswibhdin uncertainty assigned that

encompasses the tange of both values.

In the thorium series, the gamma conversion fadtora the ENSDF/DDEP libraries are
~3.5% lower than for the JEF2.2/JEFF3.11 libraritelsas been shown that these differences
are largely derived from differences in ti8Ac nuclear data. Although this has not been
examined in detail here, the DDEP evaluator (Pe2069) noted that the decay data for this
radionuclide is incomplete with an ~7% discrepabeiween beta and gamma intensity data,
and recommended that further experimental gamnaalatollected with particular
emphasis on low energy gammas and coincidence mesasnts to confirm the level scheme.
It is considered that the ENSDF/DDEP evaluatioestlae likely to underestimate total
gamma and beta energies per decay by 2-4%, ankigarork it has been assumed that the
ENSDF/DDEP values should be used with an additi@f@kadded to them, with the

uncertainty increased by 10%.

For*K and®'Rb, there is considerable variation in both bethgamma dose conversion
factors between the four contemporary evaluatedriés and the literature values from
different versions of the ENSDF library, with 3-12f4riation in the beta conversion
parameters and 1-4% variation for the gamma cormremrameters. These variations reflect
differences it nuclear data in different evaluations; with 2-S&#iation in half life

values, upto 15% variation in mean beta energy samall variations in branching ratios.
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The*K half life is also critical to geochronology, aimilependent evaluations of nuclear
data and Ar-Ar measurements of known age minegathé geochronology community has
produced half-life values consistent with the laEENSDF and DDEP evaluations with
similar precision of ~0.2%. The mean of the ENSDBPREP values for the half life has
therefore been taken as the best value currendijadle, with uncertainties to encompass the
1o range of both values. The dominant difference betwevaluated libraries is the mean
beta decay energy, which reflects the shape adi¢lcay spectrum used. The LOGFT
program most commonly used to calculate mean exgergid branching ratios does not
include the 3U transition needed to model‘fliedecays t6°Ca and thé°Ar ground state.
Thus, approximations are made in the calculatiémsean energy and branching ratio, the
difference in mean energy reflects the differenesvieen using a 2U or an allowed transition
as an approximation to the 3U transition. The dssnalternative program, BetaShape, that
does allow for 3U shape factors results in an em®edn the calculated mean energy. At
present, experimental shape factors for*fedecay are poorly measured, especially in the
low energy (<100 keV) region, and additional priecismeasurements of th& beta
spectrum would be of considerable benefit in ma@ieately determining experimental
shape factors. However, it would be surprisingittife experimental data results in a mean
energy significantly different from 585 + 5 keV,thithe best current measurement giving a
mean energy of 583.98 £ 0.10 keV (Leutz et.al. 196&ugeot 2015) which includes an

uncertainty twice that given by this shape factor.

Based on our assessment of what are currentlyetenoiclear data as reviewed here, dose
rate conversion factors can be calculated (Tablen5host cases, these are consistent with
values currently regularly used (Adamiec & Aitke998, Guérin et.al. 2011, Liritzis et.al.

2013). The exception is the K+Rb beta parametechvisi approximately 4% larger, in line
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344

with earlier calculations using the 583 keV meaergy of Lederer & Shirley (1978),
including the calculations of Aitken (1983) whichchbeen widely used prior to adoption of
the newer values. It should be noted that althdbhghe conversion factors are determined
using our assessment of the best available datige #re still serious doubts regarding that
data. As such, these factors are provisional stitpedarification of the inconsistencies in

the nuclear data.

These conversion factors have been used to cadalbesie rates for a standard mineral
composition following the assumptions of Adamie@&ken (1998) for alpha efficiency,
beta attenuation and cosmic contributions. Thesegiaen in Table 6 with values given by
Adamiec & Aitken (1998) for comparison. In all ingtes, the total dose rates are slightly
larger than those calculated by Adamiec & AitkeB98), and generally in agreement with
those of Nambi & Aitken (1986) except fK (where the current work predicts higher dose

rates) and Th gamma.

It is clear that the choice of dose rate converfagiors to be used is still to be fully resolved.
The values suggested here may be used, but witbseiution of significant doubts in the
nuclear data it may be preferable to maintain oty with prior work by not changing the
values used with each new revision. Whatever vaoesised, it should be recognised that
propagating uncertainties in the evaluated libsaweuld underestimate the true
uncertainties. In this work, uncertainties in tlaegmeters are in the range of 1-3%, previous
studies (Aitken 1985, following Bell 1979) have edtthat 5% is the maximum error likely to

occur. In addition, the values used should be jleated when reporting dose rates.
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Figure 3: Beta spectra calculated by the BetaShaggram (Mougeot 2015, 2016) using

theoretical shape factors, with the1 assumption, for allowed and first, second andithi
unique forbidden transitions, and for experimegtdérived shape factors reported by Leutz
et.al. (1965) and Carles & Kossert (2007). All dpgeare calculated using an endpoint energy

of 1311.07 keV.
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491

492

493

Table 1: Mean gamma and beta energies per decaiBotalculated from different

evaluated libraries

Mean energy per decay (keV)

Gamma Beta
JEF 2.2/JEFF 3.11 1536.9 + 30.3 613.7 £ 15.5
ENSDF 14741 +1.6 640.0 £ 3.3
DDEP 1467.8+1.9 645.8 + 3.7
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494 Table 2: Mean gamma energies per dec&y8k calculated from different evaluated

495 libraries
Mean energy per decay (keV)
JEFF 3.11 955.6 + 133.8
ENSDF 864 + 10
DDEP 864 + 10
496
497
498
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499 Table 3:*K half lives, beta- branching ratios and energiesfdifferent evaluations

500

501

Half life End point Mean energy Branching % Mean energy
(x10° a) (keV) / beta decay / 40K decay
(keV) (keV)
JEF2.2 1.280 + 1311.6 +0.5 584.9+0.6 0.893 + 521.48 +
0.001 0.62

0.010

JEFF 3.11 1.265 + 1311.04 + 508.29 + 89.15+0.13 453.16 +
0.020 0.12 0.05 0.66

ENSDF 1.248 + 1311.07 + 560.18 + 89.14 +0.18 499.3%+1.0
0.003 0.12 0.05

DDEP 1.2504 + 1311.07 + 508.32 + 89.25+0.17 453.68 =
0.0030 0.12 0.05 0.87

Min etal 1.269 +

(2000) 0.025

Renne etal 1.2479 %

(2010) 0.0024
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507

508

Table 4: Mean beta energies calculated for an entlpoergy of 1311.07 keV using the
BetaShape program (Mougeot 2015, 2016) for thezaeshape factors, assumiig 1, and
experimentally measured shape factors. With meargers from the LOGFT program for
comparison.
C(W) Mean beta energy (keV)
BetaShape LOGFT
Allowed 1 507.83 £ 0.05508.31 + 0.05
U p? + q* 536.08 + 0.05 534.04 + 0.05
2U p*+ q* + ?pzqz 563.01 + 0.05 560.18 + 0.05
3U p® +q° + 7p%*q*(p* + q*) 587.89 + 0.05

Leutz et.al. 1965 0.95p® + 1.05¢° + 6.3p%q* + 6.25¢*p* 583.98 + 0.05
Carles & 1.8p° + 1.23¢° + 7p%q* + 7q*p* 569.26 + 0.05

Kossert 2007
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514
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517

518

Table 5: Dose rate conversion factors based orcubest nuclear data. The data used are

from the DDEP library with the exception GfBi (mean of ENSDF and DDEPY®Ac (the

ENSDF and DDEP values increased by 3%)‘@Kdnean beta energy (from the Leutz et.al.

1965 shape factor), afitRb, **°Th, ?*Ra and®*’Th which are not currently included in the

DDEP library (ENSDF data used for these).

U + U mGy &' ppmi* “Th mGy & ppmi* K +®RDb
mGy a' %*
Total Pre-Rnh Total Pre-Rn
Alpha 2.79 £0.02 1.27 £0.01 0.738 £ 0.004 0.30®2a02
Beta 0.142 + 0.0020.056 = 0.001 0.028 + 0.001 0.0096 £ 0.0007 0.894068
Gamma 0.112 £ 0.0010.0037 £ 0.0001 0.0489 £0.0003 0.0188 £ 0.0002 48+20.003

! The columns labelled ‘Pre-Rn’ give values for 10886ape of radon fér°U and**“Th, but

include the fulP**U decay series due to the short half lifé'8Rn, following the approach of

Adamiec & Aitken 1998.
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524

525

526

527

Table 6: Dose rates (mGy gfor a standard concentration from Nambi & Aitké886

(N&A 86), Adamiec & Aitken 1998 (A&A 98) and the ment work, assuming zero moisture

content.
1% K 50ppmRb| 3ppmTh 1ppmU Total
Effective | N&A 86 0.190 0.222 0.413
alphd A&A 98 0.183 0.218 0.401
This work 0.190 0.223 0.413
Beta N&A 86 0.814 0.023 0.086 0.147 1.071
A&A 98 0.782 0.019 0.082 0.146 1.029
This work | 0.835 0.019 0.084 0.142 1.080
Gamma | N&A 86 0.243 0.156 0.114 0.693
A&A 98 0.243 0.143 0.113 0.679
This work | 0.247 0.147 0.112 0.686
Fine- N&A 86 1.058 0.023 0.433 0.489 2.18
grain total| A&A 98 1.025 0.019 0.408 0.477 2.11
This work | 1.082 0.019 0.421 0.477 2.18
Coarse N&A 86 0.976 0.018 0.234 0.246 1.65
grain A&A 98 0.947 0.014 0.217 0.244 1.60
total This work | 0.999 0.014 0.223 0.240 1.66

! Effective alpha dose rates are derived u&n@.1 andks = 0.86 (Th) and 0.80 (U),

following Adamiec & Aitken (1998).

2 Total gamma includes 0.180 mGy as a cosmic component, following Adamiec & Aitken

(1998).

% Beta attenuation factors for coarse grains takeh @0, except for Rb which is taken as

0.75, following Adamiec & Aitken (1998).
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