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Abstract— Multi-Agent Systems (MAS) are seen as a promising 
technology to face the current requirements of large-scale 
distributed and complex systems, e.g., autonomous traffic 
systems or risk management. The application of MAS to such 
large scale systems, characterised by millions of distributed 
nodes, imposes special demanding requirements in terms of 
fast computation. The paper discusses the parallelisation of 
MAS solutions using larger-scale distributed High End 
Computing platforms as well as High Performance Computing 
as a suitable approach to handle the complexity associated to 
collaborative solutions for large-scale systems. 
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I.  INTRODUCTION 

The dynamics of business environments and technologi-
cal advancements are driving forces of an increasing demand 
for High-End and High- Performance Computing (HEC, 
HPC) for designing and operating highly customised and 
complex products and services like networked manufac-
turing systems (e.g., Nokia mobile phones), autonomous 
traffic systems (e.g., SESAR aviation), computational risk 
management (e.g., financial models), complex design (e.g., 
new aircrafts) and complex service operations (e.g., a large 
airport, harbour), oil and gas seismic imaging, climate and 
weather forecasting, bacteria modelling and estimated cove-
rage of epidemics, considering huge population sizes. 
Therefore, more flexible, agile and reconfigurable systems 
are required, in opposite to the typical centralised solutions 
that are not enough to address the demanding requirements. 

Multi-Agent Systems (MAS) [1], [2], [3] are a suitable 
approach to face this challenge, based on the decentralisation 
of functions by distributed nodes. The application of MAS 
principles to large scale systems (e.g., 6 million parts 
spanning across a supply-chain) imposes demanding require-
ments in terms of fast computation that significantly exceed 
any current MAS platform. The use of reliable, secure and 
“on demand” utilisation of high computing capacities to 
handle all or part of such complexity associated to large-
scale systems within short periods of time is required.  

High End Computing (HEC) and High Performance 
Computing (HPC) are widely perceived as only affordable to 
large corporations. However, a recent communication from 
the European Commission predicts that “Exa-scale compu-

ters (machines capable of 1e+18 operations / second) will be 
in existence by 2020” and suggests that “97 % of industrial 
companies that employ HPC consider it indispensable for 
their ability to innovate, compete, and survive” [4]. 

In this paper we discuss the parallelisation of MAS using 
larger-scale HEC or HPC platforms to handle the complexity 
associated to collaborative solutions for large-scale systems. 
The computational power of these platforms is useful for 
large-scale modelling and simulation of data and compute 
intensive applications like those mentioned above that often 
require the use of simulations because real-world testing 
would be too expensive, dangerous, environmentally dama-
ging, or even physically impossible. For this purpose, agent-
based simulation is a suitable approach, but its computing 
requirements can be high and demanding distributed and 
non-distributed highly performant computing platforms. 

The rest of this paper is organised as follows: Section II 
overviews the MAS and HPC concepts and Section III 
discusses the combination of these technologies, namely the 
associated challenges and the existing approaches. Section 
IV presents some scenarios that benefit from the use of MAS 
solutions running in high end platforms. Section V describes 
the REPAST HPC tool, as an example of an agent-based 
modelling framework for large-scale distributed computing 
platforms. At last, Section VI rounds up the paper with the 
conclusions and points out the future work. 

II. BACKGROUND ON MULTI-AGENT SYSTEMS AND HIGH 

PERFORMANCE COMPUTING 

A. Multi-agent Systems 

MAS are a computational paradigm derived from the 
distributed artificial intelligence field, characterised by the 
decentralisation and parallel execution of activities based on 
autonomous agents. Since agents have limited knowledge 
and skills, they need to interact, e.g., through negotiation, to 
achieve their individual goals, as illustrated in Figure 1. The 
high-level of autonomy and cooperation exhibited by such 
solutions, allow them to fast respond to perturbations. MAS 
can be used to solve problems that are difficult or impossible 
for a monolithic system to solve, offering models for 
representing complex and dynamic real-world environments 
[5]. Examples of application areas are electronic commerce, 
manufacturing, robotics and telecommunications. 
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The development of multi-agent system solutions is 
strongly simplified if an agent development platform is used, 
taking advantage of the useful features and services 
provided, such as registry and management services. In some 
cases, they follow the specifications established by the 
Foundation for Intelligent Physical Agents (FIPA). Examples 
of such agent-development platforms are the Java Agent 
Development Framework (JADE), AGlobe and JACK. For 
example, JADE [6] is a Java based architecture that uses the 
Remote Method Invocation (RMI) to support the creation of 
distributed Java based applications. It is compliant with 
FIPA specifications, providing low programming effort and 
features to support the management of agent-based solutions, 
delivering an easy integration with other tools, namely 
Protégé and Java Expert System Shell (JESS). 

 

Figure 1. Example of a Multi-agent system. 

Another level of using multi-agent systems principles is 
known as Agent-Based Modelling (ABM), which is a 
paradigm to create, analyse, experiment and simulate 
systems populated by cooperative agents. The dynamics of 
the simulation are specified as agent behaviour rules, and the 
purpose of the simulation is to reveal population-level 
structure that is the outcome of this individual-level 
behaviour. In particular, it supports the reproduction of a 
variety of patterns and complex phenomena observed in real 
world, such as evolution and self-organisation. Examples are 
the simulation of economic, biological and physical 
dynamics. Several ABM computational frameworks are 
currently available, such as Netlogo, Mason and Repast (for 
a comparative survey, see [7] and [8]). Applications of 
ABMs can be found in [9]. 

Note that there is a clear difference between multi-agent 
systems and agent-based simulation: MAS frameworks allow 
building agent-based systems, but they haven’t a simulation 
infrastructure (e.g., misses a scheduler and the notion of a 
"clock"). On contrary, ABM frameworks allow agent-based 
simulation but they have not the purpose of developing agent 
systems (nor FIPA compliant). 

B. High Performance Computing 

In the 21st century, highly performant computing, 
especially HEC and HPC, is a key enabling technology, with 
many countries world-wide investing huge sums of public 
money on related infrastructure, energy, and services. “High 

performance” is considered in its broadest definition 
covering demanding applications that are compute and / or 
data-centric, which can support the exploitation of 
parallelism on a large scale. 

HEC systems can range from a desktop computer, 
through clusters of servers and data centres up to high-end 
custom supercomputers. Resources can be physically close 
to each other, e.g., in a highly performant compute cluster, or 
the compute power can be distributed on a large number of 
computers as with most Grid and Cloud computing concepts. 

HPC systems are based on architectures with a large 
number of processors, for exploiting massive parallelism. 
Commonly used models are Massively Parallel Processing 
and Symmetric Multi-Processing, used with the concept of 
local islands. Due to physically shared memory usage and 
compute communication the physical architectures with 
these HPC systems are different. 

Therefore, besides the compute power, the major 
challenges with the high end field of applications and 
economical resources usage are efficient communication and 
data locality. So, major requirements are the intelligent and 
autonomous distribution and scheduling of highly parallel 
and loosely coupled job tasks and processes as well as 
managing the automation of data distribution. 

III. PARALLELISING MULTI-AGENT SYSTEMS OVER HIGH 

PERFORMANCE COMPUTING PLATFORMS 

As previously described, HPC is nowadays a hot topic, 
with many high processing computing resources available 
through the organisation of grids or clusters of computers. 
The pertinent question arising in this context is how MAS 
can be integrated into HPC environments, allowing the 
development of solutions handling more efficiently 
complexity in large scale systems. This section discusses the 
challenges in this topic and particularly, the parallelisation of 
MAS solutions. 

A. Challenges, Requirements and Technical Issues 

The main issue related to this topic is to understand how 
to deploy societies of agents on a large scale computational 
platform. The challenges are mainly related to the 
parallelisation and HPC readiness of MAS applications.  

Parallelising MAS applications means deploying and 
running these multiple intelligent agents on several 
computational resources nodes. As an example, if a 
simulation experiment plan defines 10000 simulations (e.g., 
each one carried out by one agent), and a computational Grid 
of 20 nodes is used, five hundred simulations can be 
assigned to each node (note that parallelising only one 
simulation is also possible by decomposing the simulation in 
independent agents). However, the distribution of the multi-
agent system execution is a complex task, due to the 
technical particularities, and particularly, to the intensive 
communication among agents and the environment. 
Additionally, individual agents need to modify the 
environment during their decision-making processes, which 
in terms of parallelisation are translated to the need to share 
several layers of environmental data and agents, which is a 
complex process [10]. The access to these distributed nodes 
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to collect and synchronise the state and actions of the agents, 
e.g., to support decision-making and monitoring processes, 
are also required. 

Traditionally, HPC are placed in one site, being a 
challenge to combine several HPC sites that work in a 
transparent way for the MAS applications. Usually the agent-
development platforms support the distribution within a 
single computer, for example using threads or simple shared-
memory parallelism. For example, JADE agents are based in 
a behaviour structure that are implemented a simple threads. 

Having these considerations in mind, important 
requirements and constraints for each HPC provider with 
respect to the MAS applications are related to: 
 Integration and storage of data: Middleware for 

integrating flow of data from distributed, heterogeneous 
sources, and also the agent’s endogenous data and the 
agent topologies. 

 Synchronisation of distributed data and behaviour: 
HPC systems primarily synchronise the distribution of 
data and algorithms of massive parallel applications 
across massive parallel hardware and are efficient if 
processor primarily compute rather than communicate 
or wait for input from other applications. 

 Communication scale and latency: ICT platform that 
ensure the scalability of many agents and the fulfilment 
of communication constraints, and particularly, time 
latency in the interaction between MAS nodes and also 
with legacy systems. 

 Security: Infrastructure granting high-level security and 
privacy of data (probably implementing risk-aware 
capabilities as feature of intelligent applications). 

 Interaction and searching: Proper mechanisms for the 
scale design of interactions among agents, e.g., 
negotiation protocols using Agent Communication 
Languages (ACL), and the searching and discovering 
features in large-scale systems.  

In conclusion, these systems should exhibit a set of 
properties that include a time scheduler for coordinating and 
synchronising flow of agent-based events, and storage 
systems for endogenous data, such as agents’ internal state 
information and agents’ topologies, synchronised to form a 
single data storage framework. 

At this stage, the question is if agent development 
frameworks, such as JADE, or ABM frameworks, such as 
Repast, already fulfil these requirements. Basically, agent-
development frameworks let these issues open to the 
developer, being necessary to consider a proper architecture 
that allows the integration. The architecture may consider 
three layers, as illustrated in Figure 2.  

The lower part is about the MAS based application, 
using an agent development framework or an ABM tool. At 
this application level, the agent-based model may integrate 
relevant sources of knowledge distributed across organi-
sations, functions, space, but also time (different latency, 
etc.) and technically to be parallel computed on thread level. 
An example is a risk management application designed as a 
MAS solution and able of running on HPC resources (chiefly 
effectively distributed with multiple HPC islands). 

 

Figure 2. Architecture for an integrated MAS – HPC solution. 

The middle part is related to the middleware that ensure 
the automatic parallelisation of the multi-agent system 
application, namely providing mechanisms for integration 
and storage of data, synchronisation of distributed data and 
behaviour and security of data.  

The upper part is about the HPC/Cloud infrastructure. 
Access is provided by a service platform, including a 
"configurator" for adjusting demands of applications and 
HPC capacities, a "broker" system for access of configured 
applications to HPC capacity including commercial 
management functionality, an "application controller", e.g., 
for managing simulation, and "data exchange" functionality 
(which may include security systems). 

The holonic principles may be considered to make more 
flexible the development of the multi-agent system 
applications, and also to reduce the communication across 
MAS nodes (note that holonic systems, following the 
Koestler observations, define intermediate stable control 
states [11]). This may simplify the achievement of the cross 
communication latency. 

B. Existing Approaches 

Multi-agent system technology is already being used in 
some HPC/Cloud projects as brokers for service search in the 
EU FP7 mOSIAC project [12] or as learning entities for 
energy efficiency in the EnerGy project [13]. 

However, the several available agent-development 
frameworks, as JADE is, are not completely aimed to run at 
extremely high-performance computing platforms, i.e., they 
are not HPC compliant. The same occur for the existing 
ABMs frameworks. Note that these frameworks can be used 
to distribute MAS applications across multiple computing 
resources, but this is a complex task that requires that 
developers codify by hand the HPC functionalities. 
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As explained by Dr. Michael North, deputy director of 
Argonne’s Center for Complex Adaptive Agent Systems 
Simulation, “Before we can efficiently use high-performance 
computing, we need to do research to understand how to best 
use the architectures. Switching our model to run on 10,000 
nodes instead of 10 is not just a linearly scalable process. 
Moving from a few interactions to a million interactions is 
not just moving to greater numbers. Entire interactions 
change. Also, we need to consider implementation issues 
such as partitioning of the name space, memory space, 
communicate on, and the effect of noise and jitter on these 
large platforms. Ultimately, we need to make changes to our 
model to deal with such issues.” [14]. 

The advent of HPC had driven the extension of some of 
the ABM tools to support the deployment of agent-based 
models into HPC environments aiming to have simulation 
results in a fast way. Examples are Repast HPC [15], 
Flexible Large-Scale Agent Modelling Environment 
(FLAME) [16], Pandora [10] and GridABM [17]. These 
ABM frameworks support the design and execution of large-
scale social simulations in HPC environments. Examples of 
services and mechanisms provided by these tools are the 
cross-process communication and synchronisation, parallel 
scheduling, data collection and random number generation. 

The EPIS project provides a general and user-friendly 
approach to combine multi-agent based simulation and HPC 
platforms, based on the definition of workflows, allowing to 
deploy simulations on a cluster of computers without any 
prior parallelising work [18]. 

However, the same effort is missing for the agent 
development frameworks. Probably, the reason for the 
missing HPC extensions in the agent development 
frameworks, and only focused in ABM frameworks, is that 
HPC platforms are more useful for simulation purposes that 
requires more computational power, due to the typical huge 
population size and short time response. 

IV. SCENARIOS 

Though swarms of software agents imply parallel opera-
tions, the title of this paper indicates that processing and 
communication in typical MAS are at least not fully parallel 
organised. Thus, which kind of problems drives the need of 
porting technological swarm intelligence to the capacity and 
capability levels of typically parallel high-end computing? 

The industrial use-cases motivating our work on parallel 
MAS are marked by large landscapes of interdependent risks 
to be managed. First ideas (example 1) to model such 
landscapes and to make them accessible for computing grew 
in the Cargo-Lifter project that aimed at the development of 
the technology, the production and the operations of a 265-
metres airship for transporting heavy and oversized goods. 
The venture failed because of its overwhelming and, in key 
areas of technology and operations, ignored complexity [23].  

In current industry-driven research, the concept of risk 
landscapes again became relevant: The ARUM project [24] 
(example 2) addresses problems of the ramp-up of produc-
tion of small series, particularly in aviation industry. Factors 
like a high capital intensity of product and production 
development and specifics of small series lead to a “point of 

no return” where a decision is to be made to start production. 
After this decision has been made, immatureness and 
undependability of technology, of suppliers or production 
processes and resources are left to ramp-up management.  

Problems in this phase delayed the market introduction of 
the Boeing 787 “Dreamliner” for about 3 years and returned 
in January 2013 when fire hazards of a new type of Lithium-
Ion batteries gave reason to ground 50 operating aircrafts for, 
at the time this text is written, for about 4 months [25]. 
Comparing, failures delayed the production of the Airbus 
A380 [26]. A core problem of the case is that events may 
interact in hardly predictable ways. These events affect 
revenues, translate into early depreciations, drive costs by 
disrupting operations or by re-engineering, and finally penal-
ties or a loss of reputation.  

A third industrial case relies on work with scientists and 
industry experts on a risk model for a complex change 
program of another globally operating technology provider 
in aviation industry. In the next four years the firm will face 
a multi ramp-up scenario by exchanging old by new products 
and production technologies. A factory-wide “Readiness 
Review” delivered more than 2200 issues, each representing 
a risk identified by an expert and in further analysis melted 
down to about 1000 problems that, in further steps, are to be 
operationalized by respective control parameters and to be 
assigned to “cells” of managerial responsibility.  

In the first example about 20 factors were identified 
influencing the incidence rate per risk and another 20 their 
impact. Yet under ramp-up conditions, both, event-risk and 
impact may be not known and the view is to be altered from 
handling material risk to understanding holistic capabilities 
of the system to adapt.  

Particularly, in the latter approach the computational 
scale of the problem matters: In example 1, a MAS has been 
used to support the development of a common domain onto-
logy across teams in product-, production and operations’ 
engineering and to integrate the knowledge from more than 
60 large industrial lead-users worldwide. Yet the model just 
captured about 70 of about 1400 risks that had been identi-
fied in a high level analysis (comparing to example 3).  

In ARUM semantic technologies will improve response 
to unplanned events as they occur by identifying, structuring 
and exploiting discretions to act in a scene and, in tactical 
planning, by enhancing capabilities to adapt to unplanned 
events. In order to demonstrate its value ARUM will focus 
exemplary cases and test scenarios like the scene of a work-
station or of the production of a module of an aircraft. At the 
end, ARUM will come up with an intelligent enterprise bus 
integrating legacy with new intelligent planning systems. 

In contrast, the third case puts the behaviour of the land-
scape into the foreground. This requires holistic modelling 
and, e.g., of running batches of Monte-Carlo simulations in 
reasonable response times. While in ARUM the operations’ 
network is beyond the scope the third example will need 
further research and experiments. 

As a first approach similarities between existing and en-
visioned industrial HPC applications may help to demarcate 
the dimension of the scale: Such a similarity is provided by 
events propagating across a network specified by dimensions 
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like space and time, temperature and humidity, organisation 
or technology. For example, event A with a likelihood of 
p(A) may occur in place 1 at time t1 and with a likelihood of 
p(AB) will cause event B at place 2 and time t2. The event 
may be ’increase of humidity of x%’ propagating with the 
direction of wind in a geographic area, or ‘failure of resource 
X’ affecting subsequent operations in a factory.  

In natural sciences, an event can be linked to geographic 
areas while in a business environment it is linked to areas of 
managerial responsibility. Although the domains materially 
differ, the concept of propagation applies to both and, besi-
des laws of physics, is controlled by two arguments: The 
event risk and the impact of the event. And, as events in 
weather models may result in rain or sunshine, an unavaila-
bility of a resource may induce a downside (a production 
delay), or an upside if, e.g., the analysis of an unavailability 
or failure can help to pave the way for change of the process 
that reduces risk. 

Based on such initial and rough deliberations, the compu-
tational scale of simulating interdependent risks organised by 
“cells” of managerial responsibility may be compared to the 
scale of a weather model with a similar number of 
geographic "cells". So MAS-goes-HPC approaches as taken 
here may also contribute to discussions in the HPC 
community about the needs for more autonomic software 
[27] to master an increasing complexity.  

V. REPAST FOR HIGH PERFORMANCE COMPUTING 

The combination of MAS principles and HPC platforms 
can be illustrated with the Repast HPC tool, which 
constitutes an example of an ABM system for massively 
distributed MAS solutions over large-scale distributed 
computing platforms. 

The Recursive Porous Agent Simulation Toolkit (Repast) 
is one of several available ABMs toolkits, developed by the 
Argonne National Laboratory's Decision and Information 
Sciences Division. In spite of borrowing many concepts from 
the Swarm agent-based modelling toolkit [28], Repast 
differentiates from Swarm since Repast has multiple pure 
implementations in several languages and built-in adaptive 
features such as genetic algorithms and neural networks. 
Repast is a free open source toolkit, which supports the 
development of extremely flexible models of social agents, 
being possible to dynamically access and modify the agent’s 
model properties at run time. Repast includes a fully 
concurrent discrete event scheduler that supports both 
sequential and parallel discrete event operations, offering an 
automated Monte Carlo simulation framework. 

Repast for High Performance Computing (Repast HPC), 
is written using C++ and makes use of the Message Passing 
Interface (MPI) [29] for parallel operations through 
distributed memory computing. Repast HPC is based on the 
development principles of the Repast Simphony toolkit (e.g., 
the Context and Projections concepts), and extended with 
functionalities to support the distribution of the agent-based 
model working in a parallel distributed environment. As an 
ABM toolkit, Repast HPC offers a suite of features that 
specifically facilitate creating, executing and evaluating 
agent-based models, but also provides the following key 

features that support the parallelisation of the agent-based 
model [30]: 

 Synchronisation scheduling of events. 
 Global data collection (similar to Repast Simphony). 
 Automatic management of agent interactions across 

Processes. 
Repast HPC is designed for a parallel environment in 

which many processes, each one containing several agents), 
are running in parallel and memory is not shared across 
processes. Since Repast HPC simulations are distributed 
across multiple processes, cross-process communication and 
synchronisation of the simulation state are required. This is 
performed automatically by Repast HPC. 

A Repast HPC simulation consists of [30]: 
 A set of agents, each one implemented as objects, i.e., 

as C++ classes (the agents’ state is represented by the 
attributes of the classes and the agents' behaviour 
represented by the methods in those classes). 

 The Package type code, that are typically implemented 
as structures containing the minimal amount of agent 
state necessary to copy an agent from one process to 
another one. 

 A model class, which is responsible to initialise the 
simulation, namely to create the SharedContext and 
populated it with agents, create projections and add 
them to the SharedContext, initialise data collection, 
schedule simulation actions and perform an initial 
synchronisation of agents and projections.  

 A main function, which initialises the MPI and Repast 
HPC environments, creates the model class and triggers 
the Scheduler Runner. 

After the development of the agent-based model, the 
model is ready to be simulated, requiring the configuration of 
the simulation, as well the code to make scalable some 
actions in the simulation. Note that in spite of Repast HPC 
does much of the parallel programming of an agent 
simulation, developers should provide details of how the 
simulation can be properly implemented to run in the parallel 
environment 

Repast HPC was successfully tested for scalability on the 
Blue Gene/P computer of the Argonne National 
Laboratory's, which is a first signal of the framework 
maturity and reliability to run simulations in HPC 
environments. However, a long step is required to ensure the 
desired reliability and robustness of MAS parallelisation for 
critical large-scale applications. 

Other aspect to be considered is the possibility to connect 
Repast HPC with other systems (e.g., legacy systems) into 
larger, heterogeneous application landscapes (e.g., for risk 
management spanning domains of engineering and business 
operations). In the literature, several connections to other 
systems, e.g., JADE platform that is widely used for the 
development of MAS solutions, are found. Since the API is 
written in C++, the connection to legacy systems could be 
simplified. Note that the Repast HPC version has two types 
of programming languages/environments: Logo-style C++ 
for less demanding applications and a C++ version for more 
complex ones. 
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VI. CONCLUSIONS AND FUTURE WORK 

This paper discusses the combination of MAS and HPC 
concepts aiming to overcome the demanding computational 
requirements of MAS platforms when they are applied to 
very large-scale systems. For this purpose, several scenarios 
that benefit from the usage of MAS solutions running over 
high end platforms were presented, as well the emerging 
challenges of such combination. 

In particular, it was noticed the importance of using such 
approach in the simulation of data considering huge 
population sizes. For this purpose, the Repast HPC 
framework was analysed, which is an agent-based modelling 
and simulation tool for handling massively distributed MAS 
solutions running over large-scale distributed platforms. 

Future work is devoted to the application of mechanisms 
to parallelise MAS solutions, and particularly Repast HPC, 
for large-scale systems involving complex problems. 
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