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Abstract

In [4] we studied the group invariance of the inner product of supervectors as introduced
in the framework of Clifford analysis in superspace. The fundamental group SO0 leaving
invariant such an inner product turns out to be an extension of SO(m) × Sp(2n) and gives
rise to the definition of the spin group in superspace through the exponential of the so-called
extended superbivectors, where the spin group can be seen as a double covering of SO0 by
means of the representation h(s)[x] = sxs. In the present paper, we study the invariance of
the Dirac operator in superspace under the classical H and L actions of the spin group on
superfunctions. In addition, we consider the Hermitian Clifford setting in superspace, where
we study the group invariance of the Hermitian inner product of supervectors introduced
in [3]. The group of complex supermatrices leaving this inner product invariant constitutes
an extension of U(m) × U(n) and is isomorphic to the subset SOJ0 of SO0 of elements that
commute with the complex structure J . The realization of SOJ0 within the spin group is
studied together with the invariance under its actions of the super Hermitian Dirac system.
It is interesting to note that the spin element leading to the complex structure can be
expressed in terms of the n-dimensional Fourier transform.
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1 Introduction
In a previous paper, [4], we have introduced the spin group Spin(m|2n)(ΛN ) in the framework of Cli-
fford analysis in superspace, where we consider m bosonic dimensions, 2n fermionic dimensions and the
Grassmann algebra RΛN as the set of coefficients. Such a definition aims, as is the case in the classi-
cal setting, at describing the set of rotations in the space Rm|2n(V) of supervectors in terms of Clifford
multiplication. However, here a more complicated situation arises since supervector reflections do not
suffice for describing the whole set of supermatrices leaving the inner product of supervectors invariant.
This is due to the structure of the real projection of the group SO0(m|2n)(RΛN ) (SO0 for short) of
superrotations, which is given by SO(m) × Sp(2n) and clearly contains a real, non-nilpotent symplectic
part. The non-nilpotent part of the supervector variables is given only by the classical Clifford vector
part. Therefore the reflections generated by the supervectors only include the real rotation group SO(m).

This issue may be solved by means of the extension R(2)E
m|2n(ΛN ) of the Lie algebra of superbivec-

tors, which turns out to be isomorphic to the Lie algebra so0(m|2n)(RΛN ) (so0 for short) of SO0. The
Lie group SO0 is connected, whence it can be fully described through finite products of exponentials of
so0–elements. Hence, the exponentials of the extended superbivectors in R(2)E

m|2n(ΛN ) can be seen as gene-
rators of the spin group in this setting. In fact, such a group fully covers SO0 through the representation
h(s)[x] = sxs, s ∈ Spin(m|2n)(ΛN ), x ∈ Rm|2n(V). In particular, SO0 can be decomposed as the product
of three exponential maps acting in some specific subspaces s1, s2, s3 of so0 where so0 = s1⊕s2⊕s3. The
corresponding isomorphic decomposition for R(2)E

m|2n(ΛN ) leads to a subset S of Spin(m|2n)(ΛN ) which
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was proven to be a double covering of SO0, see [4].

In this paper, we study the operator actions on superfunctions, associated to the h-representation,
given by [H(s)[F (x)] = sF (sxs)s and L(s)[F (x)] = sF (sxs), s ∈ Spin(m|2n)(ΛN ). As in the classical
case, the super Dirac operator ∂x is invariant under those actions. We explicit this invariance through
the commutation of ∂x with the infinitesimal representation dL(B) = d

dtL(etB)
∣∣
t=0

, for every extended
superbivector B. We recall that the action of the representation dL on the basis elements of R(2)E

m|2n(ΛN )

gives rise to the super angular momentum operators.

In addition, we also study these spin actions within the Hermitian Clifford system in superspace.
The basics of Hermitian Clifford analysis in superspace were introduced in [3] following the notion of
an abstract complex structure in the Hermitian radial algebra, developed in [5, 8]. The radial algebra
approach has been proven to be an efficient tool for giving meaning to vector spaces of negative dimen-
sion, abstractly defining the fundamental objects of Clifford analysis, such as vector variables and vector
derivatives, and describing their main commutation properties. But, as it has been shown in [4], different
realizations of the radial algebra setting may differ on some representation theory issues. For example,
the compactness of SO(m), which is the group acting on the Clifford polynomial realization of the radial
algebra, does not hold for SO0, which is the group acting on the supersymmetry realization.

For that reason, we first study the group of complex supermatrices U0(m|n)(CΛN ) leaving the Her-
mitian inner product {z, u†} in the space of complex supervectors Cm|n(V) invariant. The real realization
SOJ0 (2m|2n)(RΛN ) of this group is composed by all SO0(2m|2n)(RΛN ) supermatrices which commute
with the complex structure J ∈ SO0(2m|2n)(RΛN ). The corresponding projections operators 1/2(1± iJ)
establish the transition from the initial basis {ej , j = 1, . . . , 2m} and {èj , j = 1, . . . , 2n} to the Witt
basis. These projections also give rise to a direct sum decomposition of C2m|2n(V) into two components,
where SOJ0 (2m|2n)(RΛN ) is the group leaving those subspaces invariant. In addition, it turns out that
U0(m|n)(CΛN ) contains the group U(m)×U(n) as complex projection and preserves the connectedness
from its classical antecedent U(m). But, as is the case for SO0, also U0(m|n)(CΛN ) does not preserve
the compactness and cannot be described by a single action of the exponential map on its Lie algebra.
Nevertheless, its isomorphic copy SOJ0 (2m|2n)(RΛN ) may be decomposed as the product of only two
exponentials, respectively acting on the elements of s1 and s3 which commute with J .

The subgroup SOJ0 (2m|2n)(RΛN ) is covered by a subgroup of Spin(2m|2n)(ΛN ), which is denoted by
SpinJ(2m|2n)(ΛN ) and generated by the exponentials of extended superbivectors that are invariant under
the action of the complex structure. Using the above-mentioned decomposition for SOJ0 (2m|2n)(RΛN ), we
construct a subset SJ of S∩SpinJ(m|2n)(ΛN ) which constitutes a double covering of SOJ0 (2m|2n)(RΛN ).
Those properties allow to prove the invariance of the twisted super Dirac operator ∂J(x) under the
SpinJ(2m|2n)(ΛN )-actions.

The paper is organized as follows. In section 2 we start with some preliminaries on super analysis,
Grassmann envelopes and supermatrices. In section 3 we first describe the basics of Clifford analysis
in superspace. We recall some results obtained in [4] related to the group of superrotations SO0, the
spin group and the algebra of extended superbivectors. Then, we study the invariance of the super Dirac
operator under theH and L spin actions by checking its commutation with the infinitesimal representation
dL of L. Section 4 is devoted to study of the group actions in the Hermitian Clifford setting in superspace.
We start with the introduction of the complex structure J , defined in [3] in the radial algebra setting, as
an element of SO0(2m|2n)(RΛN ) when acting on R2m|2n(V). This allows to determine the subspace of real
supermatrices of order (2m|2n) leaving the subspaces 1/2(1± iJ)[R2m|2n(V)] invariant. Such a subspace
of real (2m|2n) supermatrices is isomorphic to a space of complex (m|n) supermatrices, leading to the
corresponding isomorphism of the connected groups SOJ0 (2m|2n)(RΛN ) and U0(m|n)(CΛN ). Finally,
in section 5 we study the spin realization SpinJ(2m|2n)(ΛN ) of SOJ0 (2m|2n)(RΛN ) through different
characterizations of the extended superbivectors whose exponentials generate SpinJ(2m|2n)(ΛN ). A
fundamental rôle is played here by the extended superbivector B = 1

2∂x[J(x)] which generates the spin
element sJ = exp(−π4B) associated to J . Through the corresponding identifications, the fermionic part
of sJ may be identified with the classical Fourier transform in n-bosonic dimensions.
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2 Preliminaries
In our approach to super analysis we consider two sufficiently large sets VAR := {v, w, . . .} and VAR` :=
{v̀, ẁ, . . .} of commuting (bosonic) and anti–commuting (fermionic) variables, respectively. In general,
those variables can be defined in every graded-commutative Banach superalgebra Λ = Λ0⊕Λ1 as explained
in [13]. However, it is worth noticing some particular issues related to the choice made. For example,
two polynomials in fermionic variables define the same Λ-valued function if and only if all coefficients of
their difference belong to the annihilator of Λ1 defined by

⊥Λ1 := {f ∈ Λ : fa = af = 0, ∀a ∈ Λ1}.

One of the important consequences of this fact is the non-uniqueness of the odd derivatives whenever
⊥Λ1 6= {0}, see [13]. On the other hand, if ⊥Λ1 = {0}, then the following conclusions hold:

• two polynomials define the same function if and only if they are identical;
• the odd derivatives are unique according to the definition given in [13].

The discussion about a suitable choice for the underlying superalgebra Λ is beyond the scope of this
paper. In what follows, we consider the variables in VAR,VAR` as independent symbols satisfying the
first property stated above. In the next section, the partial bosonic (even) and fermionic (odd) derivatives
will be defined as endomorphisms in the algebra of polynomials in VAR ∪ VAR` in accordance with the
second property. This approach turns out to be suitable for any application and corresponding choice of
Λ since every superalgebra can be embedded in another one with annihilator ⊥Λ1 = {0}.

Next to the set of co-ordinate variables VAR ∪ VAR`, we consider a set of coefficients containing the
real numbers and some anti–commuting elements. In this paper, we consider the most simple set of such
coefficients: the Grassmann algebra KΛN generated over the field K (K = R or C) by the canonical odd
(anti–commuting) elements f1, . . . , fN , N ∈ N. In this way, we obtain the algebra of superpolynomials

KV := KΛN ⊗AlgK(VAR ∪VAR`)

governed by the rules

fjfk = −fkfj , fjv = vfj fj v̀ = −v̀fj , vw = wv, v̀ẁ = −ẁv̀, vẁ = ẁv,

where the fj ’s are the odd Grassmann generators of KΛN , v, w ∈ VAR, and v̀, ẁ ∈ VAR`. In this case, the
set of constant polynomials (degree 0) is given by the Grassman algebra KΛN . Every coefficient a ∈ KΛN
can be written as a =

∑
A⊂{1,...,N} aAfA, where aA ∈ K and fA = fj1 · · · fjk for A = {j1, . . . , jk}, with

1 ≤ j1 < . . . < jk ≤ N ; moreover f∅ = 1. The space of homogeneous Grassmann coefficients of degree k
is defined by KΛ

(k)
N = spanK{fA : |A| = k}; in particular KΛ

(k)
N = {0} for k > N . It easily follows that

KΛN =

N⊕
k=0

KΛ
(k)
N and KΛ

(k)
N KΛ

(`)
N ⊂ KΛ

(k+`)
N . (1)

The projection of KΛN on its k-homogeneous part is denoted by [·]k : KΛN → KΛ
(k)
N , i.e. [a]k =∑

|A|=k aAfA, and in particular [a]0 = a∅ =: a0. The algebra KV can be decomposed as the direct sum

KV = KV0 ⊕KV1

where KV0 is the even subalgebra (generated by commuting elements) and KV1 is the odd subalgebra
(generated by anticommuting elements). This decomposition defines a natural Z2-grading, turning KV
into a graded commutative superalgebra, since KVj KVk ⊂ KVj+k for j, k ∈ Z2. This is compatible with
the Z2-grading of the coefficient algebra KΛN since KVj ∩KΛN =: KΛN,j (j ∈ Z2) where

KΛN,0 =
⊕
k≥0

KΛ
(2k)
N and KΛN,1 =

⊕
k≥0

KΛ
(2k+1)
N

are the even and odd subalgebras of KΛN , respectively.
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From (1) it follows that every a ∈ KΛN is the sum of a number a0 ∈ KΛ
(0)
N = K and a nilpotent

element, since, in fact, every a ∈ KΛ+
N :=

⊕N
k=1 KΛ

(k)
N satisfies aN+1 = 0. It is easily seen that the

projection [·]0 : KΛN → K is an algebra homomorphism, i.e., [ab]0 = a0b0 for every a, b ∈ KΛN .

The algebra KΛN is a K-vector space of dimension 2N . As is the case for every finite dimensional
K-vector space, we can introduce an arbitrary norm (all norms being equivalent), turning KΛN into a
Banach space. We consider the norm given by |a| =

∑
A |aA|, a ∈ KΛN , for which it is easily proven that

|ab| ≤ |a||b|, ∀a, b ∈ KΛN . (2)

For every a ∈ KΛN we define the exponential of a, denoted ea or exp(a), by the power series

exp(a) =

∞∑
j=0

aj

j!

On account of the norm inequality above, we obtain the uniform convergence of the series, thence the
continuity of the exponential map in KΛN .

2.1 Grassmann envelopes and supermatrices
Consider the graded vector space Kp|q with standard basis e1, . . . , ep, è1, . . . , èq, where {e1, . . . , ep} is a
basis for Kp|0 and {è1, . . . , èq} is a basis for K0|q, with Kp|q = Kp|0 ⊕ K0|q. The Grassmann envelope
Kp|q(ΛN ) is defined as the set of formal linear combinations

x = x+ x̀ =

p∑
j=1

xjej +

q∑
j=1

x̀j èj , where xj ∈ KΛN,0, x̀j ∈ KΛN,1, (3)

constituting a K-vector space of dimension 2N−1(p + q) which inherits the Z2-grading of Kp|q, i.e.,
Kp|q(ΛN ) = Kp|0(ΛN ) ⊕ K0|q(ΛN ) where Kp|0(ΛN ) denotes the subspace of vectors of the form (3)
with x̀j = 0, and K0|q(ΛN ) denotes the subspace of vectors of the form (3) with xj = 0; Kp|0(ΛN ) and
K0|q(ΛN ) are called the Grassmann envelopes of Kp|0 and K0|q, respectively. In Kp|q(ΛN ), there exists a
subspace which is naturally isomorphic to Kp|0: it consists of vectors (3) of the form x =

∑m
j=1 xjej with

xj ∈ K. This leads to the important projection [·]0 : Kp|q(ΛN )→ Kp|0 defined by: [x]0 =
∑p
j=1 [xj ]0 ej .

We will represent elements of the standard basis of Kp|q also by column matrices, i.e.

ej = (0, . . . , 1, . . . , 0)
T (1 on the j-th place from the left),

èj = (0, . . . , 1, . . . , 0)
T (1 on the (p+ j)-th place from the left).

A general element of Kp|q(ΛN ) then is represented by the column x = (x1, . . . , xp, x̀1, . . . , x̀q)
T .

A natural generalization of Kp|q(ΛN ) is the V-envelope Kp|q(V) defined by elements of the form (3)
but with xj ∈ KV0 and x̀j ∈ KV1.

The Grassmann envelope of the space of endomorphisms on Kp|q is known as the space of super-
matrices, meant to produce linear operators on Kp|q(V) or on its restriction Kp|q(ΛN ). The space of
supermatrices is denoted by Mat(p|q)(KΛN ) and consists of block matrices of the form

M =

(
A B`

C` D

)
=

(
A 0
0 D

)
+

(
0 B`

C` 0

)
(4)

where1 A ∈ (KΛN,0)p×p, B` ∈ (KΛN,1)p×q, C` ∈ (KΛN,1)q×p and D ∈ (KΛN,0)q×q. The Z2-grading of
Mat(p|q)(KΛN ), inherited from KΛN , together with the usual matrix multiplication, provides a superal-
gebra structure to this Grassmann envelope. In this structure the first term in (4) is called the even part
of M , while the second term is called the odd one.

1Given a set S, we use the notation Sp×q to refer to the set of matrices of order p× q with entries in S.
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For arbitrary k ∈ N, let Mat(p|q)(KΛ
(k)
N ) be the space of homogeneous supermatrices of degree k.

Then Mat(p|q)(KΛ
(2k)
N ) consists of all diagonal block matrices(

A 0
0 D

)
with entries in KΛ

(2k)
N , while Mat(p|q)(KΛ

(2k+1)
N ) consists of all off-diagonal block matrices(

0 B`

C` 0

)
with entries in KΛ

(2k+1)
N . These subspaces define a grading in Mat(p|q)(KΛN ) in the sense that

Mat(p|q)(KΛN ) =

N⊕
k=0

Mat(p|q)(KΛ
(k)
N )

and
Mat(p|q)(KΛ

(k)
N ) Mat(p|q)(KΛ

(`)
N ) ⊂ Mat(p|q)(KΛ

(k+`)
N ).

It follows that every supermatrix M can be written as the sum of a numeric (real or complex) matrix
M0 ∈ Mat(p|q)(KΛ

(0)
N ) and a nilpotent supermatrix M ∈ Mat(p|q)(KΛ+

N ) :=
⊕N

k=1 Mat(p|q)(KΛ
(k)
N ). In

accordance with the general principles for Grassmann algebras and Grassmann envelopes we define the
algebra homomorphism [·]0 : Mat(p|q)(KΛN )→ Mat(p|q)(KΛ

(0)
N ) as the projection:

M =

(
A B`

C` D

)
−→

(
A0 0
0 D0

)
= M0 = [M ]0

where A0 and D0 are the numeric projections of A and D on Kp×p and Kq×q, respectively. Furthermore,
given a set of supermatrices S we define [S]0 = {[M ]0 : M ∈ S}.

Every supermatrix M defines a linear operator on Kp|q(V) which acts on a vector x = x + x̀ by left
multiplication with its column representation:

Mx =

(
A B`

C` D

)(
x
x̀

)
=

(
Ax+B`x̀
C`x+Dx̀

)
∈ Kp|q(V).

In order to study some group structures in Mat(p|q)(KΛN ) we start from the Lie group GL(p|q)(KΛN )
of all invertible elements of Mat(p|q)(KΛN ). The following theorem states a well-known characterization
of this group, see [1].

Theorem 1. Let M ∈ Mat(p|q)(KΛN ), as in (4). Then the following statements are equivalent:

(i) M ∈ GL(p|q)(KΛN );
(ii) A, D are invertible;
(iii) A0, D0 are invertible.

The notions of transpose, trace and determinant of a matrix need to be redefined in the graded case.
The supertranspose operation is defined by

MST =

(
AT C`T

−B`T DT

)
,

where ·T denotes the usual matrix transpose. The following properties can be easily checked, see [1].

Proposition 1. Let M,L ∈ Mat(p|q)(KΛN ) and x ∈ Kp|q(V). Then

(i) (ML)
ST

= LSTMST ;
(ii) (Mx)

T
= xTMST ;

(iii)
(
M−1

)ST
=
(
MST

)−1 for every M ∈ GL(p|q)(KΛN ).
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The supertrace is defined as the map str : Mat(p|q)(KΛN )→ KΛN,0, given by

str
(
A B`

C` D

)
= tr(A)− tr(D).

Proposition 2. Let M,L ∈ Mat(p|q)(KΛN ). Then

(i) str(ML) = str(LM);
(ii) str

(
MST

)
= str(M).

The superdeterminant or Berezinian is a function from GL(p|q)(KΛN ) to KΛN,0, defined by

sdet(M) =
det(A−B`D−1C`)

det(D)
=

det(A)

det(D − C̀A−1B̀)
.

Some of its basic properties are given in the following proposition, see [1].

Proposition 3. Let M,L ∈ GL(p|q)(KΛN ), then

(i) sdet(ML) = sdet(M) sdet(L);
(ii) sdet

(
MST

)
= sdet(M).

In the vector space Mat(p|q)(KΛN ) we introduce the norm ‖M‖ =
∑p+q
j,k=1 |mj,k|, where mj,k ∈ KΛN

(j, k = 1, . . . , p+ q) are the entries of M . As was the case in KΛN , also this norm satisfies the inequality
‖ML‖ ≤ ‖M‖‖L‖ for every pairM,L ∈ Mat(p|q)(KΛN ), leading to the absolute convergence of the series

exp(M) =

∞∑
j=0

M j

j!

and hence, the continuity of the exponential map in Mat(p|q)(KΛN ). It is easily seen that also the
supertranspose, the supertrace and the superdeterminant are continuous maps. Some properties of the
exponential are gathered in the following proposition.

Proposition 4. Let M,L ∈ Mat(p|q)(KΛN ). Then

(i) e0 = Ip+q, where Ik denotes the identity matrix of order k ∈ N;
(ii)

(
eM
)ST

= eM
ST

;
(iii) if ML = LM , then eM+L = eM eL;
(iv) eM ∈ GL(p|q)(KΛN ) and

(
eM
)−1

= e−M ;
(v) e(a+b)M = eaMebM , for every pair a, b ∈ KΛN,0;
(vi) if C ∈ GL(p|q)(KΛN ) then, eCMC−1

= CeMC−1;
(vii) etM (t ∈ R) is a smooth curve in Mat(p|q)(KΛN ), with

d

dt
etM = MetM = etMM, and

d

dt
etM

∣∣
t=0

= M ;

(viii) sdet
(
eM
)

= estr(M).

Remark 2.1. The proofs (i)-(vii) can be established by straightforward computation. A detailed proof
for (viii) can be found in [1]. Similar properties to (i) and (iii)–(vii) can be obtained for the exponential
map in KΛN .

In this setting we can also define the notion of logarithm of a supermatrix. For a supermatrix
M ∈ Mat(p|q)(KΛN ) we define ln(M) by:

ln(M) =

∞∑
j=1

(−1)j+1 (M − Ip+q)j

j
, (5)

wherever the series converges. Following standard procedures it is possible to prove the next classical
properties of the logarithmic map.
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Proposition 5. In Mat(p|q)(KΛN ) it holds that:

(i) the series (5) converges and yields a continuous function near Ip+q;
(ii) given a neighbourhood U of Ip+q on which ln is defined and a neighbourhood V of 0 such that

exp(V ) := {exp(M) |M ∈ V } ⊂ U , then exp(ln(M)) = M , ∀M ∈ U , and ln(exp(L)) = L, ∀L ∈ V .

With the above definitions of the exponential and logarithmic maps, it is possible to obtain all the
classical results known for Lie groups and Lie algebras of real and complex matrices. The exponential of
a nilpotent matrix M ∈ Mat(p|q)(KΛ+

N ) reduces to a finite sum, yielding the bijective mapping

exp : Mat(p|q)(KΛ+
N )→ Ip+q + Mat(p|q)(KΛ+

N )

with inverse
ln : Ip+q + Mat(p|q)(KΛ+

N )→ Mat(p|q)(KΛ+
N ),

since also the second expansion only has a finite number of non-zero terms, whence problems of con-
vergence do not arise. We recall that a supermatrix M belongs to GL(p|q)(KΛN ) if and only if its
numeric projection M0 has an inverse. Then M = M0(Ip+q + M−1

0 M) = M0 exp(L), for some unique
L ∈ Mat(p|q)(KΛ+

N ).

3 Clifford analysis and spin actions in superspace
After presenting the above preliminary facts on Grassmann algebras, Grassmann envelopes and super-
matrices, in this section we will briefly show how the Clifford setting is established in superspace. In
particular, we pay attention to the special form adopted by the spin group in this case, see [4], and study
the invariance of the super Dirac operator under the corresponding spin actions.

3.1 Clifford setting in superspace
Clifford algebras in superspace are obtained by considering p = m, q = 2n (m,n ∈ N) and K = R.
The canonical basis e1, . . . , em, è1, . . . , è2n of the graded vector space Rm|2n is endowed with both an
orthogonal and a symplectic structure by means of the multiplication relations

ejek + ekej = −2δj,k, ej èk + èkej = 0, èj èk − èkèj = gj,k,

where gj,k is a symplectic form defined by g2j,2k = g2j−1,2k−1 = 0 and g2j−1,2k = −g2k,2j−1 = δj,k,
j, k = 1, . . . , n. In the study of Clifford analysis in superspace with Grassmann coefficients, the algebra
of interest is

Am,2n(RV) = AlgR(f1, . . . , fN ,VAR,VAR`, e1, . . . , em, è1, . . . , è2n) = RV ⊗ Cm,2n

where Cm,2n is the infinite dimensional algebra generated by all elements of Rm|2n, and the elements of
Cm,2n are supposed to commute with the elements of RV. The set of Clifford coefficients in this setting
is the subalgebra of Am,2n(RV) given by

Am,2n(RΛN ) = AlgR(f1, . . . , fN , e1, . . . , em, è1, . . . , è2n) = RΛN ⊗ Cm,2n.

Following [1, 13], the bosonic and fermionic partial derivatives ∂v and ∂v̀ (v ∈ VAR, v̀ ∈ VAR`) can
be uniquely defined as endomorphisms of Am,2n(RV) by means of the following recursive formulae:

∂v[1] = 0,

∂vfk = fk∂v,

∂vw − w∂v = δv,w,

∂vẁ = ẁ∂v, ∂vej = ej∂v, ∂v èj = èj∂v,


∂v̀[1] = 0,

∂v̀fk = −fk∂v̀
∂v̀ẁ + ẁ∂v̀ = δv̀,ẁ,

∂v̀w = w∂v̀, ∂v̀ej = ej∂v̀, ∂v̀ èj = èj∂v̀,

which are valid for the left and the right actions of w, ẁ, ∂v, ∂v̀. From this definition it immediately
follows that ∂v∂w = ∂w∂v, ∂v̀∂ẁ = −∂ẁ∂v̀ and ∂v∂ẁ = ∂ẁ∂v.
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As usual, a supervector variable x of Rm|2n(V) is then defined as

x = x+ x̀ =

m∑
j=1

xjej +

2n∑
j=1

x̀j èj , xj ∈ VAR, x̀j ∈ VAR`.

Supervector variables generate the realization Rm|2n(V) of the so-called radial algebra in this setting,
see [2, 5, 9], and the anti-commutator {a, b} = ab + ba between supervectors can be used to define a
generalized inner product 〈·, ·〉R by

〈x, y〉R = −1

2
{x, y} =

m∑
j=1

xjyj −
1

2

n∑
j=1

(x̀2j−1ỳ2j − x̀2j ỳ2j−1) ∈ RV0. (6)

We consider functions of the supervector variable x = x+ x̀ which are of the form

F (x) = F (x, x̀) =
∑

A⊂{1,...,2n}

FA(x) x̀j1 . . . x̀jk , A = {j1, . . . , jk}, 1 ≤ j1 < . . . < jk ≤ 2n,

where FA(x) is a function depending on the bosonic variables x1, . . . , xm ∈ VAR. The most basic set of
such functions is the super-polynomial algebra in the variables x1, . . . , xm, x̀1, . . . , x̀2n,

Pm|2n = Am,2n(RΛN )⊗ R[x1, . . . , xm]⊗ Λ(x̀1, . . . , x̀2n),

where Λ(x̀1, . . . , x̀2n) is the Grassmann algebra generated by the odd variables x̀1, . . . , x̀2n ∈ VAR`. Su-
perpolynomials play an important rôle in superanalysis since they form a dense set in other interesting
function spaces. For that reason we restrict our attention to Pm|2n in this paper.

The vector derivative with respect to x is obtained in this setting through the bosonic and fermionic
Dirac operators

∂x =

m∑
j=1

ej∂xj , ∂x̀ = 2

n∑
j=1

(
è2j∂x̀2j−1 − è2j−1∂x̀2j

)
,

which lead to the left super Dirac operator ∂x· = ∂x̀ · −∂x·.

The corresponding realization of the radial algebra in the set of Clifford coefficients Am,2n(RΛN ) is
the subalgebra generated by the Grassmann envelope of constant supervectors Rm|2n(ΛN ). This algebra is
denoted by Rm|2n(ΛN ). Observe that Rm|2n(ΛN ) is a finite dimensional vector space since it is generated
by the set

{fAej | A ⊂ {1, . . . , N}, |A| even , j = 1, . . . ,m} ∪ {fAèj | A ⊂ {1, . . . , N}, |A| odd , j = 1, . . . , 2n} ,

and there is a finite number of possible products amongst these generators. For more details about this
kind of radial algebra realization we refer to [2, 3, 5, 10, 11, 12].

The definition of the spin group in superspace requires the definition of the exponential map over
the algebra Am,2n(RΛN ), see [4]. However, since this algebra is infinite dimensional, the power series
exp(x) =

∑∞
j=0

xj

j! lies in general out of Am,2n(RΛN ). For a correct definition of the exponential map
in this setting its is necessary to introduce the corresponding tensor algebra. Let T (V ) be the tensor
algebra of the vector space V spanned by the basis BV = {f1, . . . , fN , e1, . . . , em, è1, . . . , è2n}, i.e.
T (V ) =

⊕∞
j=0 T

j(V ) where T j(V ) = spanR{v1 ⊗ · · · ⊗ vj : v` ∈ BV } is the j-fold tensor product of V
with itself. When considering the twosided ideal I generated by the elements

fj ⊗ fk + fk ⊗ fj , fj ⊗ ek − ek ⊗ fj , fj ⊗ èk − èk ⊗ fj ,
ej ⊗ ek + ek ⊗ ej + 2δj,k, ej ⊗ èk + èk ⊗ ej , èj ⊗ èk − èk ⊗ èj − gj,k,

Am,2n(RΛN ) is clearly seen to be a subalgebra of T (V )/I. Indeed, T (V )/I is isomorphic to the exten-
sion of Am,2n(RΛN ) which also contains infinite sums of terms of the form aej1 · · · ejk è

α1
1 · · · è

α2n
2n where

a ∈ RΛN , 1 ≤ j1 ≤ . . . ≤ jk ≤ m and (α1, . . . , α2n) ∈ (N ∪ {0})2n is a multi-index.
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This enables us to consider the exponential map exp(F ) =
∑∞
j=0

F j

j! for F ∈ Am,2n(RΛN ) since exp

is well–defined on the tensor algebra T (V ) and in consequence also on T (V )/I, see [6]. In particular, we
have the following mapping properties

exp : Am,2n(ΛN )→ T (V )/I, exp : Rm|2n(ΛN )→ Rm|2n(ΛN ).

Following the radial algebra approach it is possible to extend some important involutions toAm,2n(RV)
and T (V )/I, see [3]. In particular, the conjugation can be defined on Am,2n(RV) as the linear map sat-
isfying

a ej1 . . . ejk è`1 . . . è`s = a ej1 . . . ejk è`1 . . . è`s , a ∈ RV;

where
ej1 . . . ejk è`1 . . . è`s = (−1)k+

s(s+1)
2 è`s . . . è`1ejk . . . ej1 .

Observe that FG = GF for every pair F,G ∈ Rm|2n(V), while this relation is not fulfilled in general
in Am,2n(RV). The conjugation map can be continuously extended from Am,2n(RΛN ) to T (V )/I. This
leads, amongst others, to relations of the type eF = eF .

The extension of the set of Clifford coefficients to T (V )/I allows to consider polynomials in the space

T Pm|2n = T (V )/I ⊗ R[x1, . . . , xm]⊗ Λ(x̀1, . . . , x̀2n),

i.e. superpolynomials with coefficients in T (V )/I. Every linear action on Pm|2n can be extended by
continuity to T Pm|2n.

3.2 The spin group
The invariance of the bilinear form (6) was studied in [4] in order to properly define the spin group
in superspace. The Lie group of supermatrices in Mat(m|2n)(RΛN ) leaving the "inner product" 〈·, ·〉R
invariant is given by

O0 = O0(m|2n)(RΛN ) =
{
M ∈ Mat(m|2n)(RΛN ) : MSTQM −Q = 0

}
,

where

Q =

(
Im 0
0 − 1

2
Ω2n

)
and Ω2n =


0 1
−1 0

. . .
0 1
−1 0

 .

Direct computations show thatM ∈ Mat(m|2n)(RΛN ) (see (4)) belongs to O0 if and only if the following
conditions are simultaneously fulfilled:

ATA− 1

2
C`TΩ2nC

` = Im, ATB`− 1

2
C`TΩ2nD = 0, B`TB`+

1

2
DTΩ2nD =

1

2
Ω2n.

These conditions show that the real projection of O0 is the group O(m) × SpΩ(2n) where O(m) is the
classical orthogonal group in dimension m and SpΩ(2n) is the symplectic group defined through the an-
tisymmetric matrix Ω2n, i.e. SpΩ(2n) = {D0 ∈ R2n×2n : DT

0 Ω2nD0 = Ω2n}. In addition, it was shown
in [4] that sdet(M) = ±1 for every M ∈ O0, whence O0 can be seen as a generalization of O(m) to
superspace, see [4] for more details.

As in the classical case, it now is crucial to study the set of superrotations, i.e. the identity component
of O0, which is given by

SO0 = SO0(m|2n)(RΛN ) = {M ∈ O0 : sdet(M) = 1}.

Clearly, the real projection of this group is SO(m) × SpΩ(2n) where SO(m) is the special orthogonal
group in dimension m, which makes it possible to prove that SO0 is connected but non-compact, see [4].
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The Lie algebra so0 of O0 and SO0 plays an important rôle in the construction of the spin group; it
is given by

so0 = so0(m|2n)(RΛN ) = {X ∈ Mat(m|2n)(RΛN ) : XSTQ + QX = 0}.

Writing X ∈ Mat(m|2n)(RΛN ) in the block form (4) of a supermatrix, the above condition splits into
the following requirements for its respective blocks:

AT +A = 0, B`− C`TΩ2n = 0, DTΩ2n + Ω2nD = 0. (7)

The real projection of so0 is the Lie algebra so(m)×spΩ(2n) where so(m) = {A0 ∈ Rm×m : AT0 +A0 = 0}
is the special orthogonal Lie algebra and spΩ(2n) = {D0 ∈ R2n×2n : DT

0 Ω2n + Ω2nD0 = 0} is the sym-
plectic Lie algebra defined through the antisymmetric matrix Ω2n.

The symplectic structure present in SO0, and its consequent non-compactness, make it impossible to
write every element of SO0 as a single exponential of a supermatrix in so0. However, it was proven in [4]
that the following decomposition holds.

Theorem 2. Every supermatrix M ∈ SO0 can be written as

M = eXeY eZ with


X ∈ so(m)× [spΩ(2n) ∩ so(2n)],

Y ∈ {0m} × [spΩ(2n) ∩ Sym(2n)],

Z ∈ so0(m|2n)(Λ+
N ),

where Sym(p) is the subspace of symmetric matrices in Rp×p and so0(m|2n)(Λ+
N ) := so0∩Mat(m|2n)(Λ+

N ).
In addition, the elements Y and Z are unique.

The algebra so0 is related to the algebra of superbivectors but they are not isomorphic in this setting.
Indeed, following the radial algebra approach, superbivectors are elements generated by the wedge product
of supervectors of Rm|2n(ΛN ) and in consequence, they have the form

B =
∑

1≤j<k≤m

bj,k ejek +
∑

1≤j≤m
1≤k≤2n

b̀j,k ej èk +
∑

1≤j≤k≤2n

Bj,k èj � èk, (8)

where bj,k ∈ RΛN,0, b̀j,k ∈ RΛN,1 and Bj,k ∈ RΛN,0 ∩ RΛ+
N,. This form has an important limitation

with respect to so0 since the symplectic part in (8), which is generated by èj � èk, is nilpotent, while
the symplectic part of an so0–element may be invertible. For that reason, it is necessary to consider
an algebra of extended superbivectors R(2)E

m|2n(ΛN ), containing elements of the form (8), however with

Bj,k ∈ RΛN,0. In [4], it was proven that so0(m|2n)(RΛN ) and R(2)E
m|2n(ΛN ) are isomorphic Lie algebras

through the map φ : R(2)E
m|2n(ΛN )→ so0 given by:

φ(B)x = [B, x], B ∈ R(2)E
m|2n(ΛN ), x ∈ Rm|2n(V).

For the basis elements of R(2)E
m|2n(ΛN ) we easily get

[b ejek, x] = 2b (xjek − xkej), [b è2j � è2k, x] = −b (x̀2j−1è2k + x̀2k−1è2j),

[b̀ ej è2k−1, x] = b̀ (2xj è2k−1 + x̀2kej), [b è2j−1 � è2k−1, x] = b (x̀2j è2k−1 + x̀2kè2j−1), (9)
[b̀ ej è2k, x] = b̀ (2xj è2k − x̀2k−1ej), [b è2j−1 � è2k, x] = b (x̀2j è2k − x̀2k−1è2j−1),

where b and b̀ are arbitrary basis elements of RΛN,0 and RΛN,1 respectively.

The spin group in superspace then is introduced as follows:

Spin(m|2n)(ΛN ) :=
{
eB1 · · · eBk : B1, . . . , Bk ∈ R(2)E

m|2n(ΛN ), k ∈ N
}
,

and its action on Rm|2n(V) is given by the Lie group homomorphism h : Spin(m|2n)(ΛN )→ SO0, defined
by

h(eB)[x] = eBxe−B , B ∈ R(2)E
m|2n(ΛN ), x ∈ Rm|2n(V). (10)
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This spin action covers the whole group SO0, see [4]. This statement can be proved using the connec-
tedness of SO0 and the fact that φ is the derivative at the origin (or infinitesimal representation) of h,
i.e.

eφ(B) = h(eB), B ∈ R(2)E
m|2n(ΛN ). (11)

The decomposition of SO0 in Theorem 2 shows the exact number of exponentials of extended superbivec-
tors needed in Spin(m|2n)(ΛN ) to cover the whole group SO0. Considering the direct sum decomposition
R(2)E
m|2n(ΛN ) = S1 ⊕ S2 ⊕ S3 where the subspaces S1, S2, S3 of R(2)E

m|2n(ΛN ) are given by

S1 = φ−1
(
so(m)× [spΩ(2n) ∩ so(2n)]

)
, dimS1 =

m(m− 1)

2
+ n2,

S2 = φ−1
(
{0m} × [spΩ(2n) ∩ Sym(2n)]

)
, dimS2 = n2 + n, (12)

S3 = φ−1
(
so0(m|2n)(Λ+

N )
)

dimS3 = dim so0 −
m(m− 1)

2
− n(2n+ 1),

we get the subset S = exp(S1) exp(S2) exp(S3) ⊂ Spin(m|2n)(ΛN ), which suffices for describing SO0.
In [4], it was moreover proven that S doubly covers SO0. Indeed, for every M = eXeY eZ ∈ SO0 (see
Theorem 2), the number of elements s ∈ S for which h(s) = M only depends on the number of elements
B1 ∈ S1 for which eφ(B1) = eX , seen the uniqueness of Y and Z. Hence, it suffices to determine the
kernel of the restricted group homomorphism h|exp(S1) : exp(S1) → SO(m) × [Sp(2n) ∩ SO(2n)], which
was found to be {−1, 1}, using

exp(S1) = Spin(m) · exp
(
φ−1

(
{0m} × [spΩ(2n) ∩ so(2n)]

))
and the following observations:

• the classical spin group Spin(m) constitutes a double covering for SO(m);
• the kernel of h : exp

(
φ−1

(
{0m} × [spΩ(2n) ∩ so(2n)]

))
→ [Sp(2n) ∩ SO(2n)] is composed of the

products of all integer powers of the elements exp
[
π
(
è 2

2j−1 + è 2
2j

)]
= −1.

For more details, we refer to [4]. The explicit forms of the superbivectors in each of the subspaces S1, S2

and S3 were established in [4] as well.

Proposition 6. The following statements hold:

(i) a basis for S1 is given by


ejek, 1 ≤ j < k ≤ m,
è2j−1 � è2k−1 + è2j � è2k, 1 ≤ j ≤ k ≤ n,
è2j−1 � è2k − è2j � è2k−1, 1 ≤ j < k ≤ n;

(ii) a basis for S2 is given by


è2j−1 � è2j , 1 ≤ j ≤ n,
è2j−1 � è2k−1 − è2j � è2k, 1 ≤ j ≤ k ≤ n,
è2j−1 � è2k + è2j � è2k−1, 1 ≤ j < k ≤ n;

(iii) S3 consists of all elements of the form (8) with bj,k, Bj,k ∈ ΛN,0 ∩ Λ+
N, and b̀j,k ∈ ΛN,1.

Remark 3.1. It is interesting to point out that within the algebra AlgR{è1, . . . , è2n} the elements è2j−1, è2j

may be identified with the operators e
π
4 i∂aj , e

−π4 iaj respectively, where the aj’s are real variables and i is
the usual imaginary unit. Observe that these identifications immediately lead to the Weyl algebra defining
relations

e
π
4 i∂aj e

−π4 iak − e−
π
4 iak e

π
4 i∂aj = ∂ajak − ak∂aj = δj,k.

Hence every extended superbivector of the form B =
∑n
j=1 θjπ

(
è 2

2j−1 + è 2
2j

)
∈ S1, θj ∈ R, may be

identified with an operator
∑n
j=1 θjπi

(
∂2
aj − a

2
j

)
, leading to the correspondence:

eB −→ exp

 n∑
j=1

θjπi
(
∂2
aj − a

2
j

) =

n∏
j=1

exp
[
θjπi(∂

2
aj − a

2
j )
]
.
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We recall that the classical Fourier transform in the variable aj can be written as an operator exponential

Faj [f ] = exp
(π

4
i
)

exp
(π

4
i
(
∂2
aj − a

2
j

))
[f ].

Then, through the previous identifications we can see all operators
n∏
j=1

exp
[
θjπi(∂

2
aj − a

2
j )
]

=

n∏
j=1

exp (−θjπi) F4θj
aj ,

as elements of the spin group, where F4θj
aj denotes the one-dimensional fractional Fourier transform of

order 4θj in the variable aj. In particular, for θj = 1 we get the element exp
[
π
(
è 2

2j−1 + è 2
2j

)]
, identified

with e−πiF4
aj = −id, id denoting the identity operator.

3.3 Invariance of the super Dirac operator under the spin group action
Similarly to the classical case, we define the following spin actions on functions:

H(s)[F (x)] = sF (sxs)s, L(s)[F (x)] = sF (sxs), s ∈ Spin(m|2n)(ΛN ),

which are Lie group homomorphisms from the spin group to the group of automorphisms on T Pm|2n, i.e.
H and L are Lie group representations of Spin(m|2n)(ΛN ). It is our aim to show that both representa-
tions commute with the super Dirac operator ∂x, whence ∂x can be called an invariant operator under
the action of the spin group. The proof can be easily reduced to showing the invariance under the L
action, i.e. to showing that [∂x, L(s)] = 0, s ∈ Spin(m|2n)(ΛN ).

Let End(T Pm|2n) be the space of endomorphisms on T Pm|2n and dL : R(2)E
m|2n(ΛN ) → End(T Pm|2n)

the infinitesimal representation of L, defined, as above, by L(eB) = edL(B), for all B ∈ R(2)E
m|2n(ΛN ). It

then suffices to prove that ∂x commutes with dL(B) for every basis element of R(2)E
m|2n(ΛN ). To this end,

we need the following result.

Proposition 7. Let B ∈ R(2)E
m|2n(ΛN ). Then

dL(B) = B −
m∑
j=1

([B, x])j∂xj −
2n∑
j=1

([B, x])m+j∂x̀j ,

where ([B, x])j denotes the j-th co-ordinate of the supervector [B, x].

Proof.
For every superbivector B we have by definition that dL(B) = d

dtL(etB)
∣∣
t=0

. Then

dL(B)[F (x)] =
d

dt

[
etBF (e−tBxetB)

] ∣∣∣∣
t=0

= BF (x) +
d

dt

[
F (e−tBxetB)

] ∣∣∣∣
t=0

.

Writing y = e−tBxetB = e−tφ(B)x, we have that dy
dt

∣∣
t=0

= −φ(B)x = −[B, x]. Hence, the chain rule in
superanalysis (see [2]) yields

dL(B)[F (x)] = BF (x) +

 m∑
j=1

dyj
dt

∂F

∂yj
(e−tBxetB) +

2n∑
j=1

dỳj
dt

∂F

∂ỳj
(e−tBxetB)

∣∣∣∣∣
t=0

= BF (x)−
m∑
j=1

(
[B, x]

)
j
∂xj [F ](x)−

2n∑
j=1

(
[B, x]

)
m+j

∂x̀j [F ](x). �

Using (9) the following results are now easily obtained:

dL(b ejek) = −2b (xj∂xk − xk∂xj −
1

2
ejek), 1 ≤ j < k ≤ m,

dL(b̀ ej è2k−1) = −b̀ (2xj∂x̀2k−1
+ x̀2k∂xj − ej è2k−1), 1 ≤ j ≤ m, 1 ≤ k ≤ n,
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dL(b̀ ej è2k) = −b̀ (2xj∂x̀2k
− x̀2k−1∂xj − ej è2k), 1 ≤ j ≤ m, 1 ≤ k ≤ n,

dL(b è2j−1 � è2k−1) = −b(x̀2j∂x̀2k−1
+ x̀2k∂x̀2j−1 − è2j−1 � è2k−1), 1 ≤ j ≤ k ≤ n,

dL(b è2j � è2k) = b(x̀2j−1∂x̀2k
+ x̀2k−1∂x̀2j + è2j � è2k), 1 ≤ j ≤ k ≤ n,

dL(b è2j−1 � è2k) = −b(x̀2j∂x̀2k
− x̀2k−1∂x̀2j−1 − è2j−1 � è2k), 1 ≤ j ≤ k ≤ n,

dL(b è2j � è2k−1) = −b(−x̀2j−1∂x̀2k−1
+ x̀2k∂x̀2j − è2j � è2k−1), 1 ≤ j < k ≤ n.

whence we now are in the condition of proving the desired property.

Proposition 8. For every B ∈ R(2)E
m|2n(ΛN ) it holds that [∂x, dL(B)] = 0.

Proof.
We now prove the commutation relation of ∂x with dL(B) for every basis element B of R(2)E

m|2n(ΛN ). As
an example, take B = b̀ ej è2k−1; it is easily obtained that:

[è2` ∂x̀2`−1
, b̀ xj∂x̀2k−1

] = [è2` ∂x̀2`−1
, b̀ x̀2k∂xj ] = 0, [è2` ∂x̀2`−1

, b̀ ej è2k−1] = −δk,` b̀ ej∂x̀2`−1
,

[è2`−1 ∂x̀2`
, b̀ xj∂x̀2k−1

] = [è2`−1 ∂x̀2`
, b̀ ej è2k−1] = 0, [è2`−1 ∂x̀2`

, b̀ x̀2k∂xj ] = −δk,` b̀ è2`−1∂xj .

Then, [è2` ∂x̀2`−1
, dL(b̀ ej è2k−1)] = −δk,` b̀ ej∂x̀2`−1

and [è2`−1 ∂x̀2`
, dL(b̀ ej è2k−1)] = δk,` b̀ è2`−1∂xj , whence

[∂x̀, dL(b̀ ej è2k−1)] = −2

n∑
`=1

δk,` b̀
(
ej∂x̀2`−1

+ è2`−1∂xj
)

= −2b̀
(
ej∂x̀2k−1

+ è2k−1∂xj
)
.

On the other hand, [e` ∂x` , b̀ xj∂x̀2k−1
] = δ`,j b̀ e`∂x̀2k−1

, [e` ∂x` , b̀ x̀2k∂xj ] = 0 and [e` ∂x` , b̀ ej è2k−1] =
−2δj,` b̀ è2k−1∂x` , whence

[∂x, dL(b̀ ej è2k−1)] = −2

m∑
`=1

δj,` b̀
(
e`∂x̀2k−1

+ è2k−1∂x`
)

= −2b̀
(
ej∂x̀2k−1

+ è2k−1∂xj
)
.

Finally, we obtain that [∂x, dL(b̀ ej è2k−1)] = [∂x̀, dL(b̀ ej è2k−1)]− [∂x, dL(b̀ ej è2k−1)] = 0. The proof pro-
ceeds in a similar way for all other basis elements of R(2)E

m|2n(ΛN ). �

The above result implies the invariance of the super Dirac operator under the spin actions H and L.

Corollary 1. For every s ∈ Spin(m|2n)(ΛN ) it holds that [∂x, L(s)] = 0 = [∂x, H(s)].

4 Hermitian super space
In this section we study some fundamental aspects of Hermitian Clifford analysis in superspace. In
particular, we are interested in the group of supermatrices leaving the Hermitian inner product invariant,
leading to a restriction of the spin group, depending on the so-called complex structure J .

4.1 Complex structure and Hermitian radial algebra in superspace
The fundaments of Hermitian Clifford analysis in superspace were introduced in [3] through the notion
of a complex structure, which is defined by some axioms on the radial algebra level, see [5], but can also
be seen as a specific element J of SO0(m|2n)(RΛN ) satisfying J2 = −Im+2n. This condition implies that
sdet(J)2 = (−1)m−2n = (−1)m, forcing m to be even.

The complex structure J chosen in [3] is the algebra automorphism over A2m,2n(RV) defined by

• J is the identity on RV;
• J1(ej) = −em+j , J1(em+j) = ej , j = 1, . . . ,m;
J(è2j−1) = −è2j , J(è2j) = è2j−1, j = 1, . . . , n;

• J(FG) = J(F )J(G) for all F,G ∈ A2m,2n(RV).
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Thence the action of J on every supervector has the form

J(x) = J(x) + J(x̀) =

m∑
j=1

(xm+jej − xjem+j) +

n∑
j=1

(x̀2j è2j−1 − x̀2j−1è2j) ,

and its estriction to R2m|2n(V) can be written in a supermatrix form as

J =

(
J2m 0

0 Ω2n

)
, where J2m =

(
0 Im
−Im 0

)
,

showing that indeed J ∈ SO0(2m|2n)(RΛN ) and J2 = −I2m+2n.

Remark 4.1. We recall that for m = n, the antisymmetric matrices J2n and Ω2n are used to define
two different copies of the symplectic group, i.e. SpJ(2n) = {A0 ∈ R2n×2n : AT0 J2nA0 = J2n} and
SpΩ(2n) = {D0 ∈ R2n×2n : DT

0 Ω2nD0 = Ω2n}. It is clear that J2n and Ω2n only differ by a permutation
of the basis vectors, whence there exists an orthogonal matrix R such that RTJ2nR = Ω2n. Hence,

DT
0 Ω2nD0 = Ω2n ⇐⇒ DT

0 R
TJ2nRD0 = RTJ2nR ⇐⇒ (RD0R

T )T J2nRD0R
T = J2n.

meaning that D0 ∈ SpΩ(2n)⇐⇒ RD0R
T ∈ SpJ(2n), or equivalently, R SpΩ(2n)RT = SpJ(2n). The map

γ(D0) = RD0R
T thus constitutes a Lie group isomorphism between SpΩ(2n) and SpJ(2n), whence also

the corresponding Lie algebras soΩ(2n) = {D0 ∈ R2n×2n : DT
0 Ω2n + Ω2nD0 = 0} and soJ(2n) = {A0 ∈

R2n×2n : AT0 J2n + J2nA0 = 0} are isomorphic. These observations allow us to speak of the "symplectic
structure" independently of Ω2n or J2n.

The action of this complex structure produces a second super Dirac operator given by

∂J(x) := J(∂x) =

m∑
j=1

(
ej∂xm+j

− em+j∂xj
)
, ∂J(x̀) := J(∂x̀) = 2

n∑
j=1

(
è2j−1∂x̀2j−1

+ è2j∂x̀2j

)
,

and finally, ∂J(x)· := J(∂x·) = ∂J(x̀) · −∂J(x)· . The complex structure J commutes with the partial
derivatives ∂xj and ∂x̀j , leading for the super Dirac operators ∂x and ∂J(x) to the relations

J(∂x[F ]) = ∂J(x)[J(F )], J(∂J(x)[F ]) = −∂x[J(F )], F ∈ T P2m|2n.

In accordance with the radial algebra axioms for J (see [3, 5]) the actions of the Dirac operators on the
supervector variables x and J(x) give two important defining elements: the superdimension M and the
fundamental bivector B ∈ R(2)E

2m|2n(ΛN ). Indeed,

∂x[x] = 2m− 2n = ∂J(x)[J(x)], ∂x[J(x)] = 2B = −∂J(x)[x],

where B =
∑m
j=1 ejem+j−

∑2n
j=1 èj

2. Since J also is an element of so0(2m|2n)(RΛN ), another important
characterization of B is that

[B, x] = −2J(x) or equivalently φ(B) = −2J. (13)

A natural realization of the Hermitian radial algebra is easily found in the complexificationA2m,2n(CV)
of A2m,2n(RV), i.e. Am,2n(CV) = A2m,2n(RV)⊕ iA2m,2n(RV) = CV ⊗ C2m,2n, where the imaginary unit
i commutes with every element of A2m,2n(RV). Similarly the complexification of T (V )/I is T (VC)/I. As
usual, the Hermitian conjugation is defined over A2m,2n(CV) by the rule (a + ib)† = a − ib, while the
complex conjugation is denoted as (a+ ib)c = a− ib, where a, b ∈ A2m,2n(RV).

Letting act the projection operators 1
2 (I2m+2n ± iJ) on R2m|2n(V) we obtain the sets of complex

supervectors generating the realization of the Hermitian radial algebra in this setting, given by the
following subspaces of the V-envelope C2m|2n(V):

W =

{
z =

1

2
[x+ iJ(x)] : x ∈ R2m|2n(V)

}
, W † =

{
z† = −1

2
[x− iJ(x)] : x ∈ R2m|2n(V)

}
.
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The Hermitian vector variables z, z† may be decomposed as the sum of complex bosonic and fermionic
vector variables z = z + z̀, z† = z† + z̀† where

z =
1

2

(
x+ iJ(x)

)
=

1

2

m∑
j=1

(xj + ixm+j)(ej − iem+j) =

m∑
j=1

zjfj ,

z† = −1

2

(
x− iJ(x)

)
= −1

2

m∑
j=1

(xj − ixm+j)(ej + iem+j) =

m∑
j=1

zcj f
†
j ,

z̀ =
1

2

(
x̀+ iJ(x̀)

)
=

1

2

n∑
j=1

(x̀2j−1 + ix̀2j)(è2j−1 − iè2j) =

m∑
j=1

z̀jfj̀ ,

z̀† = −1

2

(
x̀− iJ(x̀)

)
= −1

2

n∑
j=1

(x̀2j−1 − ix̀2j)(è2j−1 + iè2j) =

m∑
j=1

z̀cj fj̀
†,

where we have introduced the commuting and anticommuting variables zj = xj + ixm+j ∈ CV0 and
z̀j = x̀2j−1 + ix̀2j ∈ CV1, together with their complex conjugates zcj = xj − ixm+j and z̀cj = x̀2j−1− ix̀2j .
We have also introduced the Witt basis elements

fj =
1

2
(ej − iem+j), f†j = −1

2
(ej + iem+j), fj̀ =

1

2
(è2j−1 − iè2j), fj̀

† = −1

2
(è2j−1 + iè2j),

which submit to the multiplication rules
fjfk + fkfj = 0,

f†jf
†
k + f†kf

†
j = 0,

fjf
†
k + f†kfj = δj,k,


fj̀ fk̀ − fk̀ fj̀ = 0,

fj̀
† fk̀
† − fk̀

† fj̀
† = 0,

fj̀ fk̀
† − fk̀

† fj̀ = − i
2δj,k,

{
fjfk̀ + fk̀ fj = 0,

fjfk̀
† + fk̀

† fj = 0,

{
f†jfk̀ + fk̀ f

†
j = 0,

f†jfk̀
† + fk̀

† f†j = 0.

The algebra generated by the vector variables z, z† indeed is a suitable realization of the Hermitian radial
algebra since the element {z, u†} is a commuting object. In fact,

〈z, u〉C =: {z, u†} =

m∑
j=1

zju
c
j −

i

2

n∑
j=1

z̀j ù
c
j ∈ CV0. (14)

Since {z, u†}c = {u, z†}, the above expression can be used to define an "inner product" of the complex
supervectors z and u, see [3].

4.2 Invariance of W and W †.
It is easily seen that the spacesW andW † establish a direct sum decomposition of the complex V-envelope
C2m|2n(V), i.e. C2m|2n(V) = W ⊕W †. Every supermatrix M ∈ Mat(2m|2n)(RΛN ) acts on elements of
W , W † as it naturally does on elements of C2m|2n(V):

z =
1

2
[x+ iJ(x)] 7−→ 1

2
[Mx+ iMJ(x)] ; z† = −1

2
[x− iJ(x)] 7−→ −1

2
[Mx− iMJ(x)] .

Hence, the subspace MatJ(2m|2n)(RΛN ) of Mat(2m|2n)(RΛN ) leaving W and W † invariant is given by

MatJ(2m|2n)(RΛN ) = {M ∈ Mat(2m|2n)(RΛN ) : MJ = JM}.

Proposition 9. Let M ∈ Mat(2m|2n)(RΛN ), as in (4). Then the following statements are equivalent:

(i) MJ = JM ;
(ii) the matrices, A,B`, C`, D satisfy AJ2m = J2mA, B`Ω2n = J2mB

`, C`J2m = Ω2nC
`, DΩ2n = Ω2nD;

(iii) the matrices, A,B`, C`, D have the form

A =

(
A1 A2

−A2 A1

)
, B` =

(
B`

1

B`
1Ω2m

)
, C` =

(
C`

1

∣∣− Ω2nC
`
1

)
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and
D =

{
Djk

}
j,k=1,...,n

with Djk =

(
ajk bjk
−bjk ajk

)
,

where A1, A2 ∈
(
RΛN,0

)m×m, B`
1 ∈

(
RΛN,1

)m×2n, C`
1 ∈

(
RΛN,1

)2n×m and ajk, bjk ∈ RΛN,0.

Proof.
The equivalence between (i) and (ii) easily follows from the block structure of the supermatrices M and
J . To prove the equivalence between (ii) and (iii) we first write

A =

(
A1 A2

A3 A4

)
Aj ∈

(
RΛN,0

)m×m
, B` =

(
B`

1

B`
2

)
B`
j ∈

(
RΛN,1

)m×2n
,

C` =
(
C`

1

∣∣C`
2

)
C`
j ∈

(
RΛN,1

)2n×m
, D =

{
Djk

}
j,k=1,...,n

Djk ∈
(
RΛN,0

)2×2
.

Then, easy computations show that

AJ2m = J2mA ⇐⇒
(
−A2 A1

−A4 A3

)
=

(
A3 A4

−A1 −A2

)
⇐⇒ A =

(
A1 A2

−A2 A1

)
,

B`Ω2n = J2mB
` ⇐⇒

(
B`

1Ω2n

B`
2Ω2n

)
=

(
B`

2

−B`
1

)
⇐⇒ B` =

(
B`

1

B`
1Ω2m

)
,

C`J2m = Ω2nC
` ⇐⇒

(
−C`

2

∣∣C`
1

)
=
(
Ω2nC

`
1

∣∣Ω2nC
`
2

)
⇐⇒

(
C`

1

∣∣− Ω2nC
`
1

)
,

DΩ2n = Ω2nD ⇐⇒ DjkΩ2 = Ω2Djk ⇐⇒ Djk =

(
ajk bjk
−bjk ajk

)
.

�

The subspaces W and W † both are isomorphic to the V-envelope Cm|n(V). For that reason we
denote the Hermitian radial algebra generated by them as Cm|n(V). Every complex supervector z =∑m
j=1 zjfj +

∑n
j=1 z̀jfj̀ and its Hermitian conjugate z† =

∑m
j=1 z

c
j f
†
j +

∑n
j=1 z̀

c
j fj̀
†, can be written as

column vectors of Cm|n(V) in the form

z =

(
z
z̀

)
= (z1, . . . , zm, z̀1, . . . , z̀n)

T
, zc =

(
zc

z̀c

)
= (zc1, . . . , z

c
m, z̀

c
1, . . . , z̀

c
n)
T
.

In this way, the equalities z = 1
2 [x+ iJ(x)] and z† = − 1

2 [x− iJ(x)] can be rewritten in the matrix2

form:
z = Px, zc = Pcx, where P =

(
P 0
0 Q

)
,

and with

P =


1 0 . . . 0 i 0 . . . 0
0 1 . . . 0 0 i . . . 0
...

...
. . .

...
...

...
. . .

...
0 0 . . . 1 0 0 . . . i

 =
(
Im
∣∣ iIm) ∈ Cm×2m, Q =


1 i 0 0 . . . 0 0
0 0 1 i . . . 0 0
...

...
...

...
. . .

...
...

0 0 0 0 . . . 1 i

 ∈ Cn×2n.

These complex matrices play a rôle in every computation involving the supervectors z and x. In particular,
they satisfy the following relations.

P
(
PT
)c

= 2Im+n,
(
PT
)c

P = I2m+2n + iJ, PJ = −iP. (15)

Every linear transformation in R2m|2n(V) defined by a supermatrix M ∈ MatJ(2m|2n)(RΛN ) is
associated to a transformation in Cm|n(V) determined by

u =
1

2
[Mx+ iJ(Mx)] , x ∈ R2m|2n(V).

2The complex conjugate Mc of a supermatrix M ∈ Mat(p|q)(CΛN ) is defined componentwise.
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This transformation can be written in terms of a supermatrix ψ(M) ∈ Mat(m|n)(CΛN ) as u = ψ(M)z
with z = 1

2 (x + iJ(x)). Indeed, the above relation can be rewritten as PMx = ψ(M)Px for every
x ∈ R2m|2n(V), meaning that ψ(M)P = PM , or equivalently,

ψ(M) =
1

2
PM

(
PT
)c
. (16)

Using Proposition 9 we easily get

ψ

 A1 A2 B`
1

−A2 A1 B`
1Ω2n

C`
1 −Ω2nC

`
1 D

 =

(
A1 − iA2 B`

1

(
QT
)c

QC`
1

1
2QD

(
QT
)c ) . (17)

Remark 4.2. It is known from Proposition 9 that the matrix D is composed of 2× 2 blocks Djk. It then
easily follows that 1

2QD
(
QT
)c

= {ajk − ibjk}j,k=1,...,n.

Proposition 10. The map ψ : MatJ(2m|2n)(RΛN )→ Mat(m|n)(CΛN ) is a real algebra isomorphism.

Proof.
Using the properties of P given in (15) it easily follows that ψ is invertible and its inverse is given by

ψ−1(L) =
1

2

[(
PT
)c
LP + PT LcPc

]
, L ∈ Mat(m|n)(CΛN ).

That ψ is an algebra isomorphism follows from its real-linearity and from

ψ(M1)ψ(M2) =
1

4
PM1

(
PT
)c

PM2

(
PT
)c

=
1

4
PM1 (I2m+2n + iJ)M2

(
PT
)c

=
1

4

[
PM1M2

(
PT
)c

+ iPJM1M2

(
PT
)c]

=
1

2
PM1M2

(
PT
)c

= ψ(M1M2).

�

4.3 Invariance of the Hermitian inner product. The group SOJ
0 .

We are now interested in the invariance, under linear actions, of the inner product (14) between complex
supervectors. In particular, we want to describe the set of supermatricesM ∈ Mat(m|n)(CΛN ) satisfying

〈Mz,Mu〉C = 〈z, u〉C, ∀z, u ∈ Cm|n(V). (18)

Observe that 〈·, ·〉C can be written in a matricial form as

〈z, u〉C = zTHuc, where H =

(
Im 0
0 − i

2In

)
.

Then a super matrix M ∈ Mat(m|n)(CΛN ) satisfies the condition (18) if and only if

zT
(
MSTHM c −H

)
uc = 0 ∀z, u ∈ Cm|n(V), or equivalently MSTHM c −H = 0.

Hence the set of supermatrices leaving the inner product (14) invariant is given by

U0 = U0(m|n)(CΛN ) =
{
M ∈ Mat(m|n)(CΛN ) :

(
MST

)c
HcM −Hc = 0

}
,

which is a closed subgroup of GL(m|n)(CΛN ) and in consequence a Lie group.

Proposition 11. The following statements hold:

(i) a supermatrix M ∈ Mat(m|n)(CΛN ) of the form (4) belongs to U0 if and only if(
AT
)c
A+

i

2

(
C`T
)c
C` = Im,

(
AT
)c
B`+

i

2

(
C`T
)c
D = 0, −

(
B`T
)c
B`+

i

2

(
DT
)c
D =

i

2
In;

17



(ii) (sdetM)
c sdetM = 1 for every M ∈ U0;

(iii) [U0]0 = U(m)×U(n), where U(k) denotes the unitary group of order k.

Proof.

(i) The relation
(
MST

)c
HcM = Hc can be written in terms of A,B`, C`, D as( (

AT
)c
A+ i

2

(
C`T
)c
C`

(
AT
)c
B`+ i

2

(
C`T
)c
D

−
(
B`T
)c
A+ i

2

(
DT
)c
C` −

(
B`T
)c
B`+ i

2

(
DT
)c
D

)
=

(
Im 0
0 i

2In

)
.

(ii) It is easily obtained from
(
MST

)c
HcM = Hc.

(iii) Applying the homomorphism [·]0 to each of the relations in (i) we get for

[M ]0 =

(
A0 0
0 D0

)
that

(
AT0
)c
A0 = Im and

(
DT

0

)c
D0 = In or equivalently A0 ∈ U(m) and D0 ∈ U(n). �

As it was done in [4] for SO0, it can be proved that this generalization of the unitary groups U(m) and
U(n) is connected.

Proposition 12. U0 is a connected Lie group.

Proof.
This proof is similar to the one in [4] showing the connectedness of SO0. The strategy is to find for
every M ∈ U0 a continuous path M(t) (0 ≤ t ≤ 1) connecting, inside U0, M with its complex pro-
jection M0, which belongs to the connected group U(m) × U(n). This continuous path is given by
M(t) =

∑N
j=0 t

j [M ]j , where [M ]j is the projection of M on Mat(m|n)(CΛ
(j)
N ). �

As in the classical case, the Lie group U0(m|n)(CΛN ) is related to SO0(2m|2n)(RΛN ) through the
complex structure J . Indeed, it is clear that supermatrices in the group

SOJ0 = SOJ0 (2m|2n)(RΛN ) = SO0(2m|2n)(RΛN ) ∩MatJ(2m|2n)(RΛN ),

have the double property of keeping the bilinear forms {x, y} and {x, J(y)} for x, y ∈ R2m|2n(V) invariant.
But for the Hermitian inner product (14) we have

〈z, u〉C = {z, u†} =

{
1

2
(x+ iJ(x)),−1

2
(y − iJ(y))

}
= −1

2

[
{x, y} − i{x, J(y)}

]
,

whence the action of every supermatrix in SOJ0 leaves the Hermitian inner product invariant as well. This
property is summarized below.

Proposition 13. The map ψ defined in (16) is a Lie group isomorphism between SOJ0 (2m|2n)(RΛN )
and U0(m|n)(CΛN ).

Proof.
It is clear that ψ defines a smooth map and in addition, it was proved in Proposition 10 that ψ is a
group homomorphism. It thus only remains to show that ψ(SOJ0 ) = U0. To that end, first observe that
ψ(Q) = Hc and that

(
ψ(M)ST

)c
= 1

2PM
ST
(
PT
)c

= ψ(MST ). Using Proposition 10 we get for every
M ∈ SOJ0 that(

ψ(M)ST
)c

Hcψ(M)−Hc = ψ(MST )ψ(Q)ψ(M)− ψ(Q) = ψ
(
MSTQM −Q

)
= 0,

meaning that ψ(M) ∈ U0, and in consequence ψ(SOJ0 ) ⊂ U0. On the other hand, for L ∈ U0 we get
ψ−1(L)ST = 1

2

[
PT LST Pc +

(
PT
)c (

LST
)c

P
]

= ψ−1
((
LST

)c). Hence,
ψ−1(L)STQψ−1(L)−Q = ψ−1(L)STψ−1(Hc)ψ−1(L)− ψ−1(Hc) = ψ−1

((
LST

)c
HcL−Hc

)
= 0.
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This shows that the supermatrixM = ψ−1(L) belongs to O0, but we still have to prove that sdet(M) = 1.
To that end it suffices to compute sdet(M0), since sdet(M) = sdet(M0). From section 3 we know that

M0 =

(
A0 0
0 D0

)
with A0 ∈ O(2m) and D0 ∈ SpΩ(2n). In addition,M0J = JM0 which implies in particular that A0J2m =
J2mA0. Combining this with AT0 A0 = I2m, straightforward computations yield AT0 J2mA0 = J2m, or still
A0 ∈ SpJ(2m). Hence, det(A0) = det(D0) = 1 since the determinant of a symplectic matrix always
equals 1, implying that sdet(M0) = 1. Whence M = ψ−1(L) ∈ SOJ0 and in consequence ψ−1(U0) ⊂ SOJ0 .
�

The above proposition leads to the following result on the Lie algebra level.

Proposition 14. The Lie algebras of SOJ0 and U0 are given by

soJ0 = soJ0 (2m|2n)(RΛN ) = {X ∈ so0(2m|2n)(RΛN ) : XJ = JX},
u0 = u0(m|n)(CΛN ) = {X ∈ Mat(m|n)(CΛN ) :

(
XST

)c
Hc + HcX = 0}, (19)

respectively. In addition, ψ : soJ0 → u0 is a Lie algebra isomorphism.

Proof.
If X ∈ Mat(m|n)(CΛN ) belongs to the Lie algebra of U0, it satisfies etX ∈ U0 for every t ∈ R. Differentia-
ting both sides of the equality et(X

ST )cHcetX = Hc and evaluating at t = 0, we get
(
XST

)c
Hc+HcX = 0.

On the other hand, it is easily seen that every supermatrix satisfying the above condition is such that
etX ∈ U0 for every t ∈ R. Then, the Lie algebra of U0 is the one given in (19). The Lie algebra of
SOJ0 is similarly obtained: differentiating both sides of etMJ = JetM , we get MJ = JM . Vice versa, if
MJ = JM then clearly etMJ = JetM . Since ψ : SOJ0 → U0 is a Lie group isomorphism, its infinitesimal
representation dψ : soJ0 → u0 turns out to be a Lie algebra isomorphism, see [7]. The map dψ is obtained
from ψ through the relation et dψ(X) = ψ(etX), t ∈ R, X ∈ soJ0 . Differentiating at t = 0 we get

dψ(X) =
d

dt
ψ(etX)

∣∣∣∣
t=0

=
d

dt

[
1

2
PetX

(
PT
)c] ∣∣∣∣

t=0

=
1

2
PX

(
PT
)c

= ψ(X).

Hence, ψ is its own infinitesimal representation. �

Remark 4.3. Straightforward computations show that the numeric projections of SOJ0 , U0, soJ0 and u0

are given by the sets[
SOJ0

]
0

= [SO(2m) ∩ SpJ(2m)]× [SO(2n) ∩ SpΩ(2n)] , [U0]0 = U(m)×U(n),[
soJ0
]
0

= [so(2m) ∩ spJ(2m)]× [so(2n) ∩ spΩ(2n)] , [u0]0 = u(m)× u(n),

where u(k) = {A0 ∈ Ck×k :
(
AT0
)c

+ A0 = 0} is the classical unitary Lie algebra in dimension k. Here,
ψ is a Lie group isomorphism between [SOJ0 ]0 and [U0]0 (respectively a Lie algebra isomorphism between
[soJ0 ]0 and [u0]0). The projections ψJ2m and ψΩ2n

of ψ over [SO(2m) ∩ SpJ(2m)] and [SO(2n) ∩ SpΩ(2n)]
([so(2m) ∩ spJ(2m)] and [so(2n) ∩ spΩ(2n)]), respectively, are given by

ψJ2m(A0) =
1

2
PA0

(
PT
)c

ψΩ2n
(D0) =

1

2
QD0

(
QT
)c
.

They define the Lie group (Lie algebra) isomorphisms

ψJ2m : [SO(2m) ∩ SpJ(2m)]→ U(m), ψJ2m : [so(2m) ∩ spJ(2m)]→ u(m),

ψΩ2n
: [SO(2n) ∩ SpΩ(2n)]→ U(n), ψΩ2n

: [so(2n) ∩ spΩ(2n)]→ u(n).

In the Euclidean Clifford setting in superspace, it has been shown that the fundamental symmetry
group SO0 is connected but non-compact, the non-compactness being due to the realization of SpΩ(2n) in
the real projection of SO0. The introduction of the complex structure, and the consequent refinement of
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the symmetry group, causes the corresponding numeric projection [U0]0 = U(m)× U(n) to be compact,
while U0 remains non-compact. Indeed, an example of an unbounded sequence {M(k)}k∈N in U0 is

M(k) =

(
Im − i

2k b̀ Em×n
k b̀ En×m In

)
, where b̀ ∈ CΛN,1, Ep×q =


1 1 . . . 1
1 1 . . . 1
...

...
. . .

...
1 1 . . . 1

 ∈ Rp×q.

As a consequence exp : soJ0 → SOJ0 may not be surjective. However, SOJ0 can be fully described by
products of exponentials acting in some special subalgebras of soJ0 . Indeed, write M ∈ SOJ0 as M =
M0 + M = M0(I2m+2n + L) where M0 ∈ [SOJ0 ]0 is the real projection of M , M ∈ Mat(2m|2n)(Λ+

N ) is
its nilpotent projection and L = M−1

0 M. Since [SOJ0 ]0 ∼= U(m) × U(n) is connected and compact, the
exponential map is surjective on this group, see Corollary 11.10 in [7], whence we can write M0 = eX

with X ∈ [so(2m) ∩ spJ(2m)] × [so(2n) ∩ spΩ(2n)]. As explained in Section 2, there is only one matrix
in Mat(2m|2n)(Λ+

N ) whose exponential equals I2m+2n + L, viz Z = ln(I2m+2n + L). Following the
decomposition of SO0 in Theorem 2, we get that Z ∈ so0(2m|2n)(Λ+

N ). In addition, we recall that
I2m+2n + L commutes with J , meaning JL = LJ . Thence

Z = ln(I2m+2n + L) =
N∑
j=1

(−1)j+1L
j

j

commutes with J as well. In this way, we have obtained the following refinement of Theorem 2.

Theorem 3. Every supermatrix M ∈ SOJ0 can be written as

M = eXeZ where

{
X ∈ [so(2m) ∩ spJ(2m)]× [so(2n) ∩ spΩ(2n)],

Z ∈ soJ0 (2m|2n)(Λ+
N ),

with soJ0 (2m|2n)(Λ+
N ) := soJ0 ∩Mat(2m|2n)(Λ+

N ). In addition, the element Z is unique.

5 Spin realization of SOJ
0

The aim of this section is to find the spin realization of SOJ0 , i.e. the subgroup SpinJ(2m|2n)(ΛN ) of
Spin(2m|2n)(ΛN ) containing all spin elements which correspond to elements of SOJ0 through the h-
representation (10). To that end we must first find the realization of the Lie subalgebra soJ0 ⊂ so0 in
the algebra of extended superbivectors, i.e. φ−1(soJ0 ) ⊂ R(2)E

2m|2n(ΛN ). The exponentials of these bivectors
yield all elements of SpinJ(2m|2n)(ΛN ), leaving the super Dirac operators ∂x and ∂J(x) invariant.

5.1 The Lie algebras soJ0 and φ−1(soJ0 ).
Propositions 9 and 14 show that soJ0 can be described as the set of supermatrices of the form

M =

 A1 A2 B`
1

−A2 A1 B`
1Ω2n

C`
1 −Ω2nC

`
1 D

 with


AT1 +A1 = 0,

AT2 −A2 = 0,

B`
1 − C`

1
T

Ω2n = 0,

DT +D = 0.

(20)

since the conditions for being an element of so0 given in (7) can rewritten in this case as

AT +A =

(
AT1 +A1 −AT2 +A2

AT2 −A2 AT1 +A1

)
= 0, B`− C`TΩ2n =

(
B`

1

B`
1Ω2n

)
−

(
C`

1
T

C`
1
T

Ω2n

)
Ω2n = 0,

and DTΩ2n + Ω2nD = (DT +D)Ω2n = 0.
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The relations in (20) provide an easy way of computing the dimension of soJ0 . Indeed, we can write
soJ0 as the direct sum of the real subspaces V1, V2, V3, V4 where

V1 =


 A1 0 0

0 A1 0

0 0 0

 : AT
1 + A1 = 0, A1 ∈ RΛm×m

N,0

 , with dimV1 = 2N−1 m(m− 1)

2
,

V2 =


 0 A2 0
−A2 0 0

0 0 0

 : AT
2 −A2 = 0, A2 ∈ RΛm×m

N,0

 , with dimV2 = 2N−1 m(m + 1)

2
,

V3 =


 0 0 C`

1
T

Ω2n

0 0 −C`
1
T

C`
1 −Ω2nC

`
1 0

 : C`
1 ∈ RΛ2n×m

N,1

 , with dimV3 = 2N−12mn,

V4 =


 0 0 0

0 0 0

0 0 D

 : DΩ2n = Ω2nD, DT + D = 0, D ∈ RΛ2n×2n

N,0

 , with dimV4 = 2N−1n2,

whence
dim soJ0 = 2N−1

[
m(m− 1)

2
+
m(m+ 1)

2
+ 2mn+ n2

]
= 2N−1(m+ n)2.

We now look for the realization of soJ0 in the Lie algebra of extended bivectors. To that end, consider
M ∈ so0 and B = φ−1(M) ∈ R(2)E

2m|2n(ΛN ). Then, MJ = JM if and only if MJx = JMx for every
x ∈ R2m|2n(V) or equivalently,

φ(B)(J(x)) = J(φ(B)(x)) ⇐⇒ [B, J(x)] = J ([B, x]) = [J(B), J(x)] ⇐⇒ B = J(B).

The last equivalence is due to the fact that J is an automorphism over R2m|2n(V). In this way, we have
obtained that φ−1(soJ0 ) = {B ∈ R(2)E

2m|2n(ΛN ) : B = J(B)}. In order to find the explicit form of the
elements in φ−1(soJ0 ) we need the following computations:


J(ejek) = em+jem+k 1 ≤ j < k ≤ m,
J(ejem+k) = ekem+j 1 ≤ j, k ≤ m,
J(em+jem+k) = ejek 1 ≤ j < k ≤ m,


J(ej è2k−1) = em+j è2k 1 ≤ j ≤ m, 1 ≤ k ≤ n,
J(ej è2k) = −em+j è2k−1 1 ≤ j ≤ m, 1 ≤ k ≤ n,
J(em+j è2k−1) = −ej è2k 1 ≤ j ≤ m, 1 ≤ k ≤ n,
J(em+j è2k) = ej è2k−1 1 ≤ j ≤ m, 1 ≤ k ≤ n,

J(è2j−1 � è2k−1) = è2j � è2k 1 ≤ j ≤ k ≤ n,
J(è2j−1 � è2k) = −è2j � è2k−1 1 ≤ j ≤ k ≤ n,
J(è2j � è2k−1) = −è2j−1 � è2k 1 ≤ j < k ≤ n,
J(è2j � è2k) = è2j−1 � è2k−1 1 ≤ j ≤ k ≤ n.

Applying J to both sides of (8) we obtain that B = J(B) is equivalent to{
bj,k = bm+j,m+k 1 ≤ j < k ≤ m,
bj,m+k = bk,m+j 1 ≤ j, k ≤ m,

{
b̀j,2k−1 = b̀m+j,2k 1 ≤ j ≤ m, 1 ≤ k ≤ n,
b̀j,2k = −b̀m+j,2k−1 1 ≤ j ≤ m, 1 ≤ k ≤ n,

and 
B2j−1,2k−1 = B2j,2k 1 ≤ j ≤ k ≤ n,
B2j−1,2k = −B2j,2k−1 1 ≤ j < k ≤ n,
B2j−1,2j = 0 1 ≤ j ≤ n.
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Hence, B ∈ φ−1(soJ0 ) if and only if B = B1 +B2 +B3 where B1, B2, B3 are of the form

B1 =
∑

1≤j<k≤m

bj,k(ejek + em+jem+k) +

m∑
j=1

bj,m+j ejem+j +
∑

1≤j<k≤m

bj,m+k(ejem+k + ekem+j),

B2 =
∑

1≤j≤m
1≤k≤n

b̀j,2k−1(ej è2k−1 + em+j è2k) + b̀j,2k(ej è2k − em+j è2k−1),

B3 =
∑

1≤j≤k≤n

B2j−1,2k−1(è2j−1 � è2k−1 + è2j � è2k) +
∑

1≤j<k≤n

B2j−1,2k(è2j−1 � è2k − è2j � è2k−1).

Summarizing, we have obtained the following result.

Proposition 15. Let {b1, . . . , b2N−1} and {b̀1, . . . , b̀2N−1} be the canonical basis of RΛN,0 and RΛN,1
respectively. Then, a basis for φ−1(soJ0 ) is given by the elements

br(ejek + em+jem+k), 1 ≤ r ≤ 2N−1, 1 ≤ j < k ≤ m,
br(ejem+k + ekem+j), 1 ≤ r ≤ 2N−1, 1 ≤ j ≤ k ≤ m,
b̀r(ej è2k−1 + em+j è2k), 1 ≤ r ≤ 2N−1, 1 ≤ j ≤ m, 1 ≤ k ≤ n,
b̀r(ej è2k − em+j è2k−1), 1 ≤ r ≤ 2N−1, 1 ≤ j ≤ m, 1 ≤ k ≤ n,

br(è2j−1 � è2k−1 + è2j � è2k), 1 ≤ r ≤ 2N−1, 1 ≤ j ≤ k ≤ n,
br(è2j−1 � è2k − è2j � è2k−1), 1 ≤ r ≤ 2N−1, 1 ≤ j < k ≤ n.

Remark 5.1. Obviously the algebras φ−1(soJ0 ) and soJ0 are isomorphic. This fact can be double checked
through the previous result from which it follows that dimφ−1(soJ0 ) = 2N−1(m+ n)2.

5.2 The group SpinJ(2m|2n)(RΛN)

We may now introduce the group

SpinJ ≡ SpinJ(2m|2n)(RΛN ) := {eB1 · · · eBk : B1, . . . , Bk ∈ φ−1(soJ0 ), k ∈ N}.

This is a Lie subgroup of Spin(2m|2n)(RΛN ) which completely describes SOJ0 through the h-representation,
as shown in the next result.

Proposition 16. The group SpinJ covers SOJ0 .

Proof.
The Lie group isomorphism SOJ0 ∼= U0 shows, in view of Proposition 12, that SOJ0 is connected. Hence,
for every M ∈ SOJ0 there exist X1, . . . , Xk ∈ soJ0 such that eX1 · · · eXk = M , see Corollary 3.47 in [7].
Taking Bj = φ−1(Xj), j = 1, . . . , k, and using the relations (10) and (11), we get for every x ∈ R2m|2n(V)
that

Mx = eX1 · · · eXk x = eφ(B1) · · · eφ(Bk) x = h(eB1) ◦ · · · ◦ h(eBk)[x] = h(eB1 · · · eBk)[x],

whence M = h(s) with s = eB1 · · · eBk ∈ SpinJ . �

The decomposition for SOJ0 given in Theorem 3 allows to describe the SpinJ -covering of SOJ0 more
precisely. Indeed, following the decomposition given in (12) we obtain the Lie subalgebras of φ−1(soJ0 )

SJ1 = S1 ∩ φ−1(soJ0 ) = φ−1
(
[so(2m) ∩ spJ(2m)]× [so(2n) ∩ spΩ(2n)]

)
,

SJ3 = S3 ∩ φ−1(soJ0 ) = φ−1(soJ0 (2m|2n)(Λ+
N )),

yielding the decomposition φ−1(soJ0 ) = SJ1 ⊕ SJ3 (observe that S2 ∩ φ−1(soJ0 ) = {0}). This leads to the
subset SJ = exp(SJ1 ) exp(SJ3 ) ⊂ S ∩ SpinJ , which can be seen to constitute a double covering of SOJ0 .
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It is easily seen that SJ1 is composed by all elements in φ−1(soJ0 ) with real coefficients, i.e. SJ1 =[
φ−1(soJ0 )

]
0
, while SJ3 contains all the nilpotent elements of φ−1(soJ0 ). In this way, we obtain from

Proposition 15 that a basis for SJ1 is given by

ejek + em+jem+k, 1 ≤ j < k ≤ m, è2j−1 � è2k−1 + è2j � è2k, 1 ≤ j ≤ k ≤ n,
ejem+k + ekem+j , 1 ≤ j ≤ k ≤ m, è2j−1 � è2k − è2j � è2k−1, 1 ≤ j < k ≤ n.

We recall that an important element of SOJ0 is J itself. In order to find the spin element that
represents J , or equivalently, an element BJ ∈ SJ1 such that eφ(BJ ) = J , we first compute

ln(J) =

(
ln J2m 0

0 ln Ω2n

)
.

Observe that both J2m and Ω2n have eigenvalues i,−i, with multiplicity m and n, respectively. It easily
follows that

ln J2m =
π

2
J2m, ln Ω2m =

π

2
Ω2m

Using the relations (13) we get ln J = π
2 J = −π4φ(B), or equivalently BJ = −π4B. The spin element sJ

associated to J thus is given by

sJ = exp(−π
4
B) =

m∏
j=1

exp
(
−π

4
ejem+j

) n∏
j=1

exp
(π

4
(è2j−1

2 + è2j
2)
)

=
1

2m/2

m∏
j=1

(1− ejem+j)

n∏
j=1

exp
(π

4
(è2j−1

2 + è2j
2)
)
.

Remark 5.2. In the purely fermionic case, i.e. m = 0, the element sJ may be identified with the operator

exp

π
4
i

n∑
j=1

(
∂2
aj − a

2
j

) = exp
(
−nπ

4
i
)
F ,

see remark 3.1. Here, F denotes the n-dimensional Fourier transform.

The fundamental extended bivector B provides other characterizations for φ−1(soJ0 ) and SpinJ .

Proposition 17. Let B ∈ R(2)E
2m|2n(ΛN ). Then φ(B) ∈ soJ0 if and only if BB = BB.

Proof.
It suffices to observe that φ(B)J = Jφ(B) ⇐⇒ [φ(B), φ(B)] = 0 ⇐⇒ φ ([B,B]) = 0 ⇐⇒ [B,B] = 0.
�

Corollary 2. Let s ∈ SpinJ . Then ssJ = sJs.

5.3 SpinJ-invariance of ∂J(x)
Our final goal is to show the invariance of the twisted Dirac operator ∂J(x) under the H and L actions
of the group SpinJ , i.e.

[∂J(x), L(s)] = 0 = [∂J(x), H(s)], ∀s ∈ SpinJ . (21)
Following the same reasoning as in Section 3, it suffices to prove that ∂J(x) commutes with the infinitesimal
representation dL(B) of L(eB) for every B ∈ φ−1(soJ0 ). Using Proposition 7, we obtain for B = J(B)
that

J (dL(B)[F ]) = J

BF − m∑
j=1

(
[B, x]

)
j
∂xj [F ]−

2n∑
j=1

(
[B, x]

)
m+j

∂x̀j [F ]


= BJ(F )−

m∑
j=1

(
[B, x]

)
j
∂xj [J(F )]−

2n∑
j=1

(
[B, x]

)
m+j

∂x̀j [J(F )] = dL(B)[J(F )].

Corollary 1 then yields that ∂x [dL(B)[G]] = dL(B)[∂x[G]], whence, applying J to both sides and writing
F = J(G), we get for every B ∈ φ−1(soJ0 ) that ∂J(x) [dL(B)[F ]] = dL(B)[∂J(x)[F ]]. In this way, we have
proved that [∂J(x), dL(B)] = 0 for every B ∈ φ−1(soJ0 ) and in consequence (21) holds.

23



Acknowledgements
Alí Guzmán Adán is supported by a BOF-doctoral grant from Ghent University with grant number
01D06014.

References
[1] F. A. Berezin. Introduction to Super Analysis. D. Reidel Publishing Co., Inc., New York, NY, USA,

1987.

[2] H. De Bie and F. Sommen. Correct rules for clifford calculus on superspace. Advances in Applied
Clifford Algebras, 17(3):357–382, 2007.

[3] H. De Schepper, A. Guzman Adan, and F. Sommen. Hermitian clifford analysis on superspace.
Submitted for publication, 2016.

[4] H. De Schepper, A. Guzman Adan, and F. Sommen. The spin group in superspace. Submitted for
publication, 2017.

[5] Hennie De Schepper, Alí Guzmán Adán, and Frank Sommen. The radial algebra as an abstract
framework for orthogonal and hermitian clifford analysis. Complex Analysis and Operator Theory,
pages 1–34, 2016.

[6] P. Dienes. The exponential function in linear algebras. The Quarterly Journal of Mathematics,
os-1(1):300–309, 1930.

[7] Brian Hall. Lie groups, Lie algebras, and representations: An elementary introduction, volume 222
of Graduate Texts in Mathematics. Springer, Cham, second edition, 2015.

[8] I. Sabadini and F. Sommen. Hermitian clifford analysis and resolutions. Mathematical Methods in
the Applied Sciences, 25(16-18):1395–1413, 2002.

[9] F. Sommen. An algebra of abstract vector variables. In Portugaliae Mathematica 54 (3) (1997),
pages 287–310, 1997.

[10] F. Sommen. An extension of clifford analysis towards super-symmetry. In Clifford algebras and their
applications in mathematical physics, pages 199–224. Springer, 2000.

[11] F. Sommen. Clifford analysis on super-space. Advances in Applied Clifford Algebras, 11(1):291–304,
2001.

[12] F. Sommen. Clifford analysis on super-space. ii. Progress in analysis, 1:383–405, 2003.

[13] V. S. Vladimirov and I. V. Volovich. Superanalysis. I. Differential calculus. Teoret. Mat. Fiz.,
59(1):3–27, 1984.

24


