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Today’s embedded systems depend on the availability of hybrid
platforms, that contain heterogeneous computing resources such as
programmable processors units (CPU’s or DSP’s) and highly spe-
cialized hardware cores. These platforms have been scaled down
to integrated embedded system-on-chip. Modern platform FPGAs
enhance such systems by the flexibility of runtime configurable sil-
icon. One of the major advantages that arises is the ability to use
hardware (HW) and software (SW) resources in a time-shared man-
ner. Though the ability to dynamically assign computing resources
based on decisions taken at runtime is given.

The traditional way to implement efficient computational tasks
on FPGA based hybrid platforms requires the development along
two paths. Application development starts with the decision about
HW/SW partitioning of parallel component computations (sub-
tasks). It is followed by embedded software implementation, most
likely in C, and custom hardware core implementation by the use of
hardware description languages like VHDL or Verilog. Synthesis,
mapping and extensive testing finalize the process. It would be ad-
vantageous to abstract away the distinction between the two sides
of the traditional low-level HW/SW development into a system-
level perspective and provide a continuous programming scheme
throughout the development process.

Previous work in the field of unified programming models for
platform FPGA’s has been dominated by Andrews et al. [1] and
their HThreads project. They were first in proposing a thread based
model and utilize a C-to-HDL transformation to generate simple
hardware threads. Remarkable is that they implement major parts of
the operating system in hardware with focus on hard real time con-
straints. Thus dropping the flexibility of executing computation in
software and the portability of their applications. Another approach
is the RoConOS project by Lübbers et al. [2]. Off-the-shelf embed-
ded OS (eCos and Linux) are extended to provide multi threading
primitives to native hardware cores. Focus is to integrate existing
IP into a software multi threaded environment. They embed the
cores into a VHDL wrapper that consists of a state machine. It ex-
ecutes all interactions with the OS and enables a blockable control
flow. Another OS for dynamically reconfigurable FPGAs has been
developed by Steiger et al. [3]. All works manage task queues and
placement but do not allow migration between computing resources
and preemption of tasks.

Respective programming models are still immature, as they gen-
erally treat FPGAs as independent accelerators and therefore miss
to utilize the full potential. Further more distributed and parallel
computation on hybrid platforms requires:

• Independence from execution domain for component
computations

• Execution synchronization between component compu-
tations

• Preemption of component computations for dynamic
partitioning

• Efficient HW/SW scheduling algorithm to address soft
real time constraints.

From the programmers point of view the following features are crit-
ical:

• Uniform programming language
• Access to an HW/SW runtime environment that pro-

vides common operating system primitives
• Automated tool and work flow with simulation capabil-

ities during the design process.
The major novelty of this work is to deploy modern High-Level-

Synthesis technology as key to create a uniform programming
model [4] to address these points. Thus achieving major improve-
ments in system efficiency while increasing productivity and porta-
bility. To the best of my knowledge this is the first work that com-
bines an integrative programming view and an unitary runtime en-
vironment across the HW/SW boundary. The software concept of
concurrently running threads is utilized to implement component
computations in line with the well known POSIX API standard in
augmented C language. The synthesis tool flow is based on a mod-
ified commercial High-Level C to VHDL transformation. The tool
is enhanced to generate functional identically instances of a thread
for HW and SW domain, communication interfaces, management
code injection to support preemption, and runtime primitives i.e.
semaphores. A modified Linux kernel is used to provide the uni-
form runtime environment including the scheduler that is aware of
an applications real time constraints. Management of the config-
urable logic area is carried out by the reconfiguration controller in a
fragmentation preventing manner.

The current state of my work supports shared memory, creation
and destruction of threads and protection of shared resources by
mutexes due to the enhancement of the High-Level synthesis tool
CoDeveloper. Presently we are capable to cooperatively preempt
threads and migrate them including the traversal of the HW/SW
boundary at runtime [5]. We further introduce a simple scheduler
that preferably schedules threads to hardware computation and as-
signs mutexes priority based. The integration of more sophisticated
scheduling algorithms as in [6] is subject to further work.
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