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In this report, we investigate how the methods developed for using in Semantic Web technol-
ogy could be used in capturing, modeling, developing, checking, and validating of requirements
specifications.

Requirements specification is a complex and time-consuming process. The goal is to describe
exactly what the user wants and needs before the next phase of the software development cycle
will be started. Any failure and mistake in requirements specification is very expensive because
it causes the development of software parts that are not compatible with the real needs of the
user and must be reworked later.

When the analysis phase of a project starts, analysts have to discuss the problem to be solved
with the customer (users, domain experts) and then write the requirements found in form of a
textual description. This is a form the customer can understand. However, any textual descrip-
tion of requirements can be (and usually is) incorrect, incomplete, ambiguous, and inconsistent.

Later on, the analyst specifies a UML model based on the requirements description written
by himself before. However, users and domain experts cannot validate the UML model as most
of them do not understand (semi-)formal languages such as UML.

It is well-known that the most expensive failures in software projects have their roots in
requirements specifications. Misunderstanding between analysts, experts, users, and customers
(stakeholders) is very common and brings projects over budget.

The goal of this investigation is to do some (at least partial) checking and validation of the
UML model using a predefined domain-specific ontology in OWL, and to process some check-
ing using the assertions in descriptive logic.

As we described in our previous papers, we have implemented a tool obtaining a modul
(a computer linguistic component) that can generate a text of requirements description using
information from UML models, so that the stakeholders can read it and decide whether the
analyst’s understanding is right or how different it is from their own one.

We argue that the feedback caused by the UML model checking (by ontologies and OWL DL
reasoning) can have an important impact on the quality of the outgoing requirements.

This report contains a description and explanation of methods developed and used in Seman-
tic Web Technology and a proposed concept for their use in requirements specification. It has
been written during my sabbatical in Oviedo and it should serve as a starting point for theses
of our students who will implement ideas described here and run some experiments concerning
the efficiency of the proposed method.






1 Introduction

1.1 The Motivation of Checking Requirements

Any system that is designed to solve a customer problem must be evolved from a set of func-
tional requirements that constitute a functional specification. There are also non-functional
requirements, e.g. performance, security, that result in non-functional specification but at the
very moment we focus on functional requirements in this report.

In this context we have to explain the following terms:

e customer - somebody who pays us for the delivered system,

e user - somebody who will use the system,

e domain expert - somebody who understands all details of the problem domain,
e client - denotes customer or user,

e stakeholder - denotes all objects above.

In the following text, we write mostly about the requirements process between an analyst on
the one side and user on the other side, even though all stakeholders are more or less involved.
But for the purpose of this text we can simplify in most cases.

The requirements are most often elicited from the user by the analyst through the use of
some type of an interview [134]. The root of the requirements problems lies in the common
ground between the user and the analyst, which can only be discovered through communication
activities that facilitate a sharing of information [35].

The most expensive failures in software projects have their roots in requirements specifi-
cations. Misunderstanding between analysts, domain experts, users, and customers is very
common. They may have the following reasons:

e Informal conversation at the beginning

Every project starts with a conversation between the analysts und users concerning the
needs and wishes of the users. This conversation and subsequent conversations are infor-
mal and not precise but they are critical to the success of the project.

e Different level of understanding and vocabularies

Each participant brings his own experiences and knowledge to bear on the situation but
is unversed in the language of the other. This level of unfamiliarity requires each partic-
ipant to make conscious thoughts and learned experiences. Sometimes there are pieces
of knowledge that will not be explicitly said, remaining in mind and only later identified
when the finished product reveals their omission.



e Self-evident features

Similarly, there will be notions that simply are not remembered and therefore never con-
tributed to the conversation. Analysts never have heard from them and the users consider
them for self-evident. Several false assumptions and biases serve to constrain the correct
understanding.

e Private interests of the client

The conversation is often charged by a subjective focus on the problem. The users do not
want some changes in the system to happen because they feel possible disadvantages for
themselfs.

1.2 Ontology as a Tool for Checking Requirements

Requirements are based on knowledge of domain experts and users’ needs and wishes. One
possible way to classify this knowledge and then fashion it into a tool is through ontology
engineering. This way will be discussed in this report.

Ontologies can be seen as explicit formal specifications of the terms in the domain and rela-
tionships among them. They care for a shared understanding of some domain of interest [136].
Such an understanding can serve as the basis for communication in requirements development.
Ontologies are a guarantee of consistency [67] and enable reasoning. An ontology-based re-
quirements specification tool may help to reduce misunderstanding, missed information, and
help to overcome some of the barriers that make successful acquisition of requirements so dif-
ficult.

Simplified, ontologies are structured vocabularies having the possibility of reasoning. It in-
cludes definitions of basic concepts in the domain and relations among them. It is important
that the definitions are machine-interpretable and can be processed by algorithms.

Why would someone want to develop an ontology?

Some of the reasons are:

e To share common understanding of the structure of information among people or software
agents.

e To enable reuse of domain knowledge.

e To make domain assumptions explicit.

e To separate domain knowledge from the operational knowledge.
e To analyze domain knowledge.

Ontology research has primarily focused on the act of engineering ontologies or it has been
explored for use in domains other than requirements elicitation, specification, checking, and
validation.

In ontology-based requirements engineering, the correctness, completeness, consistency and
unambiguity of ontology should be guaranteed so far that it can be used to guide the require-
ments elicitation and requirements evolution. As we will show below, the guaranty is difficult,
especially the guaranty of completeness. The requirements evolution will often be forgotten,
but the never-ending changing of environment causes that requirements change and then soft-
ware systems have to be changed constantly. In this context the traceability of requirements
evolution and the traceability of requirements implementation is very important.



The goal is not only to develop requirements specification but to create (or to have available)
a domain ontology in every project before the requirements specification process will be started.
Software houses are usually specialized on producing software systems that solve a specific set
of problems, e.g. information systems for financial institutions. Therefore, the objective is to
have an ontology domain available for a given field of applications and to check requirements
of all projects being developed for this field.

For an ontology being successfully used in requirements checking, it has to have the follow-
ing properties: completeness, correctness, consistency, and unambiguity.

The intuitive meaning is:

correctness means that the knowledge in the ontology does not violate the domain rules
that correctly represent the reality,

e consistency means that there are no contradictory definitions in ontology,
e completeness means that the knowledge in ontology describes all aspects of the domain,

e unambiguity means that the ontology has defined a unique or unambiguous terminology.
There are not obscure definitions of ontology concepts, i.e. each entity is denoted by
only one, unique name, all names are clearly defined and have the same meaning for the
analyst and all stakeholders.

Correctness and consistency are logical properties that can be checked by some reasoning
mechanism provided that this mechanism works correctly.

This is what we can use for improving the quality of requirements. After we have checked
the correctness and consistency of the corresponding domain ontology (domain knowlegde), we
can check whether the requirements (transformed into an ontology) are correct and consistent
mutually, and correct and consistent to the given domain ontology.

Completeness is a complex concept. We know about other kinds of completeness that are re-
lated to computing. For example, logical completeness is a property associated with combining
a procedure for constructing well-formed formulas, a definition of truth that relates to inter-
pretations and models of logical systems, and a proof procedure that allows new well-formed
formulas to be derived from old well-formed formulas. A logical system is logically complete
if every true well-formed formula can be derived.

Consistency is the other side to logical completeness. In inconsistent systems falsity can be
derived because of an contradiction and any well-formed formula can be derived as true. This
is sure not what we want.

A second kind of completeness is computational completeness, which is a property of a
programming language. Consider the programming language called a Turing machine. No one
has ever invented a programming language in which a program could be written that could not
be represented as a Turing machine. Indeed, the Church-Turing thesis is that it is impossible to
have a programming language more powerful than a Turing machine. This thesis has not been
proved, but it has never been seriously challenged. Programming languages exist that are not
complete (e.g. SQL). In other words, it is possible to formulate programs that these languages
cannot represent. For example, SQL does not support recursion, which makes it unsuitable for
a range of problems including bill-of-materials applications.

Both, logical completeness and computational completeness are properties of the languages
and reasoning platforms used to express statements, not properties of the statements themselves.
We would therefore expect that ontological completeness would be a property of the language
and reasoning platform used to specification of the domain. The task of ontology is to categorise



all possible aspects of the reality (i.e. all aspects relevant for all applications we suppose to do
by help of the ontology) and all rules on how they can be changed.

This potential for completeness, which as we have seen above is analogous to logical and
computational completeness, has been called ontological adequacy by Guarino [70]. It is, of
course, impossible to determine a priori whether an instance of an information system (a spe-
cialised ontology) actually completely matches the domain, because that judgment depends on
how successfully the ontology and the reality interact. At this point we have to state that the
problem of ontology completeness is too complex and it is out of scope of our report. We will
only use the intuitive description given above.

We cannot be sure that our ontology is complete but we can suppose that it is close to be com-
plete if it has been used successfuly in many applications. The situation is similar to the problem
of library package verification. Our goal is to use an ontology in requirements engineering so
we have to define what completeness of requirements means.

Completeness for requirements means that:

e all categories of requirements (functional and non-functional requirements) are ad-
dressed,

e all responsibilities allocated from higher-level specifications are recognized,
e all use cases, all scenarios, and all states are recognized,

e all assumptions and constraints are documented.

This is a good intuitive definition but it is not constructive. We cannot to use it to decide whether
our requirements are complete.

The problem is in the all”, of course. What we can do is to hope that the domain ontology
is “more complete” than the developed requirements so that we can check the requirements by
comparing them with the ontology and find (perhaps) that there are some aspects described in
the ontology but not described in the requirements.

As we argued above we cannot check an ontology for completeness. But because of the
possibility of reasoning, we can check an ontology to ensure the correctness and accuracy of it
before using it to guide and check application requirements specification.
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2 Ontologies and their Properties

As we have already mentioned above an important part of the proposed concept is the conver-
sion of UML model to an ontology described in OWL. In this chapter we describe the part of
the concept that concerns ontologies in detail.

2.1 Ontology Writing Language OWL — three versions

As we explain below, there are three versions of OWL (Ontology Writing Language) that have
a different expressiveness and different computational complexity:

e OWL Lite - supports those users primarily needing a classification hierarchy and sim-
ple constraints. For example, while it supports cardinality constraints, it only permits
cardinality values of O or 1.

e OWL DL - supports those users who want the maximum expresiveness while retaining
computational completeness and decidability. OWL DL includes all OWL language con-
structs, but they can be used only under certain restrictions. For example, while a class
may be a subclass of many classes, a class cannot be an instance of another class.

e OWL Full - is meant for users who want maximum expresiveness and the syntactic free-
dom of RDF with no computational guarantees.

2.1.1 Class in Ontology

A class is an entity that can have instances. It may be regarded as a sort or as a set of instances.
Similarly as in object-oriented modeling those instances can change as new facts are introduced.

Classes can be related to each other by subclass and disjointness relationships. One can
construct classes from other classes using union and intersection or explicitly enumerating all
of its instances.

One operation that is problematic is the complement. For this to be well defined, one must
postulate a universal class with the property that every entity that can be the instance of any class
is an instance of the universal class. This is a strong assumption even if it is only assumed within
a specified context. In practice, all that is really needed is a notion of a relative complement.

2.1.2 Property

One important difference between ontology languages and UML is the support for properties.
UML associations are subsidiary to the classes that they relate. In ontology languages, on the
other hand, one can introduce a property without any specific reference to any classes.

OWL distinguishes between two main categories of properties that an ontology builder may
want to define:

e Object properties link individuals to individuals,
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e Datatype properties link individuals to data values.
A property is:

e c.g., hasAccount, isProducedBy,

an association to a range of values,

e an association to a domain of objects,

a collection of relationships between individuals (and data),

a way of describing a kind of relationship between individuals,
e an object in the world (in OWL Full).

An object property is defined as an instance of the built-in OWL class
owl:ObjectProperty. A datatype property is defined as an instance of the built-in OWL class
owl:DatatypeProperty.

As a result, properties are aspects that cross-cut classes. A single property will correspond to
several UML binary associations. Properties of an ontology can be constrained in various ways
(domain, range and cardinality constraints) with respect to specific classes. One can constrain
a property to be a subproperty of another, and one can construct the inverse of a property.

2.1.3 Constraints

Properties can be constrained in various ways. There are global constraints that apply to the
property as a whole, such as transitivity. There are other constraints that exist only within the
context of a class. Constraints are usually given as axioms in predicate calculus.

2.1.4 Object Identity

Objects in ontologies have an object identity in the same way that objects have an identity in
object-oriented systems. The one difference is that one can assert that two objects are the same,
even though they might have been separately constructed. It is also possible for objects to be
inferred to be equivalent. Because objects can be equivalent to each other, one must explicitly
state that two objects are different if this is useful for purposes of inference.

2.2 Ontology Design and Object-oriented Design

Some ontology-design ideas are the same as in object-oriented design, e.g. in Booch [19].
However, ontology development is different from designing classes and relations in object-
oriented programming.

Object-oriented programming primarily centers around methods in classes. A programmer
makes design decisions based on the structural and operational properties of classes, whereas
an ontology designer makes these decisions based only on the structural properties of a class
hierarchy because functionality (methods) is not part of classes in ontology.

As aresult, a class structure and relations among classes in an ontology are different, i.e. may
be different, from the structure for a similar domain in an object-oriented program.

For the purposes of this report an ontology is a formal explicit description of:
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e classes describing concepts in a domain of discourse,

e properties describing relations between concepts (i.e. specialization/generalization, ag-
gregation, association),

e properties of each concept describing various attributes of the concept (sometimes called
slots or roles),

e restrictions on slots (could be compared to constraints in object-oriented modeling).

An ontology together with a set of individual instances of classes (objects in object-oriented
modeling) constitutes a knowledge base. The difference between an ontology and a knowledge
base is not exactly defined.

To describe a domain means to develop an ontology describing the domain.

In practical terms, developing an ontology includes:

e defining classes in the ontology,
e arranging the classes in a taxonomic (subclass/superclass) hierarchy,
e defining slots (they correspond to attributes in object-oriented modeling),

e defining slot restrictions (domain and its constraints for each slot, i.e. allowed values for
these slots),

e defining individual instances by filling in the values for slots.

One of the ways to determine the scope of the ontology is to sketch a list of questions that
a knowledge base based on the ontology should be able to answer, so-called competency ques-
tions.

The same method is used for the design of an object-oriented information system that starts
with queries which the system should be able to answer. The difference is that an object-oriented
information system has its operational part stored in methods of classes that are invoked by
messages given in the message-flow corresponding to the query. The answer can be any object
and any change of the state that is made during the query processing.

An ontology has its operational part represented by reasoning and it is stored in rules of the
reasoning system (and the inference machine behind) that tries to determine whether the query
can be derived from facts and rules stored in the ontology. The answer is true or false.

Similarly as in requirements specification, we have to define (or at least to write down) a list
of all terms we would like either to make statements about or to explain to a user. This means
that we define a vocabulary used for a description of the domain.

Considering requirements specification, this vocabulary has to be expressive enough to de-
scribe not only the domain in the sense of the IS-state but also the domain in the sense of the
PROPOSED-state. This means that we have to built an ontology for a description of the reality
which includes also the results of the proposed system.

Compared with object-oriented modeling, we can use the word slot in modeling of ontology
instead of the word attribute in object-oriented modeling and we have to notice that there are
not methods to be modeled because ontologies describe static properties only.

The usual goal of constructing specialised ontologies has been to represent the semantics of
the domain of discourse, exactly its part that can be described by an ontology.

Ever since the introduction of the entity-relationship model [30], the construction of spe-
cialised ontologies (often called conceptual models) has been an essential part of the informa-
tion systems design process. Historically, these ontologies have been partial. They have not
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provided a model of all phenomena of interest in the domain of discourse. Rather, they have
been used to describe only those phenomena that can be represented conveniently in database
schemas. Other phenomena (e.g. events and transformations) have been represented via pro-
gramming language statements, initially using languages like COBOL.

Recently, specialised ontologies that are more complete have begun to appear. For exam-
ple, workflow modeling grammars have now been developed that allow scripts to be generated
which describe processes in the domain of discourse [125]. In conjunction with the scripts gen-
erated via conceptual modeling grammars, these scripts provide a more complete coverage of
the phenomena of interest in the domain of discourse.

As mentioned above, it is necessary to stress again that ontology does not describe behavior,
i.e. that we can check only the static part of the UML model.
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3 Implementation of an Ontology

3.1 Using Protégeé for Building an Ontology

To build an ontology, we need an ontology editor as an ontology development tool to use it for
knowledge acquisition and as a knowledge-base framework. There are some of them but lately
the Protégé platform developed in Stanford has become a standard in use. According to [116],
the Protégé platform supports two main ways of modeling ontologies:

e The Protégé-Frames editor enables users to build and populate ontologies that are frame-
based, in accordance with the Open Knowledge Base Connectivity protocol (OKBC). In
this model, an ontology consists of a set of classes organized in a subsumption hierarchy
to represent a domain’s salient concepts, a set of slots associated to classes to describe
their properties and relationships, and a set of instances of those classes - individual in-
stances of the concepts that hold specific values for their properties.

e The Protégé-OWL editor enables users to build ontologies for the Semantic Web, in par-
ticular in the W3C’s Web Ontology Language (OWL). ”An OWL ontology may include
descriptions of classes, properties and their instances. Given such an ontology, the OWL
formal semantics specifies how to derive its logical consequences, i.e. facts not literally
present in the ontology, but entailed by the semantics. These entailments may be based
on a single document or multiple distributed documents that have been combined using
defined OWL mechanisms” (see the OWL Web Ontology Language Guide).

Protégé is a popular, modular ontology development and knowledge acquisition tool. It pro-
duces output (that is, ontologies and knowledge bases) that other programs can read. Protégé
assumes that the systems performance engine runs as a separate program, perhaps on a different
platform. This separation is often advantageous because the development and runtime envi-
ronments are different. Nevertheless, tight integration with the performance engine sometimes
is essential. Currently, we can access Protégé knowledge bases using Java and an application
programming interface, but doing so is time consuming. Protégé ontologies can be exported
into a variety of formats including RDF(S), OWL, and XML Schema. Protégé is based on Java,
is extensible, and provides a plug-and-play environment that makes it a flexible base for rapid
prototyping and application development.
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4 Features of Requirements that can
be Modeled in UML
but not in OWL

A comparizon of UML 2.0 and OWL in details is given in [112]. Our goal is to derive an
ontology in OWL (we can call it requirements ontology to make a difference to domain ontol-
ogy) from requirements modeled in UML. So, we focus to properties contained in UML but not
contained in OWL because the main question in our project is how the UML model must be
constrained to make its transformation into an ontology in OWL possible.

4.1 Behavioral Features

UML allows the specification of behavioral features, which can be seen as operations (pro-
grams). One use of them is to calculate slot values.
Facilities of UML that support modeling programs include operations, which are:

e method names,

e responsibilities - specify which class is responsible for what action,
e static operations - operations attached to a class like static attributes,
e interface classes - specify interfaces to operations,

e abstract classes - their operations are specified in subclasses,

e qualified associations - programming language data structures,

active classes - their instance controls its own thread of execution control.

It is proposed that the ODM (Ontology Definition Metamodel and OWL for its description)
omit behavioral features of UML.

4.2 Complex objects

UML supports various flavors of the part-of relationship between classes. In general, a class
(of parts) can have a part-of relationship with more than one class (of wholes). One flavor
(composition) specifies that every instance of a given class (of parts) can be a part of at most one
whole. Another (aggregation) specifies that instances of parts can be shared among instances of
wholes.

Composite structures are runtime instances of classes collaborating via connections. They
are used to hierarchically decompose a class into its internal structure which allows a complex
objects to be broken down into parts. These diagrams extend the capabilities of class diagrams,
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which do not specify how internal parts are organized within a containing class and have no
direct means of specifying how interfaces of internal parts interact with its environment.

Ports and Connectors model how internal instances have to be organized. Ports define an
interaction point between a class and its environment or a class and its contents. They allow
you to group the required and provided interfaces into logical interactions that a component
has with the outside world. Collaboration provides constructs for modeling roles played by
connectors.

Comparing complex objects can be problematic, because often a whole object is considered
to remain the same even though some of its parts might change. UML 2.0 supports:

e reference objects, which are equal if they have the same name regardless of content,

e value objects, which need to have the same content to be equal.

Although it is not strictly part of the complex object feature set, the feature template (param-
eterized class) is most useful where the parameterized class is complex.

4.3 Access control

UML permits a property to be designated read-only. It also allows classes to have public and
private elements. It is proposed that the ODM (and OWL) omits access control features.

4.4 Keywords

UML has keywords which are used to extend the functionality of the basic diagrams. They
also reduce the amount of symbols to remember by replacing them with standard arrows and
boxes and attaching a <<keyword>> between guillements. A common feature that uses this
is <<interfaces>>. It is proposed that the ODM (and OWL) omits this feature.
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5 Converting UML to OWL

As we mentioned above our goal is to convert the UML model obtained from the requirements
into a corresponding requirements ontology model. Such a requirements ontology model will
compared with the domain ontology model and it will be investigated whether some new knowl-
edge concerning the correctness, consistency, completness, and unambiguity could be made.

5.1 Existing Convertors

The UMLtoOWL tool by Gasevic [62] converts UML model description in extended Ontology
UML Profile (OUP) using the XML Metadata Interchange (XMI) format to The Web Ontology
Language (OWL) ontologies. The tool is implemented using eXtensible Stylesheet Language
Transformation (XSLT). With UMLtoOWL we do not need to modify the existing UML tools.
A UML tool (e.g. Poseidon) can export an XMI document that an XSLT processor (e.g. Xalan
Java 2) can use as input. An OWL document is produced as output, and this format can be
imported into a tool specialized for ontology development (e.g. Protégé) where it can be further
refined [44], [36]. We think that it would be suitable to prefere this tool.

However, two other tools are available to translate from the XMI output from Poseidon into
OWL in RDF/XML form. They are exff from Eurostep [55] and DUET [45] from AT&T. exff
was a proof of concept and thus isn’t fully functional. DUET preserves more of the semantics
of the model through the translation, but that exploits more of OWL’s expressivity. DUET also
has a primitive user interface, so it may require some work to use.
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6 Description Logics and Reasoning
in Ontologies

6.1 Introduction

Description Logics (DL) is the most recent name for a family of knowledge representation
formalisms that represent the knowledge of an application domain (”the world”) in a structured
and formally well-understood way.

The name description logics is motivated by the fact that the important notions of the do-
main are described by concept descriptions. This means that expressions are built from atomic
concepts (unary predicates) and atomic roles (binary predicates) using the concept and role
constructors provided by the particular DL.

On the other hand, DLs differs from their predecessors, such as semantic networks and
frames, in that they are equipped with a formal, logic-based semantics, which can, e.g., be
given by a translation into first-order predicate logic. Knowledge representation systems based
on description logics (DL systems) provide their users with various inference capabilities that
deduce implicit knowledge from the explicitly represented knowledge. Briefly, they:

e define the relevant concepts of the domain (its terminology),

e use these concepts to specify properties of objects and individuals occuring in the domain
(the world description),

e are equipped with a formal, logic-based semantics,

e allow reasoning to infer implicitly represented knowledge from the knowledge that is
explicitly contained in the knowledge base,

e support inference patterns that occur in many applications of information processing sys-
tems: classification of concepts and individuals.

Classification of concepts determines subconcept / superconcept relationships (called sub-
sumption relationships in DL) between the concepts of a given terminology, and thus allows
one to structure the terminology in the form of a subsumption hierarchy. This hierarchy pro-
vides useful information on the connection between different concepts, and it can be used to
speed up other inference services.

Classification of individuals (or objects) determines whether a given individual is always an
instance of a certain concept (i.e. whether this instance relationship is implied by the description
of the individual and the dfinition of the concept). It thus provides useful information of the
properties of an individual. Moreover, instance relationship may trigger the application of rules
that assert additional facts into the knowledge base.

The following three ideas have largely shaped the subsequent development of DLs:

e The basic syntactic building blocks are atomic concepts (unary predicates), atomic roles
(binary predicates), and individuals (constants).
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e The progressive power of the language is restricted in that it uses a rather small set of
constructors for building complex concepts and roles.

e Implicit knowledge about concepts and individuals can be inferred automatically with
the help of inference procedures. In particular, subsumption relationships between con-
cepts and instance, relationships between individuals and concepts play an important role:
unlike Is-A links in semantic networks, which are explicitly introduced by the user, sub-
sumption relationships and instance relationships are inferred from the definition of the
concepts and the properties of the individuals.

Most implemented DL systems provide for a rule language, which can seen as a very simple,
but effective, application programming mechanism.

A DL system not only stores terminologies and assertions, but also offers services that reason
about them. Typical reasoning tasks for a terminology are to determine whether a description is
satisfiable (i.e non-contradictory), or whether one description is more general than another, that
is, whether the first one subsumes the second.

Important problems are to find out:

e whether the assertions entail that a particular individual is an instance of a given concept
description,

e whether its set of assertion is consistent, that is, whether it has a model.

Satisfiability check of descriptions and consistency checks of sets of assertions are useful to
determine whether a knowledge base is meaningful at all.

With subsumption tests, one can organize the concepts of a terminology into a hierarchy
according to their generality. A concept description can also be conceived as a query, describing
a set of objects one is interesting in. Thus, with instance tests, one can retrieve the individuals
that satisfy the query.

A restricted mechanism to add assertions are rules. Rules are an extension of the logical core
formalism, which can still be interpreted logically.

For instance, the subsumption algorithm allows one to determine subconcept-superconcept
relationships: C is subsumed by D iff all instances of C are also instances of D, i.e., the first
description is always interpreted as a subset of the second description.

In order to ensure a reasonable and predictable behaviour of a DL system, the subsumption
problem for the DL employed by the system should at least be decidable, and preferably of low
complexity. Consequently, the expressive power of the DL in question must be restricted in an
appropriate way. If the imposed restrictions are too severe, however, then the important notions
of the application domain can no longer be expressed.

Investigating this trade-off between the expressivity of DLs and the complexity of their in-
ference problems has been one of the most important issues in DL research but it is out of the
scope of this report because we are interested in applications of existing methods and tools.

6.2 Basic definitions and foundations

The main expressive means of description logics are so-called concept descriptions, which de-
scribe sets of individuals or objects. Formally, concept descriptions are inductively defined with
the help of a set of concept constructors, starting with a set N of concept names and a set of N
role names. The available constructors determine the expressive power of the DL in question.
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In the description logic ALC, concept descriptions are formed using the constructors nega-
tion, conjunction, disjunction, value restriction, and existential restriction. The description logic
ALCQ additionally provides us with (qualified) at-least and at-most number restrictions. The-
oretical foundations can be found in Baader [7].

6.3 Using Description Logics for Data Modeling

Many applications require managing a symbolic model of an application world, which is up-
dated or queried by users. Often, it is useful to think of various kinds of individuals (e.g. Cal-
culus, Newton, Milner) related by relationships (e.g. taughtBy) and grouped into classes (e.g.
Course, Teacher, Student). This intuition is shared by formalisms such as semantic data mod-
els, object-oriented databases, and semantic networks. Such formalisms support languages for
declaring classes of individuals, using a syntax somewhat resembling the following example:

class Tropical Expedition is-subclass_of Expedition
Participants : Alpinist

with conditions
(at-most 10 Participants)
(all Participants Alpinist)

Example 1: Compositional concept in classic

Such a declaration is intended to express necessary conditions that must be met by each
instance of the class.

For example, in the above case every instance of Tropical Expedition must also be an in-
stance of the class Expedition, and the Participants attribute must relate to between 0 and 10
individuals, themselves instances of class Alpinist. Class definitions are used to detect errors,
or as a template for data storage decisions, i.e. as a type declaration in standard programming
languages.

Currently, there is another family of formalisms available - description logics (DLs).

6.3.1 Intesional and extensional approach

The fundamental observation underlying DLs is that there is a benefit to be gained if languages
for talking about classes of individuals yield structured objects that can be reasoned with.

Example 1 a typical compositional description, expressed in the classic language. Its intended
reading would be “Expeditions with at most 15 participants”. In this description, Expedition
and Alpinist are identifiers for concepts introduced elsewhere, while Participants is the name of
a binary relation, intended to relate Expedition to Customers participating on them. There are
several things, one can do with such a description, including:

e Reasoning about the relationship of one description to another, treating them as “inten-
sional” objects. For this kind of reasoning we only need descriptions, i.e. only definitions.
For example, the description in Example 1 is subsumed by (entails) the description
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Def-1: class Expedition
with conditions
(at-most 15 Participants)

since everything with at most 10 fillers for some role also has at most 15 fillers for it. On
the other hand, the description

Def-2: class Expedition
with conditions
(at—-least 12 Participants)

can be inferred to be disjoint from the one in Example 1, because the required number of
fillers are in conflict.

e Recognizing those individuals (“extensional” objects) that satisfy the description, based
on what is currently known about them. For this kind of reasoning we need individuals
(i.e. instances) including values of their atributes. For example, suppose Kilimanjaro
is an individual object in the knowledge base, and it is known to be an instance of the
concept Tropical Expedition, and in addition, the fillers for the Participants role for Kili-
manjaro are individuals Custer and Milner, both of which are instances of Alpinist. Then
Tropical Expedition is inferred to be an instance of the description in Example 1, since all
necessary and sufficient conditions of that concept are satisfied if Expedition is defined
according to the Def-1.

As a possible clarification of the issues involved, we provide an analogy for those familiar
with logic programming. Since descriptions denote concepts or relationships, it is natural to
take their analogues in logic to be ordinary unary or binary predicates. Consider the following
knowledge base of Horn clauses:

ParentO f(jane, fred).
Male(fred).

Child(z) : ParentOf(z,x).

Son(y) : Male(y), ParentO f(w,y).

Normally, such a system is used to deduce new properties of individuals, e.g. whether the Son
predicate “recognizes” the individual Fred.

On the other hand, we might want to reason entirely from intensional information - the rules
- ignoring ground facts. For example, we might be interested in whether Child(x) is implied by
(“subsumes”) Son( x). Note that although we cannot express this question in Prolog, theoreti-
cally the answer would be “yes”, because the last two clauses are in fact treated as the following
definitions

Child(z) < (3z)ParentOf(z; x)
Son(y) < (Jw)Male(y) A ParentO f(w;y)

by the semantics of predicate completion in Prolog. However, if we took the rule for Son as its
definition seriously, then asserting Son(fred) ought to allow us to deduce that Child(fred) — a
deduction not made in current logic programming systems. It is such reasoning with definitions
that is the trademark of description logics.
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6.4 The Syntax and Semantics of DLs

All DLs have (at least) two sorts of terms:
e concepts (intuitively, denoting collections of individuals),

e roles (intuitively denoting relationships between individuals); because functional rela-
tionships occur very frequently, such roles are often distinguished, and will be called
attributes.

Therefore the syntax of DLs consists of rules for creating composite terms from
atomic/primitive symbols - identifiers of various sorts - and term constructors.

There is a fairly comprehensive list of domain-independent description constructors in [145]
(including the exactly defined interpretation).

For concepts:

e top-concept

e nothing

e and[C,D]

e or[C,D]

e not[C]

e all[p,C]

e some[p,C]

e at-least[n,p]

e at-most[n,p]

e at-least-c[n,p,C]

e at-most-c[n,p,C]

e same-as[p.q]

e subset[p,q]

e not-same-as[p,q]

o fills[p,b]

e not-fills[p,b]

e one-of[by,...,b,, ]
For roles:

e top-role,

e identity f(d; d)

e role-and[p,q]
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e role-or[p,q]
e role-not[p]

e inverse[p]

e restrict[p,C]
e compose[p,q]

e product[C,D]

trans[p]

These constructors were found empirically, in efforts to express the meaning of natural language
sentences. In fact, one can view DLs as a logical notation where logical operators were chosen
to facilitate the expression of frequently used conceptual structures, and related inferences.

6.4.1 The Logic of Descriptions

We have seen above that an interpretation associates an extent with every concept description,
just like the interpretation of a unary predicate in First Order Predicate Calculus (FOPC). There
are a number of natural questions that one normally asks about a descriptions C, D:

e Is D coherent/consistent?
The answer is no if the denotation of D, D7, is empty for every possible relational struc-
ture 7.

e Does D subsume C?
The answer is yes if the denotation of C is a subset of the denotation of D, C7 C D7 | for
every possible relational structure 7.

e Are D and C mutually disjoint?
The answer is yes if C7 N D7 = 0, for every possible relational structure 7.

e Are D and C equivalent?
The answer is yes if C7 = D7 for every possible relational structure 7.

The subsumption relationship, which corresponds to material implication between predicates
and is symbolized by =, is usually considered the most basic one. This is because all DLs
have concept constructors and and nothing (which denotes the inconsistent concept with empty
extension), so that incoherence can be detected by asking the question “D = nothing”, while
disjointness is answered by “and(C; D) = nothing”, and equivalence (=) is mutual subsump-
tion.

6.4.2 Reasoning with DLs

Although the original goal of DLs was to provide a convenient form for expressing the desired
knowledge and inferences of some application, a highly influential paper [22], explored the
idea that choosing a subset of concept constructors leads to description logics of more restricted
expressiveness, but at the same time more efficient reasoning.

As a result, there is a large body of literature considering various combinations and varia-
tions of constructors for which reasoning is decidable, or even tractable. For purposes of this
report we mention that the subset of concept constructors: and, all, at-most, at-least, same-as
on attributes, fills, one-of with integers is polynomial [20].
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6.4.3 Descriptions as constraints

We have already seen that it is useful to associate some necessary conditions that would have to
hold of its individual instances with a primitive concept. It turns out that such a facility is very
useful. Such a constraint might be stated using a constrain-type operator

constrain (<constrained-set>, <constraint-condition>)

where both arguments are descriptions.

6.4.4 DLs for stating rules

A more “active” system can be obtained through the addition of an operation such as
assert-rule (<lhs—-descrn>, <rhs—-descrn>)

This would have the effect that every time an individual is recognized as a left-hand-side, it
would be added to the concept right-hand-side.

Such rules are less expressive than standard production rules because their antecedent is
often only a single concept (rather than a relationship between individuals). But because of
their treatment of incomplete information, rules based on DLs provide other advantages:

e classification applied to the antecedent (or even the consequent) of rules can be used to
organize them into a hierarchy. This means that the system can help the programmer find
closely related rules - a frequent cause of errors in rule-based programming.

e classification can also help implement the usual conflict-resolution strategy of “apply the
most specific rule” by using the automatic classifier, rather than relying on the program-
mer to specify which rule is more specific.

Descriptions can be used in a natural way to specify a limited set of conditions and actions
for a variety of rule languages, including integrity constraints, triggers, defaults, etc. In all such
cases, subsumption can be used to organize large sets of such rules, and recognition helps in the
firing process.

6.4.5 On the generality of the DL framework

It is important to point out the generality of the framework above. First, there is no reason
to restrict the notion of “individual” to mean “object with intrinsic identity”. Therefore, it
is entirely possible to consider mathematical entities (e.g. integers, n-tuples), programming
language values (e.g. arrays, procedures), composite values (e.g. lists or trees of others kinds
of individuals) as individuals, and have descriptions that denote sets of such individuals.

Second, there is a complete freedom in the choice of term constructors in the language syntax,
and their intended interpretation.

For example, [13] introduces special concept constructors for describing classes of temporal
intervals. Thus if we denote by time-interval:

after (2001) and duration-greater (5,year) and before (now)

refers to all time intervals beginning after 2001, of duration at least 5 years, which end before
the reference time interval now. Such temporal concepts can then be used with constructors
sometime and alltime to describe sets of individuals.
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Profesor and sometime (time-interval, Student)

represents the set of individuals who are professors now and who were students for a period
of at least 5 years between 2001 and now.
We have therefore two more observations:

e There is no “universal” set of term constructors. The term constructors used in a DL may
be domain or even application specific.

e The denotations of concept descriptions do not have to be atomic individuals, but could
have internal (mathematical) structure.

6.4.6 Complexity vs. expressiveness

We have already mentioned the strong interest concerning the decidability and complexity of
reasoning with various DLs. There are some aspects to be mentioned:

e Limited languages - Some authors have argued that DL-based systems need to respond in
polynomial time if they are to be useful as “servers” to other problem solvers.

e Complete reasoners for intractable languages - Some researchers think that as long as the
logic is decidable, it is reasonable to deliver to the users a system that reasons correctly
with it. The main obstacle of this approach is to make the performance of the system pre-
dictable, so that users are aware of the forms of knowledge which can cause exponential
explosion in the time or space used by the system.

We remark that certain worst-case complexity results - such as the result that just by allowing
definitions can lead to an exponential blow-up during processing [101] - are not considered to
be a problem, because the examples are pathological and do not arise in practice. The conclu-
sions in this section are that the conflicting between expressive languages and complexity of
reasoning, although very real, need not to be paralyzing. There is wide variety of approaches
to the problem, with the “predictability” of the inferences and their timing being of concern to
users.

Description languages provide a variety of constructors for building terms that can be used
to express knowledge about the world. They have found applications in a variety of areas such
as data management, linguistics, and knowledge-based software engineering [43].
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7 Existing Reasoners in Ontologies

7.1 Using RacerPro for Reasoning in Ontology

As we mentioned above the advantage of using ontology for our purpose is in applying rea-
soning. It means that we do not only need an ontology editor like Protégé, but also a reasoner.
The reasoner RacerPro [117] (stands for Renamed ABox and Concept Expression Reasoner
Professional) is one of best in this field. This reasoner is recommended as a reasoning engine
for ontology editors such as Protégé. RacerPro can process OWL Lite as well as OWL DL doc-
uments. However, some restrictions apply, however. OWL DL documents are processed with
approximations for nominals in class expressions and user-defined XML datatypes are not yet
supported.
The following services are provided for OWL ontologies:

e Check the consistency of an OWL ontology and a set of data descriptions.

e Find implicit subclass relationships induced by the declaration in the
ontology.

e Find synonyms for resources (either classes or instance names).

e Since extensional information from OWL documents (OWL instances and their interre-
lationships) needs to be queried for client applications, an OWL-QL query processing
system is available as an open-source project for RacerPro.

e HTTP client for retrieving imported resources from the web. Multiple resources can be
imported into one ontology.

e Incremental query answering for information retrieval tasks (retrieve the next n results of
a query). In addition, RacerPro supports the adaptive use of computational resources: An-
swers which require few computational resources are delivered first, and user applications
can decide whether computing all answers is worth the effort.

Details about using RacerPro are given in [117].

7.2 Using Jess for Reasoning in Ontology

The necessity to combine Protégé with a reasoner occurs very often. An interesting solution is
offered by the system Jess [82] from Scandia and especially JessTab [83] from University of
Linkoping. JessTab is a plug-in, which integrates Protégé with Jess, a fast rule engine. JessTab
lets us build knowledge bases in Protégé that work with Jess programs and rule bases, i.e.
JessTab maps instances of the Protégé knowledge base to Jess facts. JessTab can also propagate
modifications automatically to mapped Protégé instances on Jess. JessTab provides functions
for managing Protégé knowledge bases. Because Protégé and Jess are implemented in Java, we
can run them together in a single Java virtual machine. This approach lets us use Jess as an
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interactive tool for manipulating Protégé ontologies and knowledge bases. Furthermore, we can
propagate changes in the Protégé to Jess [54].

We suppose that JessTab combined as a plug-in with Protégé will be used in implementation
of the proposed project.
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8 The Proposed Concept

8.1 The existing tool TESSI
Architecture and Dataflow

We argue that there is a gap between the requirements definition in a natural language and the
requirements specification in some semi-formal graphical representation. The analyst’s and the
user’s understanding of the problem are usually more or less different when the project starts.
The first possible point of time when the user can validate the analyst’s understanding of the
problem is when a prototype starts to be used and tested.

In our approach [93], [94] that will be developed further in this report, we offer a textual re-
finement of the requirements definition which can be called requirements description. Working
with it, the analyst is forced by our supporting tool to complete and explain requirements and
to specify the roles of words in the text in the sense of object-oriented analysis. During this
process, a UML model will be built with our tool driven by the analyst’s decisions.

This model will be used:

e for checking ambiguity of the described requirements,

e for checking for inconsistency and completness using the domain knowledge described
in domain ontology,

e for the synthesis of a text that describes the analyst’s understanding of the problem, i.e.
a new, model-derived requirements description will automatically be generated. Now,
the user has a good chance to read it, understand it and validate it. His/her clarifying
comments will be used by the analyst for a new version of the requirements description.

The process repeats until there is a consensus between the analyst and the user. This does not
mean that the requirements description is perfect, but some mistakes and misunderstandings are
removed.

We argue that the textual requirements description and its preprocessing by our tool will
positively impact the quality and the costs of the developed software systems because it inserts
additional feedbacks into the development process.

As we have already mentioned we have been working on a tool that helps analysts align
their views of the problem space with their users views for many years [93], [94]. Our tool
should support all phases of requirements engineering from the begin when an analyst takes
notes during user interviews.

The steps of the proposed requirements processing that uses ontologies are the following:

e building a domain ontology in OWL using Protégé,

e checking a domain ontology for corretness and consistency using RacerPro and Jess or
JessTab,

e building a UML model of requirements from a textual description of requirements,
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Figure 8.1: Architecture and dataflow of the existing tool TESSI

conversion of requirements described as a UML model to a requirements ontology in
OWL and its limits,

checking requirements tranformed into the requirements ontology for mutually correct-
ness and consistency checking and for checking with respect to the domain ontology,

identifying correctness and consistency problems,

finding the corresponding parts in the former textual description of requirements and
correcting them,

building a new UML model based on corrected textual description of requirements,

after iterations when no ontology conflicts will be found a new textual description of
requirements will be automatically generated that corresponds to the last UML model,

before the UML model will be used for design and implementation the customer and the
analyst will read the generated textual description of requirements and look for missing
features or misunderstandings,

problems found can start the next iteration from the very beginning,

after no problems have been found the UML model in form of a XMI-file will be sent to
Rational Modeler for further processing.

8.2 The proposed extensions of the tool TESSI

In the proposed extension of our tool new components will be included:
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Figure 8.2: Architecture and dataflow of the proposed tool TESSI

Using experiences given in [96], we describe the ontology in Protégé and apply ontology
reasoning (e.g. the inference engine in RacerPro [23], [72] - for checking classes) first for
domain ontology checking, then for requirements ontology checking, and last for checking
whether the requirements ontology subsumes the domain ontology.

We propose to use rules based on SWRL language to express domain rules, and the Jess
[84] reason engine to check rules. As mentioned above we will experiment with JessTab. The
other possibility is to use Tab Widget [135] as a plug-in component for SWRL into Protégé
that allows mapping SWRL rules into Jess rules and OWL instances into Jess facts. The tool
TabWidget builds a bridge betweeen RacerPro and Jess.

We will check the suitability and performance of systems mentioned above and find the most
simple solution. At the very moment we mean that Protégé and JessTab (as its plug-in) can
fulfill all tasks.

The process of requirements checking can run as follows:

e Ontology part:

— Domain ontology description based on OWL and SWRL based is constructed by
domain experts at first.
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The domain ontology description in OWL (Protégé) will be transformed into the
concepts set and roles set of RacerPro and the SWRL rules will be transformed into
Jess rules by the tool TabWidget.

RacerPro inference engine will be used to do ontology checking, which includes
satisfiability, subsumption, equivalence and disjointness checking of concepts in on-
tology.

The instances of concepts and roles will be sent from RacerPro to Jess, so Jess can
start the inference machine having rules from SWRL and facts from Racer. The
results of inference will be sent from Jess to RacerPro. It is possible that the whole
inference can be made by JessTab. I this case, RacerPro will not be needed.

The checking results are returned to domain experts so that they can revise the on-
tology.

e Requirements part:

The analysts can establish application requirements in UML guided by the ontology.

Analyst converts the requirements in UML into OWL. There are some tools avail-
able e.g. Gasevic [62].

The requirements converted via UML into ontology in OWL will run through the
same process as the domain ontology.

According to the results of checking, analysts modify the requirements to make
them comply mutually and with the domain ontology.

Domain ontology and domain rules will be composed together with requirements
ontology and requirements rules (constraints). This new composed ontology will be
checked again using the same procedure as before.

In conclusion, the RacerPro disposes integrity rules of the ontology model and Jess
deal with derivation rules of the requirements model so that the acquired require-
ments will comply with, both business needs and domain knowledge.

One of the problems that may occur is that the restriction rules of requirements (called con-
straints) are described in OCL (Object Constraint Language) which is stronger than SWRL. As
we will describe below description logics have different expresiveness and the reason is that the
computational complexity of the reasoning, i.e. of the decision whether the system is correct
and consistent, may explode and we never obtain the result guarenteed if the expressivenes of
the used description logic is too high.
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9 Requirements Engineering

In this chapter we describe briefly the parts of requirements engineering focused on checking
correctness, consistency, completness, and unambiguity that concern the problem discussed in
this report.

Requirements engineering identifies the purpose of a software system, and documents it in a
form that is suitable to analysis, communication and subsequent implementation [111].

If a software system shall be build it has to be described in some way before the design and
implementation process will be started. Typically, these descriptions, requirement documents,
are far from representing the real business logic [29]. Instead, we have a set of statements that
is:

e incomplete (forgotten features),
e inconsistent (contains contradictions),

e ambiguous (more possible interpretations).

As software requirements quality we may denote the degree in which the requirements are
incomplete, inconsistent (contradictory), and ambiguous. The importance of software require-
ments quality has long been recognized, and it has been estimated that an error that is not
identified and corrected during the requirements phase can cost as much as two hundred times
more to correct in subsequent phases [15]. That is why this topic plays an important role in
software development and why there have been hunderds of publications trying to solve this
problem in the last twenty years.

9.1 Domain Knowledge and Project Requirements

Before a software system can be implemented, the customers’ needs must be found, described,
and finally analyzed as requirements.
We distinguish the following kinds of requirements [38]:

e Project (application) requirements - requirements that reflect the user needs

— Functional requirements - statements of services that the system should provide,
how the system should react to particular inputs and how the system should behave
in particular situations

— Non-functional requirements - requirements on the services or functions offered by
the system such as performance, security, constraints on the development process,
using standards, etc.

e Domain requirements - requirements that come from the domain of the system and reflect
the characteristics of that domain. They describe all objects, their properties, relations,
possible states, and constraint. They may be functional or non-functional.

We can identify the following phases of the requirements processing:
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e requirements elicitation
e requirements checking

e requirements analysis

Below we will describe the phases in more details.

A very natural way is to say that project requirements should be a subset of domain require-
ments because the project requirements cannot contain features that are not in domain require-
ments. The subset is given by the set of services, e.g. queries, that the user needs. Speaking
about requirements usually means speaking about project requirements. Domain requirements
will be often denoted as domain knowledge. It is a simplification because the needs of user
concern also properties of output data presentation (for example), which are not directly part
of the domain knowledge. Such properties are sure part of the universal domain of all possible
output data presentation. However, focusing on functional requirements can bring important
results.

Confronting project requirements and domain requirements in the sense described above we
can find that in project requirements:

e there are different names and symbols used as in domain requirements,

e there are some names and symbols used in another meaning than in domain requirements,
e there is something that cannot be found in domain requirements,

e there is something that is in contradiction with domain requirements.

The results found can overlap and the situation must be analysed.

In an ideal case we could hold the domain requirements as a reference requirements and
declare that they are complete, do not contain any mistakes and contradictions. This is never
guaranteed, of course, but usually the domain requirements are known better than the project
requirements. Because of that, the mistakes are to be searched first in the project requirements.

There are in principle three methods, how to elicitate and specify domain requirements [95]:

e After discussions with domain experts and users, analysts describe the domain require-
ments in natural language. The main drawback of this method is that there are gaps in the
knowledge between domain users and requirements engineers as mentioned above. Do-
main users cannot communicate the requirements in the terminology that analysts want.
This will be the main source of generating incomplete, inconsistent and ambiguous re-
quirements.

e After discussions with domain experts and users, analysts describe all scenarios that users
want to use. Users can take part in the elicitation conveniently, and the requirements are
the true reflection of the real system. The problem is to be sure that the found set of
scenarios represents the complete requirements of the system [86]. Moreover, different
scenarios represent usually also different views that overlap and are the source of require-
ments inconsistency.

e The youngest method is based on domain knowledge, uses ontologies and their possibility
of reasoning. This field has been researched intensely. We will use it here.
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Our approach combines the advantages of all three methods, i.e. we use textual description
of the requirements containing use-cases, then we build the corresponding UML model and
Lexical model and as the last phase of one cycle we convert the UML model into an OWL DL
ontology and start reasoning procedures searching for aspects hurting correctness and consis-
tency.

Using the Lexical model we can eliminate some natural language sources of ambiguity, in-
consistency, and incompleteness bevor the modeling starts.

9.2 Requirements Elicitation

To find the needs of users, analysts:

e do interviews,
e do observations,
e study the domain,

e study existing solutions and similar systems.

Eliciting knowledge via communication is necessarily fraught with difficulty. However, it is
more or less this is the only way how an analyst can learn about the user, his needs and be-
haviors. This knowledge is what permits the analyst to determine system requirements and
specifications. Knowing the user, the analyst can know what will work for the user. The com-
munication (exactly said, the knowledge resulting of the communication) is that, upon which
the success of the project rests.

Because of mistakes during requirements elicitation many projects go over schedule, go over
budget, and are replete with errors which require more time and more money to correct. Often
users feel dissatisfied with a product that in no way resembles what they had expected or that
does not accurately mirror their needs.

The communication language between the analyst and the user is the natural language, so part
of requirements engineering focus on an analysis of words, phrases, sentences - arguing that this
is where the solution resides. The problem space of the form and structure of natural language
expressions will be used to classify context and knowledge contained in textual description of
requirements.

The analyst has to map informal understanding obtained by an interview and described as a
text into a formal information structure like a UML model. It is a collaborative act where both -
interviewer and user - are engaged in creating the meaning of the questions and answers as they
negotiate understanding through language. The meaning that is constructed is a representation
of the problem domain.

This process brings the following problems:

e In order to successfully acquire user requirements, an analyst should understand the users
activities, motivations and negotiate issues of organizational context which have some
influence on the development process. This is difficult.

e Analysts and users typically do not share common experiences, vocabulary, and back-
ground. This complicates communication between the two.
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e Interview participants have a private world that must be transformed into public lan-
guages. Each participant has his own level of knowledge and expertise, skills, and req-
uisite vocabulary. What one thing means to one person, may have a completely different
meaning to another.

e When these concepts of an analyst und user are represented formally in functional specifi-
cations documents, they tend to shift in meaning when passed between different semantic
communities [118].

e Users do not have the same level of technical knowledge as the analysts.

e Analysts do not have domain or business knowledge and consequently tend to misunder-
stand or ignore some requirements and their context.

The communication problems are introduced and analysed in details in many publications
[73], [85], [31].

The process of requirements specification, starting after (sometimes also during) the require-
ments elicitation, usually run as follows.

e Before the modeling phase of the software development can start, requirements are ac-
quired and collected. Using natural language is necessary because a customer would not
sign a contract that contains a requirements definition written in some formal notation
(e.g. in Z-notation).

e The interviews and studies result in text documents that describe requirements.

e After discussions about the contents of these documents, a requirements specification
must be written that describes the functionality and the constraints of the new system in a
more detailed way. The non-functional requirements are usually appended later, after the
functionality has been specified.

e Requirements specification is usually written as a combination of text and some semi-
formal graphical representation given by the used tool. Since software engineers are
not specialists in the problem domain, their understanding of the problem is immensely
difficult, especially if routine experience cannot be used.

It is a known fact [29] that projects completed by the largest software companies implement
only about 42 % of the originally proposed features and functions.

9.3 Requirements Analysis

Early requirements analysis is one of the most important and difficult phases of the software
development process. It is the phase where the requirements engineer is concerned with under-
standing the organizational context for an information system to be developed, and the goals
and social dependencies of its stakeholders. This phase demands critical interactions with users
and other stakeholders. A misunderstanding at this point may lead to expensive errors during
later development stages [66].

The requirements elicitation and the requirements analysis overlap in many cases and the
processing is iterative because the gained knowledge is not sorted and an analyst will not get it
in some predefined order.
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Usually, we cannot separate clearly the phase of requirements elicitation and requirements
analysis because during the requirements elicitation some analytical decisions are made and
during the requirements analysis it may happen that additional requirements have to be acquired.

As a results of the requirements analysis a model will be constructed. In this report we
suppose that it is a UML model. The transformation of the requirements specification in a
textual form (it will be denoted as requirements description here) into a UML model is a creative
activity and depends on the experiences of the analysts.

In our tool we support this activity by the method of grammatical inspection [123], [94] used
for building the UML model from textual description of requirements.
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10 Related Work to Checking
Requirements Specification

In this chapter we discuss works and research papers that are related to the topic of checking
a requirements specification. It is known that writing requirements specification without any
checking brings problems.

It is known that the quality of the software depends on the requirements upon which the
system has been built. The quality can be measured, e.g. as the number of failures and problems
reported by users after the software system has been delivered. Comparing the costs to correct
defects in software discovered at various phases of the lifecycle we can say that the later in the
software lifecycle a defect is discovered the more expensive it is to rectify.

Some studies have shown that correcting software defects can require nearly two hundred
times more effort if the correction is implemented in the maintenance phase instead of in the
requirements specification phase of a software lifecycle [39].

There are many possibilities to check requirements. They will be described in this chapter.

10.1 Checking Unambiguity of
Requirements Specification

Ambiguity of natural language means that different readers of the requirements specification
may understand different things. If the implementors’ understanding of the document differs
from that of the customer or users, then the customer and the users are likely not to be sat-
isfied with the implementation produced by the implementors. Ambiguity that remains in a
final natural language requirements description documents is a major problem in requirements
specification.

Many times, ambiguity is not noticed by anyone looking at the requirements document. Very
often, the reader disambiguates the document during the first reading subconsciously to the first
interpretation he finds and thinks that this first interpretation is the only interpretation.

In industrial requirements engineering, natural language is the most frequently used repre-
sentation to state the requirements that are to be met by information technology products or
services. Natural language is universal, flexible, and wide-spread, but unfortunately also inher-
ently ambiguous. Even worse, often neither customers nor software developers recognize an
ambiguity, and each derives an interpretation that differs from that of others without noticing
this difference.

Consequently, software developers design and implement a system that does not behave as
intended by the customers. Semi-formal and formal representation techniques, such as UML,
have been proposed to overcome the weaknesses of natural language. However, they only shift
the problem. An ambiguity simply becomes an unambiguously wrong specification statement,
which must be detected by the customers in reviews or simulations of the specification.

The problem of detecting ambiguities in natural language requirements has been addressed
in [12]. We distinguish:
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e linguistic ambiguities - are the commonly known ambiguities of natural language, such
as ambiguous pronoun references.

e requirements specific ambiguities arise from the requirements context, which comprises
the application, system, and development domain.

10.1.1 Linguistic Ambiguities

The thesis [90] presents the ADTD (ambiguity detection technique for the domain) approach,
which allows developing techniques for detecting ambiguities in natural language requirements
on the basis of existing and industrially proven techniques, namely checklists, scenario-based
reading, and agendas. A technique for detecting ambiguities must be tailored to a particular
requirements context to be effective, because requirements-specific ambiguities depend heavily
on the context in which an requirements specification takes place. For this purpose, the ADTD
approach provides heuristics to investigate metamodels, which capture information about an
requirements context. These heuristics help identify the requirements-specific types of ambigu-
ities that are typical for the particular requirements context.

A set of ambiguity detection techniques for the domain of embedded systems has been de-
veloped using the ADTD approach to show its feasibility. To quantify the benefits of the ADTD
approach, the resulting techniques were empirically validated in five experiments. The goals
were:

e to validate that the investigation of metamodels pays off in terms of higher efficiency of
the resulting technique,

e to show that our ambiguity detection techniques are superior to existing ones.

The handbook [11] and the work [12] - written together with a lawyer - stems from the obser-
vation that software requirements specifications and legal contracts are similar in several key
aspects. Particulary when these are written, as they usually are, in natural language, ambiguity
is a major cause of their not specifying what they should. Simple misuse of the language in
which the document is written is a significant source of these ambiguities.

The common aspects of software requirements specifications and legal contracts are:

e cach is usually written in natural language,
e cach must anticipate all possible contingencies,

e cach must be correct, consistent, complete, and unambiguous.
The handbook [11] details the problems arising from common difficulties with:

e “all”, “each”, and “every” to denote sets,

e positioning of “only”, “also”, “even”,

e precedences of “and” and “or”,

e “a” “all”, “any”, “each”, “one”, “some”, and “the” used as quantifiers,
e “or” and “and/or”,

e “that” vs. “which”,
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e multiple adjectives.

The handbook is suggested as a guide, both for writing better requirements or contracts and
for inspecting them for potential ambiguities. An open problem remains the effectiveness of this
handbook, both as a guide for writing specifications and as a guide for checking specifications.

10.1.2 Requirements-specific Ambiguities

Requirements specific ambiguities arise from expressions that can have a different interpretation
for different participants of the requirement development process. This interpretation depends
on the problem context and on the implicite knowledge of the participant.

In Parnas [114], they give an example of such a requirements specific ambiguity in a require-
ment about a continually varying water level in a tank:

e Shut off the pumps if the water level remains above 100 meters for more than 4 seconds.

They claim that this type of ambiguity is very common in informal requirements documents.
One can find four interpretations:

1. Shut off the pumps if the mean water level over the past 4 seconds was above 100 meters.

2. Shut off the pumps if the median water level over the past 4 seconds was above 100
meters.

3. Shut off the pumps if the root mean square water level over the past 4 seconds was above
100 meters.

4. Shut off the pumps if the minimum water level over the past 4 seconds was above 100
meters.

However, the software engineers did not notice this ambiguity and quietly assumed the fourth
interpretation. Unfortunately, under this interpretation, with sizable rapid waves in the tank, the
water level can be dangerously high without triggering the shut off. In general, the interpretation
of the ambiguity is very much a function of the readers background. For example, in many other
engineering areas, the standard interpretation would be the third.

10.1.3 An Approach based on Neuro-Lingustic Programming

There is an approach described in Goetz [64] which was transferred from the discipline of
psychotherapy to the field of requirements engineering as a psycho-therapeutic approach known
as Neuro-Lingustic Programming (NLP) Bandler [8]. A set of rules was formed to assist the
analysis and quality assurance of customer requirements represented as a text. Psychologist
John Grinder and computer scientist Richard Bandler developed a therapeutic method based on
the necessity of understanding the personal truth of the client. The therapist has to find out what
the client really thinks (consciously, unconsciously or even under-consciously), when he says
something. The method helps finding ambiguous, incomplete and inconsistent statements in
specifications in a systematic way.

If the requirements are already defined, they are checked with the set of rules. Distortions,
generalizations and deletions are considered closely.

Of the 25 rules, 17 are derived from the linguistic transformational effects used in NLP. The
rest is derived from every-day experiences with real specifications and their defects and they can
be found in requirements engineering books. Two basic principles rule the humans perception
and his communication:
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e focusing - during perception we are focusing and some parts of the reality never will be a
part of our knowledge or will get quite abstracted.

e simplification - during communication, which is a kind of presentation, we are simplify-
ing. As authors we assume that the reader has certain previous knowledge. Otherwise it
would not be possible to communicate efficiently.

These two principles provide a transformation that is a source of problems not only in require-
ments specification but in the whole field of perception and communication.
Linguistic transformational effects that are most common among requirements in text:

e Deletions - Deletion is the linguistic counterpart of perceptional focus. It reduces state-
ments, so that we can cope with them, whereas focusing is the process to concentrate
our perception only on certain dimensions of experience. This reduction is quite help-
ful in normal communication but really hinders requirements definition, where important
information is lost due to deletion. Under-specified process words are a typical case.

Presuppositions

Incomplete comparisons

Modal operators of imperative

Modal operators of possibility

Under-specified process words

e Generalizations - To abstract from concrete experiences is useful and vital for humans.
By doing so we can transfer an experience we made to similar situations. It is important
to wisely choose the set of situations we should transfer an experience to, though. In
systems engineering over-generalized requirements ensure that special cases and excep-
tions will be omitted. As soon as the missing special case occurs during the life of the
developed system the system doesnot behave as intended but as specified. A very easy to
find indication of an over-generalization is universal quantors.

— Universal quantors
— Incomplete conditions
— Nouns without reference

e Distortions - By distorting perceptions we prevent that our knowledge has to be reorga-
nized constantly. Details are changed if necessary to fit in the picture we have already
drawn from a given situation (structures of functional verbs). Similarly distortion takes
place in utterances, the so called nominalizations are of particular interest concerning
requirements documents.

Under-specified process words are a very important part of the linguistic Deletion transfor-
mation. Process words are the parts of a sentence that describe the action taking place. To be
complete, there must be certain arguments or noun phrases around the process word.

Here is an example:

Rule no. 3

Uncover under-specified process words!
is applied to

The system shall report data losses.
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The process word report is completely specified only if the following questions are answered:
e Who reports?

e How is reported?

What is reported?

Where and to whom is reported?

When will the report take place?

For how long shall the report be presented?
e .. etc.

Universal quantors are a very important part of the linguistic Generalization transformation.
They state frequencies, e.g. never, always, none, all, any. The danger of using universal quantors
is the fact, that the specified behavior of the system might not be actually true for all elements
of the mentioned group of elements.

Apply rule no. 9

Find and question all universal quantors!

to

FEach report shall be labeled with a time stamp.

Because of the signal word “each” you should ask: really each report? Or are there cases
where the time stamp is not necessary? Maybe only reports that are relevant for a specific
subset of users (sales people?) shall be labeled.

There are many over-generalizations in specifications especially in description of systems
correct behavior in exceptional situations. Users tend to dismiss exceptions in discussions be-
cause they are so hard to elicit and users are used to improvize in such cases.

The nominalization can change the meaning of a statement or important information is lost
that. A nominalization has been applied to a process if a process word (verb or predicate) is
transformed to an event word (noun) within a sentence.

The corresponding rule no. 17 is
Question all nominalizations!

In case of a system break-down an automatic re-start
shall take place.

The processes behind the nouns break-down and restart
are actually:

The system breaks down and the system restarts.

The second sentence alone can be further scrutinized by asking:
e What does restart?

e Which data shall be applied to the restart?
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How is the re-start conducted?

Who initiates the re-start?

When does it end?

What happens during the re-start (exceptions, errors, etc.)?

The requirement shall therefore be supported by a clear definition of “break-down™. A
definition of an automatic restart shall be given by various requirements concerning the re-start
itself, e.g. that automatic restarts shall be logged.

In principle, one can use nominalizations for an otherwise hard to describe process as long as
the process is very clear or defined unequivocally. Nominalizations especially occur in domains
that have developed an esoteric language. Check some words that are specific to the domain.
In most cases they are nominalizations behind which a lot of knowledge is hidden. By the way,
computers can assist in finding nominalizations in lengthy documents.

In projects where completeness of the specification is crucial, the application of the set of
rules resulted in more and more precise requirements. Typically the specifications size increased
by 100 - 300 %.

Experience shows that the full application of the set results in requirements that are in fact
no longer plain prose but semi-formal language. Sentences tend do be longer and the sentence
structure tends to be more complicated, but with a limited grammar. This makes requirements
less readable. So the analyst has to carefully judge this risk against the advantages.

It has been found that the set of rules should be applied as a supplement to techniques like
use-case analysis or object-oriented modeling. Above all they deal with the context of the
requirements, whereas the Set of rules mainly deals with single requirements. Other viewpoints
find other defects.

The Set of rules:

Rule 1 - Phrase each requirement in active voice.
Advantage: the actor has to be stated.
The item list shall be printed. to
The system shall print the item list.

Rule 2 - Use main verbs for expressing processes.
Adjectives or complex phrases camouflage
the process. Verbs require more phrases
to be complete.

A decision has to be made between the
various loan items. to

The system shall differentiate between
the various loan items.

Rule 3 - Uncover under-specified process words.
Process words usually need a lot of
arguments to be complete.

If missing but important they
should be requested.

Rule 4 - Complete incomplete comparisons (if any).
Each comparison needs a reference point.
Other customers shall only see the items
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in stock. to
Other compared to what?
What kinds of customers do exist?

Rule 5 - Clarify the modal operators of possibility
(if any) .

Can, Must, is allowed to, have to,

Why is something possible or impossible?

The parts of the Customer Component mustnt
forward data to the Main System. to

The Security Module shall prevent the Customer
Component from forwarding data to

the Main System.

Rule 6 - Clarify the modal operators of imperative
(if any).

Have to, should, shall, must, necessary.
Are there any exeptions?

The system shall provide the user a

back up procedure.

Always?

What if the procedure cannot be conducted
due to technical problems?

Rule 7 — Specify the implicit assumptions
(presuppositions) within the requirement.
Phrase them explicitly.

If the individual loan limit is reached

the system shall send a message to the

borrower. to

There is a loan limit, which one.

Loan limits can be exceeded, how?

Loan limits can be individual, concerning what?
There i1is a role borrower, are there other roles?

Rule 8a - Write an extra requirement if the relation
between the different objects of the
requirement (if any) IS important.

The system shall provide the ability to read back
the statistics on past lending processes. to

The system shall record the number of

loan items per user per year, sorted by

date of return, and the mean time between

lending and return.

Rule 8b - Write and use a definition if the relation
between the different objects of the
requirement (i1if any) is NOT important.

The system shall provide the ability to
read back the past lending statistics.

Rule 9 - Find and question the universal quantors
of the requirement (if any).
Always, every, never, no, only,
Ask for exceptions.
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Rule

Rule

Rule

Rule

Rule

Rule
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11

12

13

14

15

16

17

FEach message shall be labeled by a time code.

Messages of type Y,

by a time code.
Rule 10 - Define what the quantitative information
within a requirement stands for.

every, either, neither,

get mixed up occasionally.

The system shall provide every user the
ability to read back each lending statistic.

Any, each,

to

provide users the

X and Z shall be labeled

all lending statistics.

— Complete incomplete conditions (if any).
If then. Else?
If the automatic data transfer was
malfunctioning the system shall provide the
ability to manually enter the customer data.
What if it worked properly? Can the user
still enter the data manually?

— Question nouns without references (if any).
Data shall be presented graphically to

the user.
to

The system shall present the lending
statistic to A-users graphically.
— Use singular nouns only (if applicable).
Do so if you dont want to refer to a set.
The names of all belated borrowers shall

be displayed in a list.

— Specify definite and indefinite articles

(if any).

A loan item has to have a ID number. to
Every loan item has to have exactly one

ID number.

— In definitions of nouns, use only
indefinite articles before the noun.
Otherwise the numbers may be confused.
The loan item is an item which

to

A loan item is

— Within a requirement,
before a defined noun.

use a definite article

Again, to clarify the number.
The system shall find a loan item with
the given ID number.

to

The system shall find the gquoted loan
item with the given ID number.
— Question the nominalizations of the

requirement

(1if any) .
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Rule 18

Isnt the noun a verb actually?

A message shall be sent on the return.

to

What initiates the process of returning?
What does it do? When will it be finished?
— Replace complex structures of functional
verbs with simple main verbs.

To improve readability.

to be in use

to

to use,

to bring to an end

to

to end

Rule 19 - Avoid expressing something twice.

Rule 20

Rule 21

Rule 22

Rule 23

Rule 24

Rule 25

Again, to improve readability.
a true fact, yellow in color

— Delete or replace flowery phrases.
due to the fact that to because,
along the lines of to like

— Make comments from subordinate clauses
with rationales, intentions or consequences.
The system shall sort the list alphabetically
to improve its readability.
to
The system shall sort the list alphabetically.
Comment:

The users think alphabetical sorting is more
readable.

— Start clauses that have a temporal relation
to the main clause with a when or once.
Otherwise it could be interpreted as logical
relation.

If the list is compiled, the system shall
print it.

to

Once the list is compiled, the system shall
print it.

— Define nouns like noun = verb + object(s) +
additional phrases.

A borrower lends loan items from the library.

— Define adjectives like adjective + noun + 1is
+ noun + additional phrases.

A loan item is a removable object of the library
which can be lent to a borrower.

— Define verbs like infinitive verb + is the
process of + additional phrases.

Lending is the process of temporarily removing
a loan item from the library.
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10.2 Checking Inconsistency of Requirements
Specification

The requirements elicitation and specification involves the collaboration of many participants.
Their partial models describe the system from different angles and in different levels of abstrac-
tion, granularity and formality. They may also be constructed using different notations. This
results in many views on the domain parts and many partial models that can overlap and be-
cause of the overlapping they can be inconsistent since they describe the system from different
perspectives and reflect the different views of the stakeholders (Fig. 10.1).

Inconsistencies arise because:

e The submodels overlap and their overlapping parts are inconsistent, i.e. they incorporate
elements which refer to common aspects of the system under development, and make
assertions about these aspects which are not jointly satisfiable.

e A software model is inconsistent according to the domain, i.e there is a consistency rule in
the domain and it can be shown that the consistency rule (usually some general knowledge
about the domain) is not satisfied by the model.

In [131] only the inconsistence between overlapping models has been discussed.

Example:
In Fig. 10.1 the problem is that two submodels are using their own coordinates (from me to
the left) instead of using objective coordinates (from the North to the South). We can imagine
an assertion as a part of the domain that says “’the object X is a real estate” and a constraint
rule “real estates cannot move”. We found an inconsistence in submodels but we could solve it.
Then we found an inconsistence between the model and the domain, which cannot be solved.

The model is obviously wrong.

(End of example)

A consistent requirement specification does not contain any conflicts and contradictions be-
tween individual requirement statements. The specified behavioral properties and constraints
do not have an adverse impact on that behavior [132].

Inconsistent software models can have negative and positive effects in the software develop-
ment life-cycle [131]:

e negative effects of inconsistency can influence negatively the timeliness, cost, safety and
reliability, and maintenance.

e positive effects of inconsistency can invoke a deeper further analysis. However, it has
to be appreciated that these benefits arise only if inconsistencies are allowed to emerge
as models evolve. They can be tolerated for at least some period and used as drivers of
managed interactions among the stakeholders that can deliver the above benefits [103].

The problem of inconsistencies in software models has been considered since the late eight-
ies. There are techniques, methods and tools which support the identification, analysis, and
treatment of various forms of inconsistencies in models expressed in a wide range of modeling
languages and notations, including:
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Requirements:

Object x
Viewl, —— +— View 2:
Ohject x should Object x should
move to the right move to the left

ncunssle%&rl ing requirements?

Domain knowledge:

Object x is instance
of class X.

Class X represents
estates.

Estate can not move.

/

Inconsistence requirements and domain knowledge !!

Figure 10.1: Inconsistence
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e formal specification languages including first-order logic [49], [58], [107], [51], [129],
language Z [21], [18], [148], KAOS [139], [140].

e structured requirements templates [120], [46], [91].
e state transition diagrams [63] and state-based languages [28].
e conceptual graphs [42].

e object-oriented languages UML [32], [127], [128], [148], [130].

We can view inconsistency management as a process composed of six activities as described
in [131]. These activities are:

e detection of overlaps,

detection of inconsistencies,

diagnosis of inconsistencies,

handling of inconsistencies,

tracking of inconsistencies,
e specification and application of a management policy for inconsistencies.

The complete inconsistency management is out of the scope of our work. Because of the pro-
posed method we address only detection of overlaps, detection of inconsistencies, and diagnosis
of inconsistencies.

10.2.1 The Inconsistency Management Process

Inconsistency management has been defined by [60] as the process by which inconsistencies
between software models are handled so as to support the goals of the stakeholders concerned.
In literature, two general frameworks have been proposed describing the activities that constitute
this process: one by Finkelstein [57] and one by Nuseibeh [111].

Both frameworks share the premise that an inconsistency in software models has to be estab-
lished in relation to a specific consistency rule and that the process of managing inconsistencies
includes activities for detecting, diagnosing and handling them.

These main activities are:

e Detection of overlaps This activity is performed to identify overlaps between the soft-
ware models. The identification of overlaps is a crucial part of the overall process since
models with no overlapping elements cannot be mutually inconsistent. The identification
of overlaps is carried out by agent(s) which are specified in the inconsistency management
policy.

e Detection of inconsistencies This activity is performed to check for violations of the
consistency rules by the software models. The consistency rules are to be checked.

e Diagnosis of inconsistencies This activity is concerned with the identification of the
source, the cause and the impact of an inconsistency.

50



— The source of an inconsistency is the set of elements of software models which have
been used in the construction of the argument that shows that the models violate a
consistency rule [110].

— The cause of an inconsistency is defined as the conflict(s) in the perspectives and/or
the goals of the stakeholders which are expressed by the elements of the models that
give rise to the inconsistency.

— The impact of an inconsistency is defined as the consequences that an inconsistency
has for a system.

The source and the cause of an inconsistency have a very important role in the inconsistency
management process since they can be used to determine what options are available for resolv-
ing or ameliorating an inconsistency and the cost and the benefits of the application of each of
these options. Specifying the impact of an inconsistency in qualitative or quantitative terms is
also necessary for deciding with what priority the inconsistency has to be handled and for eval-
uating the risks associated with the actions for handling the inconsistency which do not fully
resolve it.

The handling and tracking of inconsistencies has been considered as a central activity in
inconsistency management. But the inconsistency management process is out of the scope of
this report.

10.2.2 Human Inspection

Jackson (1997) suggests the identification of overlaps by virtue of ’designations”. Designations
constitute a way of associating non-ground terms in formal models with ground terms which are
known to have reliable and unambiguous interpretations (called “phenomena”). A designation
associates a non-ground term with a recognition rule which identifies the phenomena designated
by it. The rule is specified in natural language. Designations can certainly help stakeholders in
identifying overlaps but should not be used as definitive indication of them. The reason is that
the recognition rules of the designations might themselves admit different interpretations.

The idea to use functors to represent overlaps, has been supported by other authors [48] who,
however, criticised the fact that it should be checked whether functors preserve the structures
of the model parts they interconnect. This criticism has been on the grounds that such a check
would be too strict in the development of large software systems.

Spanoudakis in [129] has also acknowledged the need to check the consistency of overlap
relations but they propose a less strict check. According to them, a set of asserted overlap
relations should be checked whether they satisfy certain properties which arise from the formal
definition of overlaps. For example, if it has been asserted that a model element a inclusively
overlaps with a model element b but has no overlap with a third element c then it should be
checked that there is no total, inclusive or partial overlap between b and c. In their view, this
check should be performed before checking the consistency of the models involved. This check
is particularly useful in cases of overlaps asserted by humans.

The main difficulty with the identification of overlaps using inspections by humans is that
this identification becomes extremely time consuming even for models of moderate complexity.

10.2.3 Similarity Analysis

The fourth general approach is to identify overlaps by automated comparisons between the
models. This approach exploits the fact that modelling languages incorporate constructs which
imply or strongly suggest the existence of overlap relations.
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For instance, the “’Is-a” relation in various object-oriented modeling languages is a statement
of either an inclusive overlap or a total overlap. This is because “Is-a” relations normally have
a set-inclusion semantics, that is the subtype designates a proper or not-proper subset of the
instances of the supertype. Similarly, the implication (—) between two predicates of the same
arity constitutes a statement of inclusive overlap in a first order language. Overall, it should be
noted that similarity analysis techniques tend to be sensitive to extensive heterogeneity in model
representation, granularity and levels of abstraction.

10.3 Checking Completeness of Requirements
Specification

10.3.1 Logical Completeness

One kind of completeness is logical completeness. It is a property associated with combining
a procedure for constructing well-formed formulas (wffs), a definition of truth that relates to
interpretations and models of logical systems, and a proof procedure that allows new wffs to be
derived from old wffs. A logical system is logically complete if every true wff can be derived.

The other side to logical completeness is consistency. A logical system is inconsistent if it
contains a contradiction. If falsity can be derived, then any wff can be derived, so trivially all
true wifs can be derived.

10.3.2 Computational Completeness

A second kind of completeness is computational completeness, which is a property of a pro-
gramming language. Consider the programming language called a Turing machine. No one has
ever invented a programming language in which a program could be written that could not also
be represented as a Turing machine. Indeed, the Church-Turing thesis is that it is impossible to
have a programming language more powerful than a Turing machine. This thesis has not been
proved, but it has never been seriously challenged.

Programming languages exist that are not complete (e.g. SQL). In other words, it is possi-
ble to formulate programs that these languages cannot represent. For example, SQL does not
support recursion, which makes it unsuitable for a range of problems including bill-of-materials
applications.

The other side to computational completeness is non-termination. Programs can be written
that go into an infinite loop or fail to terminate for some more complex reason. It is impossible to
write a terminating program, however, that tests other programs for termination. This outcome
is called the unsolvability of the halting problem.

10.3.3 Completeness of Ontology

Both, logical and computational completeness, are standard results that are widely known [75].
Ontological completeness, however, is a topic of current specific research.

Both, logical completeness and computational completeness, are properties of the languages
and reasoning platforms that are used to express statements, not properties of the statements
themselves. We would therefore expect that ontological completeness was a property of the lan-
guage and reasoning platform used to construct a software system. A view given by Debenham
[41] bases maintainability (non-functional requirement) on a relationship between the semiotic
system realised in the specification of the system and the semiotic system of the organisation
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in which the software system is used. A semiotic system is a characterisation of a language in
terms of its grammar, the collection of words in it, how the words are related to each other, and
the conventions governing the use of the grammar in creating texts [40].

As we already mentioned in Section 1.2 the question of ontology completeness is out of the
scope of this report. For our purpose, we at least want to say that a system is ontologically
incomplete if it is not completely specified.

10.3.4 Completeness of Requirements

A complete requirements specification must precisely define all real world situations that will
be encountered and the capabilitys responses to them (all use cases, all scenarios, etc.).

As written in Parnas [92], problem requirements should be a subset of domain konwledge.
Having both of them described as ontologies we can decide using the reasoning system if it is
true. We can find whether all concepts of the problem requirements are contained in the domain
knowledge and the same we can decide on relations of problem requirements:

e [f Cis a set of concepts, a concept c2 has direct or transitive association with concept cl,
and cl € C, c2 ¢ C, then we call concepts set C incomplete. The solution is to add c2 to
C.

e If concepts cl, c2 € C, and c1 has direct association with c1, i.e. r(cl, c2), butr ¢ R, so
we call the relation set R incomplete. The solution is to add r to R.

e The analysis process of completeness is iterative, and will end when the result concepts
and relations set are stable.

This means that completeness is detected according to inherent relation, i.e. by reasoning.
If two requirements have inherent relation in domain knowledge base, the related requirement
should be included in requirements set when the source requirement is selected. This process
can improve completeness of requirements but cannot guarantee it, of course.

10.4 Checking Validity of Requirements Specification

Checking the validity of a requirements specification means to check how much the product
based on the requirements satisfies the customer’s expectations.

The problem is that some of the customer’s expectations are not described in requirements
specifications, i.e. the requirements are not complete, because the customer never mentioned
them or because some other expectations are described in a different way in requirements spec-
ifications or because the analyst did not exactly understand the customer’s needs and the cus-
tomer did not understand exactly what the analyst wrote.

In standard software engineering we have the following possibilities:

e [t can be decided about validity not until the customer starts using the product or at least
the prototype. But this is too late because too much money has been invested into the
product development in between and all changes are getting to expensive.

e We use the prototyping incremental development which means that the customer can
use and validate some parts of the prototype, i.g. screens, very soon confronting his
expectations with properties and features of the system under construction.
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e Before having software components of the prototype implemented we use inspections and
reviews of documents describing the first phase of the software development to discover
problems.

Using the approach described in this report, the completeness of requirements can be im-
proved because the requirements (converted into ontology) will be confronted with the domain
knowledge (described as an ontology) and some missing parts can be identified as mentioned
above. As a reaction the user will be asked whether he/she needs these parts of the domain
knowledge being integrated in requirements.

10.5 Why to Use Ontology for Checking Requirements
Specifications

Using ontologies to shape the requirements engineering process is clearly not a new idea. In
the area of knowledge engineering, ontology was first defined by [102]. It defines ontology as
the basic terms and relations comprising the vocabulary of a topic area, as well as the rules for
combining terms and relations to define extensions to the vocabulary.

To address the problem of the lack of a shared understanding and the consequent poor com-
munication among analyst and client, ontologies seem to be the right tool because they are
designed to capture natural language descriptions of domains of interest, provide more consis-
tent representations of such domains, reduce ambiguity inherent in communication, reduce error
via the structuring of knowledge, and provide ways to extend and specialize captured domain
knowledge.

The two sources of ontological categories are:

e Observation - An ontology is proposed as the support structure for a requirements devel-
opment and modeling tool that could be used during user interviews, to improve commu-
nication between participants. An ontology necessarily contains some sort of world view
with respect to a given domain. The world view is often conceived as a set of concepts
(e.g. entities, attributes, processes), their definitions and their inter-relationships. This is
referred to as a conceptualization. Here, ontology represents the domain knowledge and
requirements can be seen as a specialized subset of it.

e Reasoning - Additionally, ontology not only defines a common vocabulary for persons
who need to share information it also contains a logical theory that constrains the intended
models of logical language containing:

— integrity rules of the domain model representing the domain knowledge,
— derivation rules and constraint rules of the problem model.

Reasoning in ontologies brings the inferential capabilities that are not present in tax-
onomies.

Using ontologies supports consistency which is critical to the requirements engineering pro-
cess. Consistent understanding of the domain of discourse reduces ambiguity and lessens the
impact of contextual differences between participants.

Moreover, ontologies are uniquely positioned to be conductive to both users and program-
mers. There is a natural language part which is apprehensible for users and a logical, object-
oriented part for programmers. They are re-usable and extendable to a variety of domains and
therefore can be specialized for the needs of each new user [136].
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10.5.1 Using Shared Ontologies in Knowledge Acquisition

Ontologies are used in a variety of ways. Those that are similar to the work of our proposal
include [27]. They are using an ontology-based approach to knowledge acquisition from text
through the use of natural language recognition. In [137] they have constructed the Enterprise
Ontology to aid developers in taking an enterprise-wide view of an organisation which can
then be used to aid in decision making, requirements specification, and communicating and
sharing knowledge across an organization. The work [87] proposes a threetiered ontology to
specifically guide the requirements elicitation process. This approach is intended to automate
both interactions with users and the development of application models.

However, the work outlined here is not specifically addressing the issue of improving nat-
ural language communication between stakeholders in an interview in order to achieve more
polished requirements. This report will investigate the possibility of combining UML model
and OWL ontology for checking and validating requirements specifications, as we have already
mentioned above.

A total overlap in this approach is assumed when two model elements are “tagged” with the
same item in the ontology [120].

The ontologies used by [120] in their Oz system are domain models which prescribe detailed
hierarchies of domain objects, relationships between them, goals that may be held by the stake-
holders, and operators which achieve these goals. The software models which can be handled
by their techniques are constructed by instantiating the common domain models they propose.

In searching for inconsistencies, their techniques assume total overlaps between model ele-
ments which instantiate the same goal in the domain model. The ontology used by the QARCC
system [16] is a decomposition taxonomy of software system quality attributes. This ontology
also relates quality attributes with software architectures and development processes that can be
used to achieve or inhibit them.

10.6 Weak points of related papers

As a weak point of related papers the fact can be stressed that there is no reasoning applied, at
least not in such a range as in our proposal. The reason is that there were no technical means to
do it at the time when the main part of this research was running.
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