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Structure of the work

This work has two parts. The second part consists of the following original
manuscripts:

[Le3] D. Lenz, Uniform ergodic theorems on subshifts over a finite alphabet,
Ergodic Theory & Dynamical Systems 22 (2002), 245–255.

[Le4] D. Lenz, Singular spectrum of Lebesgue measure zero for one-dimensional
quasicrystals, Communications in Mathematical Physics 227 (2002), 129–
130.

[Le5] D. Lenz, Existence of non-uniform cocycles on uniquely ergodic systems,
Ann. Inst. Henri Poincaré: Prob. & Stat. 40 (2004), 197–206.

[DL8] D. Damanik, D. Lenz, A condition of Boshernitzan and uniform conver-
gence in the multiplicative ergodic theorem, preprint 2004.

[LS3] D. Lenz, P. Stollmann, Algebras of random operators associated to De-
lone dynamical systems, Mathematical Physics, Analysis and Geometry 6
(2003), 269–290.

[LS4] D. Lenz, P. Stollmann, An ergodic theorem for Delone dynamical systems
and existence of the integrated density of states, to appear in: Journal d’
Analyse Mathématique.

[BL1] M. Baake, D. Lenz, Dynamical systems on translation bounded measures
and pure point diffraction, Ergodic Theory & Dynamical Systems 24
(2004), 1867–1893.

[BL2] M. Baake, D. Lenz, Deformation of Delone dynamical systems and topo-
logical conjugacy, Journal of Fourier Analysis and Applications 11 (2005),
125–150.

All these manuscripts are concerned with spectral consequences of aperiodic
order. They can be divided in three groups:

• [Le3, Le4, Le5, DL8] : dealing with one-dimensional systems and oper-
ators.
• [LS3, LS4] : dealing with higher dimensional systems and operators.
• [BL1, BL2] : dealing with diffraction.

A common feature in the treatment of the three topics lies in the method: The
approach is based on a study of the associated dynamical systems.

The first part of this work gives an introduction into aperiodic order in general
and the lines of research pursued. More precisely, a brief outline and a summary can
be found in Chapter 1. The three lines of research are then discussed in Chapter 2,
Chapter 3 and Chapter 4 respectively. These chapters do not contain proofs. Apart
from this they are completely self contained. They provide background, necessary
definitions and precise statements of the results.
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Part 1

Introduction





CHAPTER 1

Aperiodic order: Some introductory remarks

Long range aperiodic order or aperiodic order for short is a specific form of weak
disorder. It may be considered to mark a borderline between order and disorder.
This intermediate position in the regime of (dis)ordered systems is its distinctive
feature. It is responsible for its properties. So far, no precise definition of aperiodic
order is known. Instead various classes of examples have been considered. For
further background and recent surveys we refer the reader to [BM1, Ja, Mo1, Se].

In order to be more concrete and to set a perspective let us illustrate this by
considering the simplest one-dimensional examples in the range of functions from
the integers Z to {0, 1}. Here, a completely ordered situation corresponds to a
periodic function. A highly disordered situation is given by a typical realization of
a fair coin tossing experiment. In between, there are functions such as

(1) VI,ϑ : Z −→ {0, 1}, VI,ϑ(n) := χI(nϑ mod 1),

where χI is the characteristic function of an nonempty subinterval I = [a, b) of [0, 1]
and ϑ is an irrational number in (0, 1). Such a function, known as a circle map, is
not periodic, as ϑ is irrational. However, it has many regularity features. It gives
an example of aperiodic order.

The most prominent example of aperiodic order in one-dimension belongs to
this class. It is the so called Fibonacci model. In this case ϑ = ϑgm and I = [1−
ϑgm, 1] with ϑgm := golden mean. This example can be seen as a one-dimensional
analogue of the well-known Penrose tiling. Note that in this case the parameter
ϑgm appears twice, viz as rotation and an interval length. This can of course be
generalized to other values of ϑ. The corresponding functions VI,ϑ with I = [1−ϑ, 1)
are known as Sturmian. They have been intensely studied (see Chapter 2 for
references).

The recent interest in aperiodic order draws from mathematical and physical
sources. There, of course, interesting features of special models play a key role.
Still, two general aspects may be singled out as well. These are:

• The actual discovery of physical substances exhibiting aperiodic order.
• The conceptual interest in aperiodic order as an intermediate stage of

disorder.

Let us discuss these points in more detail.

In 1984, Shechtman/Blech/Gratias/Cahn [SBGC] and independently one year
later, Ishimasa/Nissen/Fukano [INF] reported the discovery of solids which showed
pure point diffraction with 5-fold symmetry. This discovery set a new paradigm in
crystallography for the following reason:

The diffraction pattern comes from interference of the various scattered parts
of an incoming beam. Thus, pure point diffraction can only occur if “a lot” of

5



6 1. APERIODIC ORDER: SOME INTRODUCTORY REMARKS

interference takes place. This means that the positions of the scatterers are highly
correlated. Put differently: These solid exhibit long range order.

Of course, there are well known solids with long range order, viz crystals. In
their case the atoms form a lattice structure. However, basic discrete geometry
shows that 5-fold symmetry is incompatible with a lattice structure: a solid with a
5-fold symmetry is aperiodic. Thus, the outcome of the diffraction experiment can
be summarized as follows:

pure point diffraction ' long range order,
5-fold symmetry ' aperiodicity.

The solids discovered exhibit long range aperiodic order. They were soon called
quasicrystals and mathematicians and physicists alike started their investigation.
On the theoretical side, three aspects of aperiodic order received particular atten-
tion, viz modeling and complexity, diffraction properties, and electronic properties.

Modeling and diffraction have already been mentioned. Let us now turn to
electronic properties of aperiodic order next.

Indeed, one starting point of the conceptional study of aperiodic order and its
consequences is marked by the investigations of Kohmoto/Kadanoff/ Tang [KKT]
and Ostlund/Pandit/Rand/Schellnhuber/Siggia [OPRSS]. These groups study
electronic properties. More precisely, they consider the operators of the form

(2) HV : `2(Z) −→ `2(Z), (HV u)(n) = u(n + 1) + u(n− 1) + V(n)u(n),

where V : Z −→ {0, 1} is the Fibonacci potential considered above, viz V (n) =
χ(1−ϑgm,1](nθgm mod 1) with ϑgm = golden mean. Such operators can serve as
quantum mechanical models for solids with intermediate disorder. The effects of
this intermediate disorder are the prime motivation for [KKT, OPRSS].

Let us be more precise by discussing the properties of HV depending on the
degree of disorder and randomness captured by V . Of course, this topic (and
corresponding higher dimensional and continuous models) have attracted immense
attention over the last decades. We refer the reader to the books [CL, CFKS,
PF, St] for further discussion and references.

For periodic V the spectrum of HV is known to consist of bands with purely ab-
solutely continuous spectrum. On the other extreme, in the high random case pure
point spectrum is known to occur. This applies in particular to typical Bernoulli-
type potentials, i.e. for V modeling the outcome of the coin tossing experiment
discussed above [CKM].

In between these extreme cases one finds almost-periodic V , -the most promi-
nent example being the almost-Mathieu-operator with V (n) = λ cos(ϑn + β) with
λ 6= 0 and β ∈ (0, 2π),- and V associated to aperiodic order. In these cases other
interesting phenomena occur, which were earlier unexpected. This includes Cantor
spectrum and purely singular continuous spectrum, i.e. absence of both point spec-
trum and absolutely continuous spectrum. As for the almost-Mathieu-operator we
refer the reader to the surveys [Ji1, La] and to [AJ, AK, Ji2, Pu] for some recent
developments.

Here we will now restrict attention to the case of aperiodic order. In this case,
V only takes finitely many values and the combinatorial structure of finite pieces
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of V is the crucial ingredient. This combinatorial structure is independent of the
actual values taken by V , as replacement of V by λV with λ 6= 0 does not change
the combinatorics and leaves many spectral features unchanged. This is a key
difference (and in some sense simplification) compared to the almost periodic case.

Now, as discussed in [KKT] and [OPRSS] the spectrum in the aperiodically
ordered case seems to be a Cantor set of Lebesgue measure zero and the spectral
type seems to be neither absolutely continuous nor pure point but rather purely
singular continuous Both [KKT] and [OPRSS] are non-rigorous. It has been a
particular focus of research to make the corresponding statements rigorous. By now
this has been achieved for many examples (see Chapter 2 for details and references).

Of course, operators in higher dimensions have also attracted attention. Here
the situation in the aperiodically ordered case is much less satisfactory as far as
spectral theory goes. Precise information on spectral type and the spectrum as
a set is essentially completely missing. Instead research has been focused on the
so called integrated density of states see ([BHZ, Be2, Ho1, Ho3, Ke, KP] and
references therein). The integrated density of states is the distribution function of
a measure on the real line. It is an averaged quantity giving the mean number of
electron states per unit volume. In particular, the spectrum can be shown to be
the set of its points of non-constancy. Conversely, gaps of the spectrum correspond
to intervals of constancy of the integrated density of states.

Here, the first task has been to establish existence of the corresponding average.
More detailed investigations then show that it is related to a trace on a certain
C∗-algebra. This is known as Shubin-Pastur trace formula. This C∗-algebraic
approach allows one to determine the set of possible gaps in the spectrum via
K-theory. For quasicrystals, these topics have been investigated starting with the
work of Kellendonk [Ke], which in turn is strongly stimulated by the corresponding
program due to Bellissard and his co-workers (see e.g. [Be1, Be3]).

To summarize, aperiodic order gives rise to various new and previously unex-
pected phenomena. Three of these phenomena are investigated in the present work.
These are:

• Cantor spectrum of Lebesgue measure zero,
• uniform existence of certain averages,
• pure point diffraction.

Below, these topics and their respective context will be discussed separately
and in more detail. Here, we continue our general discussion.

It is a crucial feature of disorder that various manifestations of a fixed kind of
disorder exist. In the non-periodic examples discussed above they are given by all
(typical) examples of a coin tossing experiment and by the functions V β

I,ϑ with

V β
I,ϑ(n) := χI(nϑ + β mod 1)

for β ∈ [0, 1). These manifestations can be gathered to form a set Ω with certain
regularity features. For example, Ω is invariant under translations

T : Ω −→ Ω

and therefore gives rise to a dynamical system (Ω,T ). The quantities of interest
are then suitable functions on Ω.
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The key point is that properties of (Ω,T ) reflect properties of the single ω ∈ Ω
and vice versa. In particular, rather intricate properties of single ω ∈ Ω may lead
to simple and easily accessible features of (Ω,T ).

This is particularly interesting in the regime of aperiodic order. Namely, one
may try to formulate the so far not completely understood order requirements for
the ω′s in terms of properties of Ω.

More generally, the use of (Ω,T ) gives a tool to investigate properties of its
elements.

The link between dynamical systems and the properties of its points is a key
element in our considerations. Indeed, somewhat loosely our main results may be
phrased as follows:

Result 1. [Le3, Le4, Le5, DL8] A strong version of unique ergodicity implies
Cantor spectrum of Lebesgue measure zero for one-dimensional quasicrystals. This
strong version of unique ergodicity holds for many models.

Result 2. [LS3, LS4] The averages of almost additive Banach space valued
functions exist in arbitrary dimension whenever the dynamical system is uniquely
ergodic and of low complexity. This implies, in particular, strongly uniform exis-
tence of the integrated density of states.

Result 3. [BL1, BL2] Pure point diffraction is equivalent to pure point
dynamical spectrum for rather general measure dynamical systems. In this context,
pure point diffraction is stable under equivariant perturbations.

Precise versions of these results and further details are discussed in the next
chapters. Each of these chapters starts with a general introduction into its particu-
lar topic. In these introductions, we also discuss the particular contribution of the
author, whenever the results are obtained in joint work.



CHAPTER 2

Uniform ergodic theorems and spectral theory of
one-dimensional discrete Schrödinger operators

In this chapter we give an overview on the authors works [Le3, Le4, Le5]
and the authors joint work with David Damanik [DL8]. The presentation is not
uninfluenced by the authors survey type article [Le6].

The chapter is concerned with certain discrete random Schrödinger operators
associated to compact topological dynamical systems. This means we are given a
dynamical system (Ω,T ) consisting of a compact space Ω and a homeomorphism T
as well as a continuous function f : Ω −→ R. The associated selfadjoint operators
(Hω)ω∈Ω are acting on `2(Z) by

(3) (Hωu)(n) ≡ u(n + 1) + u(n− 1) + f(Tnω)u(n),

This type of operator arises in the quantum mechanical treatment of disordered
solids. The underlying discretization is known as tight binding approximation (see
e.g. [BHZ] for further study of this approximation in the context of aperiodic
order). The operator describe the behavior of a single electron which does not
interact with other electrons. This is known as one particle approximation. The
influence of the solid i.e. of its disorder, is completely absorbed into the choice of
the effective potential n 7→ f(Tnω). The influence of disorder is therefore intimately
related to features of the dynamical system (Ω,T ).

We will assume that (Ω,T ) is strictly ergodic, i.e.
(SE) (Ω,T ) is minimal and uniquely ergodic.

As usual, the dynamical system (Ω,T ) is called minimal if every orbit is dense and
it is called uniquely ergodic if there exists only one T -invariant probability measure
on Ω. For minimal (Ω,T ), there exists a set Σ ⊂ R s.t.

Σ = σ(Hω) for all ω ∈ Ω,

where we denote the spectrum of the operator H by σ(H) (see for example [BIST,
Le1]). We will furthermore assume that (Ω,T ) is aperiodic, i.e. satisfies

(AP) Tnω 6= ω for all ω ∈ Ω and all n 6= 0.

The main focus of the chapter will be the case that (Ω,T ) is a subshift over a
finite set S ⊂ R. Recall that (Ω,T ) is called a subshift over S if Ω is a closed subset
of SZ, invariant under the shift operator T : SZ −→ SZ given by (Ta)(n) ≡ a(n+1).
The function f is then given by f : Ω −→ S ⊂ R, f(ω) ≡ ω(0). Here, S carries the
discrete topology and SZ is given the product topology.

Subshifts satisfying (SE) and (AP) have attracted particular attention in recent
years, as they can serve as simple models for quasicrystals: They are close to
periodic structures by (SE) and not periodic by (AP). They exhibit special features

9



10 2. ERGODIC THEOREMS AND DISCRETE SCHRÖDINGER OPERATORS

and have been subject to intensive research since then (see Chapter 1). From the
mathematical point of view, the associated operators have a tendency to have rather
interesting properties such as:

(Z) Cantor spectrum of Lebesgue measure zero (i.e. Σ is a Cantor set of
Lebesgue measure zero);

(SC) Purely singular continuous spectrum;
(AT ) Anomalous transport.
These properties should be consequences of the underlying disorder which is

random by (AP) but still in some sense close to the periodic case by (SE). Absence
of point spectrum should then hold as it holds in the periodic case. Absence of
absolutely continuous spectrum is expected due to the randomness. Finally, Cantor
spectrum (i.e. occurrence of “many” gaps) can be understood by regarding (Ω,T )
as periodic with period infinity.

While these considerations are rather convincing on the heuristic level, so far
only absence of absolutely continuous spectrum has been established in the general
case due to recent results of Last/Simon [LS] in combination with earlier results of
Kotani [Ko]. More precisely, [Ko] gives almost sure absence of absolutely continu-
ous spectrum for aperiodic systems and [LS] shows that the absolutely continuous
spectrum is constant in the minimal case. The other points have rather been proven
for large classes of examples. The main examples can be divided in two classes.
These classes are given by

• primitive substitution operators as studied e.g. in [Be2, BBG, BG,
Da1, Su1, Su2] and
• Sturmian operators respectively more generally circle map operators in-

vestigated e.g. in [BIST, Da2, DKL, DL1, DP, HKS, JL1, Ka] (see
[Da4] for a recent survey).

The most prominent example is the Fibonacci model (golden mean). This model
actually belongs to both classes.

The aim here is to discuss a method to investigate (Z) which was developed by
the author in [Le4]. It shows that (Z) holds whenever a suitable uniform ergodic
type theorem is valid. A quite strong version of such a theorem has been shown
to hold for large classes of examples by the author in [Le3]. In fact, [Le3] even
characterizes the subshifts allowing for this strong version theorem. Recently, a
slightly weaker ergodic type theorem could be established in joint work with David
Damanik [DL8]. This weak form is still sufficient to conclude (Z). The results of
[Le4] rely on work of Furman [Fu]. Alternative proofs and partial strengthening
of this work are given by the author in [Le5]. For discussion of (SC), (AT ) and
further details we refer the reader to the cited literature.

The property (Z) has been investigated for various models: The starting point
are the non-rigorous works Kohmoto/Kadanoff/Tang [KKT] and Ostlund/Pandit/
Rand/Schellnhuber/Siggia, [OPRSS] already discussed in the first chapter. First
rigorous results were then obtained by Casdagli [Ca]. They show that a certain set
called the pseudo-spectrum is a Cantor set of measure zero. While this is rigorously
proven, the relation between pseudo-spectrum and spectrum remained open. These
works concern the Fibonacci model.

Subsequently rigorous results on (Z) for both Sturmian operators and primitive
substitutions were obtained:
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For Sturmian operators, (Z) was first shown in the golden mean case by Sütő
[Su1, Su2]. The general case was then treated by Bellissard/Iochum/Scoppola
/ Testard [BIST]. This has been extended to Quasi-Sturmian models by David
Damanik and the author [DL6]. A different approach, which recovers some of these
results, is given in [Da3, DL7]. Most of the cited works tackle not only (Z) but
also (SC).

As for primitive substitutions, following work by Bellissard/Bovier/ Ghez [BBG]
on the period doubling substitution, it was shown for several primitive substitutions
by Bovier/Ghez [BG]. These works apply to a large class of substitutions given
by an algorithmically accessible condition. The Rudin-Shapiro substitution does
not belong to this class. In [Le4], the author then established (Z) for all primitive
substitutions (and in fact a larger class of subshifts). Independently, a proof of (Z)
for primitive substitutions was given by Liu/Tan/Wen/Wu in [LTWW].

The method presented in [Le4] has subsequently been used by other authors as
well: It has been applied to show (Z) for certain circle maps by Adamczewski/Damanik
[AD]. Moreover, Lima/ de Oliveira used it in [dOL] to show (Z) for certain non-
primitive substitutions. In fact, it can be applied to a large class of non-primitive
substitutions as discussed in [DL7].

As mentioned already, the range of [Le4] was extended in joint work with David
Damanik. This extension reproduces all earlier results of this type. Moreover, it
allows one to show (Z) for almost all circle maps (i.e. potentials of the form (1)).
Earlier results could only treat a set of circle maps of zero measure.

Let us point out that the method given below does not rely on a renormalization
scheme, so-called trace maps, as do all other results cited above. Trace maps provide
a very powerful tool in the study of random operators. In particular, they allow
one to not only study (Z) but also absence of eigenvalues. However, not all systems
allow for trace maps and even if there are trace maps they may be hard to analyze.
Thus, a main advantage of the approach below is its independence of trace maps.

The method is rather based on relating ergodic features of (Ω,T ) to spectral
features of the associated operators. The abstract cornerstone is Theorem 1.3
below. It is actually valid for arbitrary dynamical systems satisfying (SE). It gives
a characterization of Σ in terms of uniform existence of the Lyapunov exponent
γ (precise definition given below). As a consequence, we obtain a necessary and
sufficient condition for validity of the equation

(4) Σ = {E ∈ R : γ(E) = 0}.

in Theorem 1.5 in terms of uniform existence of the Lyapunov exponent. Now,
trying to establish (4) is a canonical strategy in the proofs of (Z), as by fundamental
results of Kotani [Ko], the set {E ∈ R : γ(E) = 0} has Lebesgue measure zero if
(Ω,T ) is an aperiodic subshift.

Thus, Theorem 1.5 reduces the study of (Z) to establishing validity of a uniform
ergodic theorem for certain matrix valued functions over (Ω,T ). This effectively,
transforms the spectral theoretic problem into an ergodic problem.

This ergodic problem can be solved for a large class of examples including all
primitive substitutions by the main result of [Le3]. More precisely, [Le3] charac-
terizes the class of subshifts for which the averages for every subadditive function
on the associated set of words exist by a combinatorial condition (PW). This class
contains all primitive substitutions.
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In order to apply [Le4] to establish (Z) one does not need the full strength
of [Le3] dealing with arbitrary subadditive functions. It suffices to know existence
of averages for all subadditive functions coming from matrices. This idea is the
starting point for the authors joint work with David Damanik in [DL8].

There existence of averages for certain matrix valued functions is shown to hold
for all subshifts satisfying a condition (B). This condition is due to Boshernitzan
in his study of unique ergodicity. One may think of (B) as saying that (PW) holds
“on many scales”. Accordingly, validity of the ergodic theorem is established in
[DL8] in two steps:

In the first step, it is shown that (B) implies existence of averages along many
scales. Then, in the next step one shows that existence of the averages along many
scales implies existence of the averages. This step requires an “extrapolation”
of scales. This is provided by the so called avalanche principle. The avalanche
principle was introduced by Goldstein/Schlag in [GS]. We use it in the form given
by Bourgain/Jitomirskaya in [BJ].

This part of the considerations of [DL8] is essentially due to the author.

In the second part of [DL8], validity of (B) is proven for large classes of exam-
ples. In particular, in joint work with David Damanik, it is shown to hold for in a
suitable sense almost all circle maps potentials defined above in (1).

1. Uniformity of cocycles and Cantor spectrum of Lebesgue measure
zero

In this section we introduce the necessary notation and give precise versions of
our results.

For a continuous function A : Ω −→ GL(2, R), ω ∈ Ω, and n ∈ Z, the cocycle
A(ω, n) is defined by

A(ω, n) ≡

 A(Tn−1ω) · · ·A(ω) : n > 0
Id : n = 0

A−1(Tnω) · · ·A−1(T−1ω) : n < 0

By Kingmans subadditive ergodic theorem, there exists Λ(A) ∈ R with

Λ(A) = lim
n→∞

1
n

log ‖A(ω, n)‖

for µ almost every ω ∈ Ω if (Ω,T ) is uniquely ergodic with invariant probability
measure µ. Following Furman [Fu], we introduce the following definition.

Definition 1.1. Let (Ω,T ) be strictly ergodic. The continuous function A :
(Ω,T ) −→ GL(2, R) is called uniform if the limit Λ(A) = limn→∞

1
n log ‖A(ω, n)‖

exists for all ω ∈ Ω and the convergence is uniform on Ω.

Remark 1.2. As shown by Furstenberg and Weiss [FW], uniform existence of
the limit in the definition already implies uniform convergence. In fact, this is even
true for a continuous subadditive cocycle (fn)n∈N on a minimal (Ω,T ) (i.e. fn are
continuous real-valued functions on Ω with fn+m(ω) ≤ fn(ω) + fm(Tnω) for all
n, m ∈ N and ω ∈ Ω).
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For spectral theoretic investigations a special type of SL(2, R)-valued function
is relevant. Namely, for E ∈ R, let the continuous function ME : Ω −→ SL(2, R)
be given by

ME(ω) ≡
(

E − f(Tω) −1
1 0

)
.

Straightforward calculations show that a sequence u is a solution of the difference
equation

(5) u(n + 1) + u(n− 1) + (f(Tnω)− E)u(n) = 0

if and only if

(6)
(

u(n + 1)
u(n)

)
= ME(ω, n)

(
u(1)
u(0)

)
, for all n ∈ Z.

By the above considerations, ME gives rise to the average γ(E) ≡ Λ(ME). This
average is called the Lyapunov exponent for the energy E. It measures the rate of
exponential growth of solutions of (5). Our abstract result now reads as follows.

Theorem 1.3. [Le4] Let (Ω,T ) be strictly ergodic. Then,

Σ = {E ∈ R : γ(E) = 0} ∪ {E ∈ R : ME is not uniform},
where the union is disjoint.

Remark 1.4. This theorem is related to results of Johnson on so called expo-
nential dichotomy [Jo]. More precisely, Johnson shows that the resolvent is exactly
the set of energies with exponential dichotomy, i.e. strong exponential behaviour
of the solutions. Now, the results of Furman [Fu] can be understood as saying that
exponential dichotomy is equivalent to uniformity of ME with Λ(ME) > 0. This
line of thought can probably be used to provide a proof for Theorem 1.3. When
[Le4] was written the author was not aware of Johnson’s results. Therefore, [Le4]
contains a different proof of the theorem.

The theorem has two consequences. The first says that uniform positivity of
the Lyapunov exponent is equivalent to ME being non-uniform for all E ∈ Σ. This
is interesting when one tries to construct examples of non-uniform cocycles. This
is further discussed below.

The other consequence is the following theorem of [Le4], which is crucial to
our method of proving (Z).

Theorem 1.5. [Le4] Let (Ω,T ) be strictly ergodic. Then the following are
equivalent:

(i) The function ME is uniform for every E ∈ R.
(ii) Σ = {E ∈ R : γ(E) = 0}.

In this case the Lyapunov exponent γ : R −→ [0,∞) is continuous.

The theorem relates the validity of (4) to ergodic features of the underlying
subshift. It turns out that uniformity of the transfer matrices and more generally
of locally constant matrices can be shown for large classes of subshifts. Here, a
function A : Ω −→ SL(2, R), where (Ω,T ) is a subshift over S, is called locally
constant if there exists an N ∈ N with A(ω) = A(ρ) whenever ω(−N) . . . ω(N) =
ρ(−N) . . . ρ(N).

To introduce these classes we need some more notation. We consider sequences
over S as words and use standard concepts from the theory of words ([Lo]). In
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particular, Sub(w) denotes the set of subwords of w, the number of occurrences of
v in w is denoted by ]v(w) and the length |w| of the word w = w(1) . . . w(n) is
given by n. To Ω we associate the set W = W(Ω) of finite words associated to Ω
given by W ≡ ∪ω∈ΩSub(ω). For a finite set M , we define ]M to be the number of
elements in M .

We can now present the two classes of subshifts we will be dealing with. The
first class consists of those satisfying the condition (PW) of uniform positive weights:

Definition 1.6. The subshift (Ω,T ) satisfies (PW) if there exists a C > 0
with lim inf |x|→∞

]v(x)
|x| |v| ≥ C for every v ∈ W.

As discussed in [Le4, Le3], this class contains all primitive substitution sub-
shifts. It allows for a rather strong ergodic type theorem [Le3, Le5]. In fact, it
can be characterized by validity of such a theorem. This is the content of the next
result.

Before we state the result, let us recall that F : W −→ R is called subadditive
if F (xy) ≤ F (x) + F (y) whenever xy ∈ W.

Theorem 1.7. [Le3, Le5] Let (Ω,T ) be minimal. Then the following asser-
tions are equivalent:

(i) (Ω,T ) satisfies (PW).
(ii) The limit lim|x|→∞

F (x)
|x| exists for every subadditive F :W −→ R.

In this case, every locally constant A : Ω −→ SL(2, R) is uniform.

Remark 1.8. (a) This theorem underlines the importance of condition (PW).
A further discussion of this condition and its relation to other conditions can be
found in the next section.
(b) The theorem generalizes the corresponding results of [DL5, Le2]. In [Le2], the
equivalence is shown to hold for special subshifts, viz Sturmian dynamical systems.
Moreover, a variant of (PW) is shown to be necessary for (ii).

The previous ergodic theorem together with Theorem 1.5 implies Cantor spec-
trum of Lebesgue measure zero for the corresponding systems by the results of
Kotani [Ko] discussed at the beginning of the chapter.

Theorem 1.9. [Le4] Let (Ω,T ) be an aperiodic subshift. If (Ω,T ) satisfies
(PW), then Σ is a Cantor set of Lebesgue measure zero.

As discussed above, this result applies to a wide range of examples. These in-
clude all primitive substitutions [Le4] as well as certain circle maps [AD] and cer-
tain non-primitive substitutions [dOL]. As primitive substitutions have attracted
a lot of attention, we explicitely state the following corollary.

Corollary 1.10. [Le4] Let (Ω,T ) be an aperiodic subshift associated to a
primitive substitution, then Σ is a Cantor set of Lebesgue measure zero.

While condition (PW) holds for many examples, it is not necessary for Σ being
a Cantor set of measure zero, as can be seen by considering suitable Sturmian
potentials [Le6]. This rises the question for generalizations of (PW). In this context
the following condition is of interest.

Definition 1.11. Let (Ω,T ) be a subshift over a finite alphabet. For w ∈ W
define Vw := {ω ∈ Ω : w = ω(1) . . . ω(|w|)}. Then, (Ω,T ) is said to satisfy condition
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(B) if there exists an ergodic probability measure ν on Ω, a sequence (ln) in N with
ln → ∞, n → ∞, and C > 0 such that |w|ν(Vw) ≥ C, whenever w ∈ W satisfies
|w| = ln for some n ∈ N.

This condition was introduced by Boshernitzan in his study of unique ergodicity
in [Bo1]. It may be considered as giving validity of (PW) on certain scales. Namely,
as shown by Boshernitzan in [Bo2], this condition implies unique ergodicity. It is
therefore [Bo2, DL8] equivalent with the requirement that there exists a C > 0
and a sequence (ln) in N with ln →∞, n→∞, with

(B′) lim inf
|x|→∞

]v(x)
|x|
|v| ≥ C,

whenever |v| = ln for some n ∈ N.
The intuition that (B) means validity of (PW) on certain scales is supported

by the following extension of Theorem 1.7.
In order to state this extension, we need one more piece of notation. Let

(Ω,T ) be a uniquely ergodic subshift. Every subadditive F : W −→ R induces a
subadditive cocycle (fn) on Ω defined by fn : Ω −→ R, fn(ω) := F (ω(1) . . . ω(n)).
In particular, by Kingmans subadditive ergodic theorem, we can associate to every
subadditive F a number Λ(F ) with Λ(F ) = limn→∞ 1/nfn(ω) for almost every
ω ∈ Ω.

Theorem 1.12. [DL8] Let (Ω,T ) be a minimal subshift over a finite alphabet.
Then the following conditions are equivalent:

(i) (Ω,T ) satisfies (B).
(ii) (Ω,T ) is uniquely ergodic and there exists a sequence (l′n) in N with

l′n → ∞ for n → ∞ such that limn→∞ |wn|−1F (wn) = Λ(F ) for every
subadditive F and every sequence (wn) in W(Ω) with |wn| = l′n for every
n ∈ N.

This result gives the existence of averages on many length scales. To obtain
existence of averages on all lengths scales, one needs an “extrapolation procedure”.
Such a procedure is provided by the avalanche principle introduced in [GS] and
later varied in [BJ]. Combined with the avalanche principle of [BJ], the previous
theorem can be used to give the following theorem, which is the main abstract result
of [DL8]. As discussed there, this result covers all earlier results of this form.

Theorem 1.13. [DL8] Let (Ω,T ) be a minimal subshift which satisfies (B).
Let A : Ω −→ SL(2, R) be locally constant. Then, A is uniform.

The previous theorem and our general method immediately give the following
result.

Theorem 1.14. [DL8] Let (Ω,T ) be an aperiodic subshift. If (Ω, T ) satisfies
(B), then Σ is a Cantor set of measure zero.

As an application we obtain the following result, where for b, θ, β ∈ (0, 1) arbi-
trary, the function V β

[b,1),ϑ is defined as in Chapter 1 by

V β
[b,1),ϑ : Z −→ {0, 1}, by n 7→ χ [b,1)(nϑ + β mod 1).
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Theorem 1.15. [DL8] Let ϑ ∈ (0, 1) be irrational.
(a) For almost every b ∈ (0, 1), the spectrum σ(HV β

[b,1),ϑ
) is a Cantor set of Lebesgue

measure zero for every β ∈ (0, 1).
(b) If ϑ has bounded continued fraction expansion, then σ(HV β

[b,1),ϑ
) is a Cantor

set of Lebesgue measure zero for every β ∈ (0, 1) and every b ∈ (0, 1).

Remark 1.16. (a) The proof relies on Diophantine approximation.
(b) As discussed in [DL8], this result is particularly relevant as all earlier results

on Cantor spectrum for circle maps [AD, BIST, DL6, Su1, Su2] only cover a
set of parameters (ϑ, b) of Lebesgue measure zero in (0, 1)× (0, 1).

(c) Condition (B) does not hold for all circle maps. Thus, the method developed
above can not be used to infer Cantor spectrum for all irrational circle maps. Still,
Cantor spectrum may be true for all irrational circle maps (cf. discussion in Section
4).

2. The conditions (PW) and (B)

In this section, we would like to shortly discuss conditions (PW) and (B). We
will use condition (B’) introduced on the previous page instead of (B). As discussed
there, it is equivalent to (B).

We start by giving a geometric interpretation for terms of the form
]v(x)
|x|
|v|

for words v and x. If the copies of v in x are disjoint, then ]v(x) · |v| is just the
amount of “space” in x covered by v. The term ]v(x)

|x| |v| gives then the fraction of x

covered by v. Thus, conditions like (PW) and (B’) mean that in an averaged sense
all words cover a certain minimal amount of space.

Let us now discuss the relation between the various conditions mentioned. Con-
dition (B’) implies that

lim sup
|x|→∞

]v(x)
|x|

> 0

for every v ∈ W. By [Qu], (B’) then implies minimality. Moreover, as shown
by Boshernitzan [Bo2] (see [DL8] as well), (B’) implies unique ergodicity. Now,
obviously (B’) is weaker than (PW). Condition (PW) was introduced by the author
in [Le3]. It is related to linear repetitivity as studied by Durand in [Du2] for
subshifts (see [DHS] as well) and, independently, by Lagarias/Pleasants for Delone
sets in [LP]. Here, a subshift is called linearly repetitive if there exists a constant
C > 0, with ]v(x) ≥ 1 whenever x, v ∈ W satisfy |x| ≥ C|v|. Thus, (PW) can be
considered to be an averaged version of (LR).

These considerations provide the following chain of implications:

(LR) =⇒ (PW ) =⇒ (B′) =⇒ (SE).
It is then natural to ask for the reverse implications: As discussed in [DL8],

there exist circle map subshifts which do not satisfy (B’). As all circle maps are
strictly ergodic, the rightmost arrow can not be reversed. Similarly, the middle
implication can not be reversed as all Sturmian models satisfy (B’) by [DL8] but
not all of them satisfy (PW) [Le2, Le6].
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The precise relation between (PW) and (LR) is still unclear. It is shown by
Monteil that (LR) is equivalent to (PW) combined with a bound on the highest
occurring power inW [Mon]. It is not known whether this bound is forced by (PW)
already. Also, as shown by the author in [Le3], (LR) is equivalent to uniform
validity of (PW) on all systems derived from the original ones by return words.
Here, again, it is not known whether this really is an additional requirement.

3. Uniformity of certain cocycles: Ergodic theoretic background

This section gives a short study of ergodic theoretic background to the proof
of Theorem 1.3 and a discussion of non-uniformity of certain cocycles. This partly
summarizes the results of [Le5].

We start with our characterization of uniformity. To state it we need some
further notation. The projective space over R2 consisting of all one-dimensional
subspaces of R2 is denoted by P. To X ∈ R2 \ {0}, we associate the element
[X] = {λX : λ ∈ R} of P.

We have the following theorem.

Theorem 3.1. Let (Ω,T ) be uniquely ergodic and A : Ω −→ SL(2, R) be
continuous. Then the following are equivalent:

(i) A is uniform with Λ(A) > 0.

(ii) There exist constants κ, C > 0 and continuous functions u, v : Ω −→ P
with

(7) ‖A(ω, n)U‖ ≤ C exp(−κn)‖U‖ and ‖A(−n, ω)V ‖ ≤ C exp(−κn)‖V ‖.

for arbitrary ω ∈ Ω, n ∈ N, U ∈ u(ω) and V ∈ v(ω).

(iii) There exists δ > 0 and m ∈ N with 0 < δ ≤ 1
n ln ‖A(ω, n)‖ ≤ 3

2δ for every
ω ∈ Ω and n ≥ m.

In this case, u(ω) 6= v(ω), [A(ω, n)U ] = u(Tnω) and [A(ω, n)V ] = v(Tnω) for
arbitrary ω ∈ Ω, n ∈ Z, U ∈ u(ω) and V ∈ v(ω) with U, V 6= 0.

Remark 3.2. (a) The equivalence of (i) and (ii) essentially generalizes the
corresponding results of Furman for strictly ergodic systems [Fu]. A connection
between (i) and (ii) in certain examples had already been established by Herman
in [He1].
(b) Condition (ii) is essentially the condition known as exponential dichotomy in
[Jo].
(c) Our proof is based on results of Ruelle [Ru] as given by Last/Simon in [LS].

The proof of the theorem gives the following corollary [Le5].

Corollary 3.3. Let (Ω,T ) be strictly ergodic. Then, the continuous A : Ω −→
SL(2, R) is uniform with Λ(A) > 0 if and only if there exists m ∈ N and δ > 0 such
that δ ≤ 1

n ln ‖A(ω, n)‖ for every ω ∈ Ω and n ≥ m.

Remark 3.4. The corollary deals with uniform lower bounds on 1
n ln ‖A(ω, n)‖.

Let us point out that for arbitrary continuous (not necessarily uniform) A : Ω −→
SL(2, R) a uniform upper bound holds whenever (Ω,T ) is strictly ergodic. This is
shown by Furman in Corollary 2 of [Fu].
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We finish this section with a discussion of existence of non-uniform cocycles.
The question of existence of non-uniform SL(2, R)-valued-cocycles has attracted
attention in recent years [Wa1, He1, Fu]. In fact, in 1984 Walters asked the
following question [Wa1]:

(Q) Does every uniquely ergodic dynamical system with non-atomic measure
µ admit a non-uniform cocycle?

Using results of Veech [Ve], Walters presents one class of examples admitting
non-uniform cocycles.

As shown by Herman [He1], further classes are given by suitable irrational
rotations.

In this context, the result of the previous section, give examples of subshifts on
which locally constant cocycles can not be non-uniform.

On the other hand, Theorem 1.3 has the following immediate consequence.

Theorem 3.5. Let (Ω,T ) be strictly ergodic and (Hω) the associated operators.
Then the following are equivalent:

(i) γ(E) > 0 for every E ∈ R.
(ii) Σ = {E ∈ R : ME is non-uniform}.

The theorem shows that examples of operators with uniform positive Lyapunov
exponent give rise to non-uniform cocycles. There is a well-known class of random
operators with uniform positive cocycles, viz the almost-Mathieu-operators already
shortly discussed at the beginning of the first chapter. Let us be more precise:

Choose an irrational α ∈ (0, 1) and an arbitrary λ > 0. Denote the irrational
rotation by α on the unit circle, S, by Rα (i.e. Rαz ≡ exp(iα)z, where i is the
square root of −1). Define fλ : S −→ R by fλ(z) ≡ λ(z + z−1) (i.e. fλ(exp(iθ)) =
2λ cos(θ)). Denote the associated operators by (Hλ

z ) and their spectrum by Σ(λ).
The operators (Hλ

z ) are called almost-Mathieu-operators. They have attracted
much attention (see discussion above for further references). Now, by [AA, AS]
(see [He2] for an alternative proof as well), we have

γ(E) > 0 for all E ∈ R whenever λ > 1.

Combining this result with the previous theorem, we infer the following theo-
rem.

Theorem 3.6. For arbitrary irrational α ∈ (0, 1) and λ > 1, the function ME

is non-uniform if and only if E belongs to Σ(λ).

By this result every irrational rotation allows for a non-uniform matrix. This
generalizes the results of Herman [He1] mentioned above. Let us emphasize, how-
ever, that the results of Herman in [He2] combined with Theorem 4 of [Fu] (or
Theorem 3.1 above) also give existence of non-uniform cocycles for every irrational
rotation. Still, the above result is more explicit as the set of energies with non-
uniform transfer matrices is identified as Σ(λ).

4. Further remarks

The preceeding considerations establish a link between uniform existence of the
Lyapunov exponent and its vanishing on the spectrum. This can be combined with
results of Kotani to conclude Cantor spectrum of measure zero for many examples.

Two questions present themselves in this context:
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Question: Can one establish (Z) for further classes of subshifts? More gener-
ally: Is (Z) valid for every strictly ergodic subshift?

Question: Can one use these considerations to exclude eigenvalues? In partic-
ular, is Cantor spectrum of measure zero sufficient for absence of eigenvalues?

While these are certainly interesting question, they might be out of reach of
current research.

On a more concrete level, one may try to extend the results of the previous
sections to continuum models and to models on strips. In fact, models on strips
are currently being considered in joint work with David Damanik.

In this task, the ergodic theory considerations for functions with values in
SL(2, R) have to be be extended to functions with values in SL(2n, R). Here, the
strategy is to follow [Le3, Le5] in adopting the relevant results from Ruelle’s work
[Ru]. On the operator theoretic level, one needs a suitable version of Kotani’s
theory for a strip. One version of this theory is given by Kotani/Simon in [KS].
The problem when dealing with these results is that some Lyapunov exponents may
vanish while others do not.

It should also be noted that the preceeding results give a new perspective on
Walter’s question on existence of non-uniform cocycles:

Namely, let (Ω,T ) be a dynamical system on which every cocycle is uniform.
Then, by Theorem 1.3, the spectrum of any Schrödinger operator associated to
it according to (3) agrees with the set of zeros of the corresponding Lyapunov
exponents. This, of course, is a rather strong restriction for (Ω,T ) and one may
try to show that this actually implies periodicity. This may be seen as an analogue
to Kotani’s results on deterministic potentials.

Alternatively, by Theorem 1.5, to answer Walters question affirmatively, it
suffices to find a Schrödinger operator whose Lyapunov exponent has a point of
discontinuity.





CHAPTER 3

Operators of finite range: Uniform existence of
the integrated density of states

In this chapter, we provide a discussion of the authors joint work with Peter
Stollmann [LS3, LS4].

The chapter is concerned with aperiodic order in arbitrary dimensions. Thus,
we consider the higher dimensional analogues to the sequences and subshifts over
a finite alphabet, which were discussed in Chapter 2. These analogues are given
by Delone sets (with suitable regularity features) and the corresponding Delone
dynamical systems (Ω, T ). The associated Hamiltonians Hω act on `2(ω), ω ∈ Ω.
Thus, both the operators and the underlying Hilbert space depends on ω ∈ Ω. The
overall goal is to study the order features of (Ω, T ), the spectral theory of (Hω)ω∈Ω

and the interplay between these two. More specifically, our aims are

• to carry over basic theory of random operators to our setting,
• to show that aperiodic order gives a very uniform existence result for the

so called integrated density of states.

Here, the second point is actually a special case of a more general result:

• aperiodic order gives a very strong type of ergodic theorem for arbitrary
Banach space valued functions.

Let us discuss this in more detail.

We use basic results from Connes’ non-commutative integration theory to con-
struct a von Neuman algebra N (Ω, m). This von Neumann algebra contains the
Hamiltonians and their spectral projections. It provides a natural setting to state
and prove those features of the Hamiltonians which are “usual” for random opera-
tors. This includes almost sure constancy of the spectral properties of Hω, ω ∈ Ω,
and absence of discrete spectrum. Here, ergodicity is the essential assumption.
Moreover, there is a canonical trace on the von Neumann algebra. This trace
allows one to abstractly define the integrated density of states.

By its very nature aperiodic order is a topological concept rather than a mea-
sure theoretical one. Thus, we restrict attention to a suitable sub C∗-algebra A(Ω)
for our further considerations. This algebras comes from the operators which are
“local” in a suitable sense and therefore rather directly reflect the underlying dis-
order. For these operators we can show that the integrated density defined above
can be calculated via an averaging procedure. This is our version of the so called
Pastur-Shubin trace formula. It generalizes in some sense the corresponding results
of [Ke, Ho1, Ho3].

The results mentioned so far are all contained in [LS3]. They are not specific
for the underlying form of disorder. They are in fact well known and standard
for random operators and almost random operators [KM] (see e.g. [CL, PF] and
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references therein). In our context, the proofs require some additional care is as the
Hilbert space depends on the randomness as well. Still the proofs are essentially
straightforward variants of the “usual” ones.

We now come to a specific feature of the underlying disorder, which is discussed
in [LS4]. Namely, assuming unique ergodicity and a suitable finite complexity
condition, we can actually show that the convergence of the approximants to the
integrated density of states takes place in a very uniform way. More precisely, the
distribution functions of the converging measures converge uniformly. This seems
to be the first result of its kind for random operators.

As mentioned already, our proof relies on a strong ergodic type theorem for
almost additive Banach space valued functions, which may be of independent in-
terest.

Such a result was first proven for systems associated to substitutions by Geerse
/ Hof in [GH]. Their proof uses two ingredients: unique ergodicity i.e. uniform
existence of the frequencies and certain decompositions of large clusters into smaller
ones. These decompositions are naturally present in their framework of substitution
systems. In general, one has to work to produce them and that is a key issue in
our study. We use partitions according to return words as introduced by Durand
[Du1] in the case of subshifts and later studied by Priebe for tilings [Pr].

A one-dimensional variant of this ergodic theorem and the proof outlined above
has been studied by the author in [Le2, Le3]. Accordingly, the basic line of argu-
ment of [LS4] as well as essential parts of its actual proofs are due to the author.

Most of the content of [LS3] is in one way or other suggested by Peter Stoll-
mann. Still many of the actual details are supplied by the author. In this context,
we would also like to mention the authors work with Norbert Peyerimhof and Ivan
Veselić [LPV], which works out a very general setup for the treatment of random
operators based on Connes non-commutative integration theory.

1. Uniform existence of averages on Delone dynamical systems

In arbitrary dimensions, long range order is usually modeled by tilings or,
equivalently, Delone sets. Here, we will be concerned with Delone set (see [LP,
Sol1] for further discussion). In order to be more precise, let d ∈ N be fixed and
denote by BS(p) the closed ball centered at p ∈ Rd with radius S > 0.

Definition 1.1. A subset ω ⊂ Rd is called a Delone set if there exist 0 < r < R
such that for any p ∈ Rd the ball Br(p) contains at most one and BR(p) contains
at least one element of ω.

The points of a Delone set ω are thought to model the positions of the atoms
of a quasicrystal. Apparently, every Delone set is closed.

The Hausdorff metric on the set of compact subsets of Rd induces the so called
natural topology [LP] on the set of closed subsets of Rd. This topology was intro-
duced in [LP] and is studied in detail in [LS2].

We will not define this topology here (see [LS2] ). We will rather note two of
its crucial properties: Firstly, the set of all closed subsets of Rd is compact in the
natural topology. Secondly, the natural action T of Rd on the closed sets given by
TtC ≡ C + t is continuous.

Having introduced a topology and an action of Rd, we can now define the
dynamical systems of interest: (Ω,T ) is called a Delone dynamical system and
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abbreviated as DDS if Ω is a set of Delone sets that is invariant under the shift T
and closed under the natural topology.

These can be considered as analogues to subshifts. However, it should be noted
that we do not have build in an analogue to the finiteness of the alphabet so far.

To do so and for our further investigations we will have to deal with finite parts
of Delone sets. This topic will be considered next. The appropriate definition in
our context is the following:

Definition 1.2. (a) A pair (Λ, Q) consisting of a bounded subset Q of Rd and
Λ ⊂ Q finite is called pattern. The set Q is called the support of the pattern.
(b) A pattern (Λ, Q) is called ball pattern if Q = Bs(x) with x ∈ Λ for suitable
x ∈ Rd and s > 0.

We will identify patterns which are equal up to translation. More precisely, on
the set of patterns we introduce an equivalence relation via (Λ1, Q1) ' (Λ2, Q2) if
and only if there exists a t ∈ Rd with Λ1 = Λ2 + t and Q1 = Q2 + t. The class of a
pattern (Λ, Q) is denoted by [(Λ, Q)].

Two sets of pattern classes are naturally associated to a Delone set ω. These
are the set P(ω) of all pattern classes occurring in ω

P(ω) = {[Q ∧ ω] : Q ⊂ Rd bounded and measurable},
and the and set PB(ω)) of ball pattern classes occurring in ω

PB(ω)) = {[B(p, s) ∧ ω] : p ∈ ω, s ∈ R}.
Here, we define

(8) Q ∧ ω = (ω ∩Q,Q).

For s ∈ (0,∞), we denote by Ps
B(ω) the set of ball patterns with radius s. A

Delone set is said to be of finite local complexity if the set Ps
B(ω) is finite for every

s > 0. This type of finiteness is a strong assumption. It can be considered to be the
analogue of the finiteness of the alphabet in the case of one-dimensional subshifts.

Definition 1.3. (Ω,T ) is called a Delone dynamical system of finite local com-
plexity (DDSF) if Ω is a closed T -invariant set of Delone sets such that ∪ω∈ΩP s

B(ω)
is finite for every s > 0.

We will show that suitable ergodic averages exist on (DDSF). Thus, we will
have to take means of suitable functions along suitable sequences of patterns and
pattern classes. These functions and sequences will be introduced next.

Here and in the sequel we will use the following notation: For Q ⊂ Rd and
h > 0 we define

Qh ≡ {x ∈ Q : dist(x, ∂Q) ≥ h}, Qh ≡ {x ∈ Rd : dist(x, Q) ≤ h},
where, of course, dist denotes the usual distance and ∂Q is the boundary of Q.
Moreover, we denote the Lebesgue measure of a measurable subset Q ⊂ Rd by |Q|.
Then, a sequence (Qn) of subsets in Rd is called a van Hove sequence if the sequence
(|Qn|−1|Qh

n \Qn,h|) tends to zero for every h ∈ (0,∞). Similarly, a sequence (Pn)
of pattern classes, (i.e. Pn = [(Λn, Qn)] with suitable Qn,Λn) is called a van Hove
sequence if Qn is a van Hove sequence. Obviously, this is well defined.

Moreover, for pattern classes Pi, i = 1, . . . , k and P , we write

P = ⊕k
i=1Pi
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if there exist Xi = (Λi, Qi), i = 1, . . . , k, and X = (Λ, Q), such that [Xi] = Pi,
i = 1, . . . , k, [X] = P , Λ = ∪Λi, Q = ∪Qi and the Qi are disjoint up to their
boundaries.

We can now introduce the class of functions we want to average.

Definition 1.4. Let Ω be a DDS and B be a vector space with seminorm
‖ · ‖. A function F : P(Ω) :−→ B is called almost additive (with respect to ‖ · ‖) if
there exists a function b : P(Ω) −→ [0,∞) (called associated error function) and a
constant D > 0 such that

(A1) ‖F (⊕k
i=1Pi)−

∑k
i=1 F (Pi)‖ ≤

∑k
i=1 b(Pi),

(A2) ‖F (P )‖ ≤ D|P |+ b(P ).
(A3) b(P1) ≤ b(P ) + b(P2) whenever P = P1 ⊕ P2,
(A4) limn→∞ |Pn|−1b(Pn) = 0 for every van Hove sequence (Pn).

Apparently, condition (A4) says that b is a boundary or surface type term.
Then, (A1) means that F is additive up to a boundary term. Condition (A2) gives
an apriori bound. Condition (A3) may look surprising at first sight. However, it
reflects exactly the behaviour of surfaces under taking disjoint unions: If C = A∪B
with subsets A,B of Rd which are disjoint up to their boundary, then the boundary
of A is contained in the union of the boundaries of C and B.

Now, our ergodic theorem reads as follows.

Theorem 1.5. For a minimal, aperiodic DDSF (Ω,T ) the following are equiv-
alent:

(i) (Ω,T ) is uniquely ergodic.
(ii) The limit limk→∞|Pk|−1F (Pk) exists for every van Hove sequence (Pk)

and every almost additive F on (Ω,T ) with values in a Banach space.

Remark 1.6. (a) The proof uses methods of Geerse/Hof [GH] and ideas from
Durand [Du1, Du2] and Priebe [Pr]. In fact, Geerse/Hof established a similar
result for a tiling associated to a primitive substitution.
(b) In the one-dimensional case related results have been shown by the author in
[Le2, Le3].
(c) Existence of averages for real-valued functions on linearly repetitive Delone
dynamical systems have been established by Lagarias/Pleasansts [LP].

2. The integrated density of states

In this section we present an operator algebraic approach to operators asso-
ciated with quasicrystals. This allows one to establish basic properties of these
operators. Moreover, it can be combined with the results of the previous section to
prove existence of the integrated density of states in a very uniform sense. Related
material can be found in [Ke, KP, BHZ].

We shall use Delone dynamical systems as parameter spaces for operators asso-
ciated with quasicrystals. As discussed in Chapter 1, Ω is then viewed as standing
for a fixed type of aperiodic order and the elements ω ∈ Ω are considered as specific
realizations of this type of (dis)order.

This is very similar to the random models [CL, PF, St] and the almost random
framework introduced in [Be1, Be3]. However, there is one important difference:
in the situation at hand the Hamiltonian Hω is naturally defined on `2(ω) and the
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latter space varies with ω ∈ Ω. The family (Hω)ω∈Ω of random operators should
satisfy the covariance condition

Hω+t = UtHωU∗
t ,

where Ut : `2(ω)→ `2(ω + t) is the unitary operator induced by translation.
Let a DDSF (Ω,T ) be given and consider the bundle

Ξ := {(ω, x)|ω ∈ Ω, x ∈ ω} ⊂ Ω × Rd,

that carries a natural measurable structure induced by C(Ω) ⊗ Cc(Rd). Since Ω
is compact, there exist T–invariant measures on Ω. Let µ be such an invariant
measure. Then, µ induces an measure m on Ξ according to

m =
∫

Ω

(∑
x∈ω

δx

)
dµ(ω),

where δx denotes the unit mass at x. This yields a direct integral decomposition

L2(Ξ,m) =
∫ ⊕

Ω

`2(ω)dµ(ω).

For a measurable, essentially bounded H = (Hω)ω∈Ω let

π(H) =
∫ ⊕

Ω

Hωdµ(ω) ∈ B(L2(Ξ,m)).

Using Connes’ non-commutative integration theory, one can easily see that

N (Ω,µ) := {A = (Aω)ω∈Ω |A covariant, measurable and essentially bounded}/ ∼

is a von Neumann algebra. Here, ∼ is the equivalence relation which identifies
random operators which agree up to a set of measure zero. This von Neumann
algebra carries a canonical trace, viz

τ(H) =
∫

Ω

tr(HωMf )dµ(ω).

Here, f ∈ Cc(Rd) is arbitrary with f ≥ 0 and
∫

f(x)dx = 1, Mf acts on `2(ω) by
(Mfh)(x) = f(x)h(x), and τ does not depend on the particular choice of f ∈ Cc(Rd)
satisfying these requirements. Note that the operator HωMf has finite rank, since
only finitely many points of ω lie in the support of f by the Delone property.

This trace allows one to associated a canonical measure ρH to every selfadjoint
H ∈ N (Ω,m) by

〈ρH , ϕ〉 := τ(ϕ(H)) for ϕ ∈ Cb(R),

The following holds.

Theorem 2.1. [LS3] Let (Ω,T ) be an DDS, µ an invariant measure and H ∈
N (Ω,µ) selfadjoint.

(a) ρH is a spectral measure of H and π(H).
(b) Let furthermore µ be ergodic. Then for µ–a.e. ω ∈ Ω the spectral properties

of Hω do not depend on ω ∈ Ω. In particular, we have suppρH = σ(Hω) for
µalmost-every ω ∈ Ω in this case. Moreover, the discrete spectrum of Hω is void.
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This result gives the already mentioned analog to the basic results for random
operators, [CL, PF, St]. In different context it can be found in [Le2, LPV].

As mentioned already, aperiodic order is a topological topic and we therefore
have to single out a C∗-subalgebra of random operators. This will be done next.

Definition 2.2. Let Ω be a DDSF. A family A = (Aω), Aω ∈ B(`2(ω)) is said
to be an operator (family) of finite range if there exists R > 0 such that

• (Aωδx|δy) = 0 if x, y ∈ ω and |x− y| ≥ R.
• (Aωδx+t|δy+t) = (Aω̃δx|δy) if ω ∩ (BR(x + t)∪BR(y + t)) = ω̃ ∩ (BR(x)∪

BR(y)) + t and x, y ∈ ω̃.

This definition means that the matrix elements Aω(x, y) = (Aωδx|δy) of Aω only
depend on a sufficiently large patch around x and y and vanish if the distance be-
tween x and y is too large. Since there are only finitely many nonequivalent patches,
an operator of finite range is bounded in the sense that ‖A‖ = supω∈Ω ‖Aω‖ <∞.
The completion of the space of all finite range operators with respect to this norm
is a C∗–algebra. We denote it by A(Ω). By definition of the norm, the representa-
tions πω : A 7→ Aω can be uniquely extended to representations of A(Ω) which are
again denoted by πω : A(Ω)→ B(`2(ω)).

Theorem 2.3. [LS3] The following conditions on Ω are equivalent:
(i) (Ω,T ) is minimal.
(ii) For any selfadjoint A ∈ A(Ω) the spectrum σ(Aω) is independent of ω ∈

Ω.
(iii) πω is faithful for every ω ∈ Ω.

Next we relate the “abstract integrated density of states” ρH to the integrated
density of states as considered in random or almost random models and defined by
a volume limit over finite parts of the operator.

To do so note, that A(Ω) ⊂ N (Ω, µ) for every invariant measure µ.
Now, for a selfadjoint A ∈ A(Ω) and bounded Q ⊂ Rd the restriction Aω|Q of

Aω on `2(Q ∩ ω) has finite rank. Thus, the spectral counting function

n(Aω, Q)(E) := #{ eigenvalues of Aω|Q below E}

is finite. Then, 1
|Q|n(Aω, Q) is the distribution function of the measure ρ(Aω, Q),

defined by

〈ρ(Aω, Q), ϕ〉 :=
1
|Q|

tr(ϕ(Aω|Q)) for ϕ ∈ Cb(R).

One of the fundamentals of random operator theory is the existence of the infinite
volume limit

N(E) = lim
Q↗Rd

1
|Q|

n(Aω, Q)(E)

independently of ω a.s. This amounts to the convergence in distribution of the
measures ρ(Aω, Q) just defined. As a first result on weak convergence we get:

Theorem 2.4. Let (Ω,T ) be a uniquely ergodic DDSF and A ∈ A(Ω) selfad-
joint. Then, for any van Hove sequence Qn,

ρ(Aω, Qn)→ ρA weakly as n→∞,

where µ is the unique ergodic probability measure.
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This result can be regarded as abstract versions of the celebrated Shubin’s trace
formula [Sh]. See also the discussion [AS, CL, PF, Be1, Be3] for the almost
periodic, random and almost random case. In some sense, it falls well within the
standard theory. Following the strategy of [Be3, Ke] the proof proceeds in two
steps. In the first step we show existence of the limit

lim
n→∞

1
|Qn|

tr(ϕ(Aω)|Qn
).

This uses the usual ergodic theorem. In the second step, we show that the difference

1
|Qn|

tr(ϕ(Aω)|Qn
− ϕ(Aω|Qn

))

becomes small for large n. For the special case of primitive substitutions this
is contained in [Ke]. For this case, a different proof of existence of the limit is
contained in [Ho1]. A general treatment of the first step can also be infered from
[Ho2].

Now, using Theorem 1.5 discussed in the previous section, we can actually
do better than vague convergence. More precisely, we can show that the actual
distribution functions (E 7→ ρ(Aω, Qn)((−∞, E]) converge uniformly:

Theorem 2.5. [LS4] Let (Ω,T ) be a minimal, uniquely ergodic, aperiodic
DDSF and (Aω) an selfadjoint operator of finite range. Then, for any van Hove
sequence Qn, and any ω ∈ Ω

(E 7→ ρ(Aω, Qn)((−∞, E]))→ (E 7→ ρA((−∞, E]))

uniformly for n→∞.

To infer this theorem from Theorem 1.5, we have to first provide a Banach
space containing the functions E 7→ ρ(Aω, Qn)((−∞, E]) and E 7→ ρA((−∞, E])
and then prove suitable almost additivity properties. Details are given in [LS4].
Here, we would like to shortly discuss the relevance of this uniform convergence
statement.

If the limiting distribution is continuous, uniform convergence follows from weak
convergence by abstract measure theory. In our cases the limiting distribution E 7→
ρA((−∞, E]) may have points of discontinuity (see e.g. [KLS]). Thus, uniformity
is a remarkable feature. It is very much in line with the overall intuition that
aperiodic order is close to a periodic structure.

3. Further remarks

The results presented above serve two purposes. They show that the order is
reflected in very strong averaging properties of the underlying dynamical system and
they provide a first modest step towards spectral theory of quasicrystal operators
in higher dimensions.

Concerning this latter point the situation is much less than satisfactory. A
key deficiency in the higher dimensional case (compared to the one-dimensional
situation) is the missing of the transfer matrix formalism.

In one dimension the transfer matrix formalism allows one to rather directly
“translate” combinatorial properties of the underlying system into properties of
solutions of the corresponding eigenvalue equations. Properties of the solutions are
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then related to spectral theory. This strategy is particularly powerful as combi-
natorial properties are in some sense simple due to the very meaning of aperiodic
order.

There is no equivalent to this strategy in the higher dimensional case. In this
respect the higher dimensional case for aperiodic order is worse than the case of
high disorder for the following reason: Due to the strong order in the models there
are not enough parameters to wiggle. This leaves much space for new ideas ....

Let us mention that the results of this chapter and in particular the result on
uniform convergence of the integrated density of states can be used to tackle a
specific feature of aperiodic order, viz the occurrence of locally supported eigen-
functions. This has been investigated in joint work with Steffen Klassert and Peter
Stollmann [KLS]. There, it is shown that points of discontinuity of the integrated
density of states occur exactly at those energies for which compactly supported
eigenfunctions exist.

Also, we would like to mention that statements on generic operators associated
to Delone sets in the continuum are also available: Generically such an operator
has purely singularly continuous spectrum in certain intervals. This has recently
been proven in joint work with Peter Stollmann [LS5]. The proof relies on (a slight
extension of) Simon’s Wonderland theorem [Si].



CHAPTER 4

Pure point diffraction and measure dynamical
systems

In this chapter we present and discuss the results of [BL1, BL2]. These results
are obtained by the author in joint work with Michael Baake.

Since the discovery of quasicrystals twenty years ago [SBGC] the phenomenon
of pure point diffraction has attracted a lot of attention. Next, we discuss a basic
set up for diffraction and give a brief outline of our corresponding results. A precise
version of these results is then given in the next section.

In a simplified manner diffraction can be modeled as follows [Co]: The positions
of the atoms of a solid are described by a set Λ ⊂ Rd. To Λ ⊂ Rd one associates
the Dirac comb:

δΛ :=
∑
x∈Λ

δx,

where δz denotes the unit point measure at z ∈ Rd. If Λ is finite, one can take the
Fourier transform of the Dirac comb and obtains F(δΛ)(q) :=

∑
x∈Λ exp(ixq). The

intensity IΛ of the diffraction is then given by

IΛ(q) := |F(δΛ)(q)|2 = F(δΛ ∗ δ̃Λ)(q) =
∑

x,y∈Λ

exp(i(x− y)q).

It is this quantity that describes the outcome of a diffraction experiment.
In order to avoid the complicated surface effects, we assume that the solid take

the whole space. This is an idealization. Thus, we consider Λ which fills the space
in not too irregular a manner. Again, there is a Dirac comb: δΛ :=

∑
x∈Λ δx.

However, in this case the formal Fourier transform F(δΛ)(q) =
∑

x∈Λ exp(ixq) does
not make sense. In fact, F(δΛ) is, in general, not even a measure.

This problem can be solved by averaging. Thus, one calculates the intensity
per unit volume:

IΛ := lim
n→∞

1
|Bn|

IΛ∩Bn

= lim
n→∞

1
|Bn|

F( δΛ∩Bn ∗ δ̃Λ∩Bn )

= F( lim
n→∞

1
|Bn|

δΛ∩Bn
∗ δ̃Λ∩Bn

)

= F(γ)

29
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with the autocorrelation measure

γ = lim
n→∞

1
|Bn|

δΛ∩Bn
∗ δ̃Λ∩Bn

.

Here, the limits are taken in the vague topology and assumed to exist. By its very
definition γ is an averaged quantity. It deals with differences of positions in the
solid and describes their mean number of occurrences.

The Fourier transform F(γ) = γ̂ of the autocorrelation measure is called the
diffraction measure. It describes the intensity of a scattered beam. If γ̂ is a pure
point measure, we speak about pure point diffraction. Note that this is only possible
if “a lot” of interference occurs. This means the positions of Λ are correlated on
long range. Therefore, as already discussed in Chapter 1, pure point diffraction
means a high degree of order in the solid.

A special case of this situation is, of course, given by a periodic Λ. There, it
is a direct consequence of the Poisson summation formula, that γ̂ is a pure point
measure.

There are two questions we want to tackle. They are the following:

Question 1: How can one characterize pure point diffraction?

Question 2: How stable is pure point diffraction?

Let us start by discussing Question 1: There are three characterization of pure
point diffraction. These are the characterizations by:

• Pure point spectrum of the associated dynamical system (see [BL1, Dwo,
vEM, Gou2, LMS, Schl, Qu]).
• Almost periodicity of the autocorrelation measure γ (see [BM2]).
• Almost periodicity of the underlying set Λ (see [Gou2, MS, Qu]).

Here, we will be concerned with the first characterization.
In this case, one does not only consider a single Λ but rather the set Ω of

all subsets of Rd with the same kind of (dis)order as Λ (see discussion in Chapter
1). This set is invariant under the translations αt, t ∈ Rd. Thus, (Ω,α) is a
topological dynamical system. Now, assume that (Ω,α) is equipped with an α-
invariant probability measure m. Then, there is a unitary representation

T : Rd −→ Unitary operators on L2(Ω,m), (T tf)(ω) = f(α−tω).

If L2(Ω,m) possess an orthonormal basis of eigenfunctions (i.e. functions f 6= 0
with T tf = exp(iyt)f for all t ∈ Rd), then T is said to have pure point dynamical
spectrum.

Concerning the notation, a word of warning may be in order. The pieces of
notation just discussed are chosen to fit with the notation of [BL1, BL2]. Thus,
T does not denote the action of Rd on Ω as in the previous chapters, but rather
denotes the unitary representation. The action of Rd is denoted by α.

The relation between pure point dynamical spectrum and pure point diffraction
has been investigated by various people: Starting with the work of Dworkin [Dwo],
it has been shown in increasing levels of generality that pure point dynamical spec-
trum implies pure point diffraction [Ho2, Schl] (see [vEM] as well).

These results have played a prominent role in establishing pure point diffraction
for examples [Ho2, Schl, Sol2, Rob].
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In a special one-dimensional situation (and a somewhat different context) equiv-
alence of the two notions was shown by Queffélec [Qu]. Lee/Moody/Solomyak could
then show equivalence in arbitrary dimensions provided the elements of Ω satisfied
some regularity assumptions [LMS]. For quite general point sets, equivalence has
been shown recently by Gouéré [Gou2]. He also provides a closed formula for γ in
terms of the underlying dynamical system [Gou1]. His work relies on a connection
to stochastic processes and Palm measures.

Now, both from the physical and from the mathematical point of view, the
restriction to point sets (i.e. measures of the form δΛ =

∑
x∈Λ δx), is rather re-

strictive and somewhat arbitrary. In fact, weighted Dirac combs
∑

x∈Λ axδx with
suitable ax ∈ C, x ∈ Λ, or density distributions of the form

∑
x∈Λ ρ(· − x) with a

ρ ∈ Cc(Rd), have also been considered in the past [BM2, BD, LMS, Ric].
This suggests to work with measures instead of point sets. In fact, these situa-

tions can be unified and extended by considering translation bounded measures
instead of δΛ.

It turns out that characterization of pure point diffraction by pure point dy-
namical spectrum can be proven in the context of such measures. Moreover, one can
give a closed formula for the autocorrelation measure in this context as well. This
is the content of of the authors work with Michael Baake in [BL1]. It generalizes
the corresponding results of [Dwo, Ho2, Gou2, LMS].

This generalization from point sets to measures requires some care as essentially
all information of geometric type is lost. Roughly speaking, geometric considera-
tions have to be replaced by functional analytic ones.

We will illustrate this by discussing the three key steps behind our proof of the
equivalence of pure point dynamical and pure point diffraction spectrum:

The first step is to prove that γ is actually a spectral measure for a sub-
representation T |U of T . This shows that pure point diffraction is equivalent to
pure point spectrum of this sub-representation (see below).

The next step is to realize that this sub-representation is “large” in a suitable
sense.

The third step then is to show that pure point spectrum of “large” sub-
representations forces pure point spectrum of the whole representation. This is
actually true in quite general a situation and it is not only the pure pointed-
ness of the spectrum but various other properties that are determined by the sub-
representation.

A word on the meaning of “large” in the context of sub-representations may
be in order. In our context “large” is given in terms of some algebra of contin-
uous functions separating points. This allows one to apply the Stone/Weierstraß
Theorem at an appropriate point.

Both this strategy to prove the equivalence and the proofs of the mentioned
key results are essentially due to the author.

Let us now discuss the question of stability of pure point diffraction. There,
one starts with one set Λ with pure point diffraction and asks whether a suitable
deformed set Λ′ has pure point diffraction as well.

Stability of pure point diffraction under suitable deformation of the underlying
set has been studied in [BD, BSW, Ho4] (see [CS1, CS2] for related results on
deformations as well).
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It turns out that the dynamical systems approach gives a very direct way
to study it. This is carried out in [BL2] in joint work with Michael Baake. It
generalizes the corresponding results of [BD, Ho4]. Here, the main idea is to
proceed in the following three steps.

In the first step, one considers the associated dynamical systems (Ω(Λ), α) and
(Ω(Λ′), α) and shows that (Ω(Λ′), α) is a factor of (Ω(Λ), α).

Now, in the second step, one shows that a factor actually inherits certain spec-
tral properties.

In the third step stability of pure point diffraction can then be established
by appealing to equivalence of pure point diffraction and pure point dynamical
spectrum twice: As Λ has pure point diffraction, the dynamical system (Ω(Λ), α)
has pure point spectrum. This is inherited by (Ω(Λ′), α) and we infer pure point
diffraction of Λ′.

This strategy has been suggested by Michael Baake in the context of point
dynamical systems. It has then been worked out for measure dynamical systems
by the author in joint work with Michael Baake. Substantial parts of the actual
arguments were supplied by the author.

To summarize, the aims of our work as studied in [BL1, BL2] are as follows:
• Set up a framework involving measures instead of point sets.
• Provide a closed formula for the autocorrelation measure in this context.
• Study relations between dynamical spectrum and diffraction spectrum in

this setup.
• Study stability of pure point diffraction in this context.

It should be mentioned that [BL1, BL2] are not restricted to Rd but rather
deal with arbitrary locally compact, σ-compact Abelian groups. However, the main
physical motivation is clearly the case of Rd. Thus, we restrict our attention to this
case in this chapter.

1. Spectral properties forced by sub representations

The aim of this section is to present the abstract dynamical system part of
the results of [BL1]. These results will show that a “lot of pure point spectrum”
actually forces pure point spectrum.

Let Ω be a compact Hausdorff space and

(9) α : Rd ×Ω −→ Ω

be a continuous action of Rd on Ω, where, of course, Rd × Ω carries the product
topology Then, (Ω, α) is called a topological dynamical system. The set of continu-
ous functions on Ω will be denoted by C(Ω).

Let m be a G-invariant probability measure on Ω and denote by L2(Ω,m) the
corresponding space of square integrable functions on Ω. As discussed above, the
action α induces a unitary representation T = Tm of Rd on L2(Ω,m) in the obvious
way, by

T : Rd −→ Unitary operators on L2(Ω, m), (T tf)(ω) = f(α−tω).

A non-zero f ∈ L2(Ω,m) is called an eigenvector (or eigenfunction) of T if there
exists an y ∈ Rd with T th = exp(ity)h for every t ∈ G. The closure (in L2(Ω,m))
of the linear span of all eigenfunctions of T will be denoted by Hpp(T ).
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A crucial ingredient in our considerations is the following variant (and exten-
sion) of a result from [LMS].

Lemma 1.1. Let (Ω,α) be a topological dynamical system with an invariant
measure m. Then, Hpp(T ) ∩ C(Ω) is a sub-algebra of C(Ω) which is closed un-
der complex conjugation and contains all constant functions. Similarly, Hpp(T ) ∩
L∞(Ω, m) is a sub-algebra of L∞(Ω,m) that is closed under complex conjugation
and contains all constant functions.

When combined with the theorem of Stone/Weierstraß, this lemma allows one
to rather directly prove the following theorem.

Theorem 1.2. Let (Ω, α) be a topological dynamical system with invariant
probability measure m. Then, the following assertions are equivalent.

(a) T has pure point spectrum, i.e., Hpp(T ) = L2(Ω, m).
(b) There exists a subspace V ⊂ Hpp(T ) ∩ C(Ω) which separates points.

This result is one of the two abstract cornerstones of our characterization of
pure point diffraction by pure point dynamical spectrum. The other cornerstone is
the result that diffraction measure is a spectral measure for a sub-representation
(see below).

The previous result can be generalized and extended. To do so, we need a
special concept of “density of a subspace with respect to multiplication”. This is
defined next.

Definition 1.3. A subspace V of L2(Ω,m) is said to satisfy condition MD if
the set of products f1 · . . . ·fn with n ∈ N, fi ∈ V∩L∞(Ω,m) or fi ∈ V∩L∞(Ω,m),
1 ≤ i ≤ n, is total in L2(Ω,m).

Now, our result on spectral properties forced by sub-representations reads as
follows.

Theorem 1.4. Let (Ω, α) be a topological dynamical system over G with α-
invariant measure m. Let V be a closed T -invariant subspace of L2(Ω,m) satisfy-
ing MD. If T |V has pure point spectrum, then the following assertions hold:

(a) T has pure point spectrum.
(b) The group of eigenvalues of T is generated by the set of eigenvalues of

T |V .
(c) If V has a basis consisting of continuous eigenfunctions of T |V , then

L2(Ω,m) has a basis consisting of continuous eigenfunctions of T , pro-
vided the multiplicity of each eigenvalue of T is at most countably infinite.

2. Characterization of pure point spectrum

In this section, we discuss those results of [BL1] which refer to measure dy-
namical systems.

Uniformly discrete sets will be replaced by translation bounded measures.
These are defined as follows.

Definition 2.1. For C > 0 and V ⊂ Rd open and relatively compact, we
define

MC,V := {µ measure : |µ|(x + V ) ≤ C for all x ∈ Rd}.
The elements ofMC,V are called (C, V )-translation bounded measures.
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Note: A uniformly discrete point sets Λ in Rd can be identified with a trans-
lation bounded measure via δΛ :=

∑
x∈Λ δx.

As usual the convolution µ ∗ ν of two finite measures µ and ν on Rd is defined
by

µ ∗ ν(ϕ) :=
∫ ∫

ϕ(x + y)dµ(x)dν(y)

for ϕ ∈ Cc(Rd). For an arbitrary measure µ on Rd, we define µ̃ by

µ̃(ϕ) :=
∫

ϕ(−x)dµ(x).

We are now heading towards introducing dynamical systems based on transla-
tion bounded measures. To do so, we need a topology and an action. This will be
discussed next.

The space MC,V of (C, V )-translation bounded measures on Rd is equipped
with the vague topology i.e. the weakest topology which makes all functionals of
the form

MC,V −→ C, µ 7→ µ(ϕ),
with ϕ ∈ Cc(Rd) continuous. Equipped with this topology MC,V is a very nice
space. More precisely, the following holds.

Theorem 2.2. Let C > 0 and a relatively compact open set V in Rd be given.
Then, MC,V is a compact metrizable space.

Remark 2.3. When restricted to uniformly discrete point sets, this topology
agrees with the topologies introduced in [BHZ] and [LS1] and we recover their
compactness results.

We discuss the action next. There is a canonical continuous action α of Rd on
MC,V :

α : Rd ×MC,V −→MC,V , αt(µ) := δt ∗ µ.

Now, we can finally define the objects of interest.

Definition 2.4. (Ω,α) is called a dynamical system on the translation bounded
measures on Rd (TMDS) if there exist C > 0 and V ⊂ Rd open, relatively compact,
such that Ω is a closed, α-invariant subset ofMC,V ,

Having introduced measure dynamical systems, we can now discuss the au-
tocorrelation measure. In the introduction to this chapter this measure has been
defined by an averaging procedure on Rd. To make this averaging procedure work
one needs an ergodicity assumption. It turns out that a different type of averaging,
viz an averaging over Ω, can be applied without an ergodicity assumption. This
gives a closed formula for the autocorrelation measure. In the ergodic case, both
ways to define this measure agree by an ergodic theorem. Details are discussed
next.

We start with the averaging over the space Ω.

Lemma 2.5. Let (Ω, α) be a measure dynamical system with α-invariant prob-
ability measure m on it. Let σ ∈ Cc(Rd) with

∫
Rd σ(t) dt = 1 be given. For

ϕ ∈ Cc(Rd) define

γσ,m(ϕ) :=
∫

Ω

∫
Rd

∫
Rd

ϕ(t + s)σ(t) dω̃(s) dω(t) dm(ω).
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Then, γσ,m is a positive definite measure on Rd and does not depend on σ.

The lemma suggests the following definition.

Definition 2.6. The measure γm := γσ,m is called the autocorrelation mea-
sure. Its Fourier transform γ̂m is called the diffraction measure.

It remains to show that the autocorrelation just defined agrees with the one
obtained by a limiting procedure. This is the content of the next theorem.

Theorem 2.7. Let (Bn) be a van Hove sequence. If (Ω,α) is a (TMDS) with
a unique α-invariant ergodic probability measure m, then

1
|Bn|

ωBn
∗ ω̃Bn

−→ γm, n −→∞,

in the vague topology for every ω ∈ Ω. Here, ωBn denotes the restriction of ω to
Bn.

Remark 2.8. (a) In the ergodic case ergodic case a similar result is true with
convergence holding for almost every ω ∈ Ω [BL1].

(b) The proof of convergence is similar to the corresponding arguments of [Dwo,
Ho4, Schl]. These works deal with special point sets. Thus, the above result
generalizes them.

(c) Related results have been obtained by Gouéré [Gou1, Gou2] for special
dynamical systems coming from point sets. In fact, these papers provide the first
proof of a closed formula for the autocorrelation measure. He uses point processes
and Palm measures. While the closed formula above is inspired by his work, our
approach is different and in some sense more general as we deal with measures
instead of point sets. Let us mention, however, that he proves an analogue of
Theorem 2.7 without an ergodicity assumption.

Our next goal is to discuss the role of the diffraction measure as a spectral
measure of a certain sub-representation. To do so, we need some further notation.

As discussed already, when equipped with an invariant probability measure m,
the (TMDS) (Ω,α) gives rise to a unitary representation T of Rd with (T tf)(ω) :=
f(α−tω).

By definition, Ω is a subset of the dual of Cc(Rd). Thus, we can embed Cc(Rd)
into C(Ω) in the canonical way via

f : Cc(Rd) −→ C(Ω) by fϕ(ω) := ω(ϕ).

Lemma 2.9. The set of functions U0 := {fϕ : ϕ ∈ Cc(Rd)} is a T -invariant
subspace of L2(Ω,m), and so is its closure U .

Remark 2.10. The definition of f given here differs from the one in [BL1] by
a sign. This does not matter as only the space U is relevant. However, this space
is not changed.

The lemma has the following important consequence: In the context of TMDS,
the canonical representation T of Rd on L2(Ω,m) has a canonical sub-representation,
namely, the restriction T |U of T to U . Thus, in this context we have two natural
representations of Rd. It turns out that the sub representation T |U completely
determines the pure point spectrum in the sense discussed in the previous section.
This is discussed next.
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By Stone’s Theorem, every unitary representation S of Rd on L2(Ω,m) pos-
sesses a projection valued measure

ES : Borel sets on Rd −→ Projections on L2(Ω,m)

with
〈f, Sxf〉 =

∫
Rd

exp(ixs) d〈f,ES(s)f〉.

In this sense S is the (inverse) Fourier transform of ES .

Definition 2.11. A measure ρ on Rd is is called a spectral measure for the
unitary representation S if ES(B) = 0 if and only if ρ(B) = 0.

After these preparations, we can state our result on the role of the diffraction
measure.

Theorem 2.12. Let (Ω,α, m) be a TMDS and U as above. Then, the measure
γ̂m is a spectral measure for the restriction T |U of T to U .

Remark 2.13. This type of result is implicit in [Dwo, vEM, Ho4, Schl,
LMS].

The previous theorem can be combined with the results of Section 1 to give:

Theorem 2.14. (Ω,α) TMDS with invariant probability measure m, U as
above. If γ̂m is a pure point measure, the following assertions hold:

(a) T has pure point spectrum.
(b) The group of eigenvalues of T is generated by the set of points in Ĝ with

non-vanishing γ̂m measure.
(c) If U has a basis consisting of continuous eigenfunctions of T , then so has

L2(Ω,m).

As a corollary of the preceeding theorem, we obtain the following result.

Corollary 2.15. (Ω,α) TMDS with invariant probability measure m, U as
above. Then, γ̂m is a pure point measure if and only if T has pure point spectrum.

Remark 2.16. This result generalizes the corresponding results of [Dwo, Gou2,
LMS].

3. Stability of pure point diffraction

This section is devoted to a discussion of results from [BL2]. This work deals
with stability of pure point diffraction under suitable deformations. By the results
of the previous section (see [LMS] as well), stability of pure point diffraction is
equivalent to stability of pure point dynamical spectrum. This in turn can be
investigated by means of factors.

The main application of this setup is a perturbation result for deformed model
sets on Rd. This generalizes the corresponding results of [BD, Ho4] (see [BSW,
CS1, CS2, Gou2, Ho2] for results on deformed Delone sets as well).

Let us also mention that the results of [BL2] are more general than discussed
below in two ways: They are not only valid on Rd but also on arbitrary locally
compact, σ-compact Abelian groups. Moreover, they apply to measure dynamical
systems and not only to point sets. However, as our main application concerns
point sets on Rd, we restrict our attention to this case in the sequel.
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Our approach is based on studying factors of dynamical systems. A factor is
defined as follows:

Definition 3.1. (Θ, β) is called a factor of (Ω,α), with factor map Φ, if Φ :
Ω −→ Θ is continuous and onto with Φ(αx(ω)) = βx(Φ(ω)) for all ω ∈ Ω and
x ∈ Rd.

The key point is that a factor inherits many properties of the underlying dy-
namical system.

Proposition 3.2. Let (Θ, β) be a factor of (Ω,α). Then the following holds:
(a) If (Ω,α) is uniquely ergodic, minimal or strictly ergodic, the analogous

property holds for (Θ, β) as well.
(b) If (Ω,α) is uniquely ergodic with pure point dynamical spectrum, the same

holds for (Θ, β).
(c) If (Ω,α) is uniquely ergodic and all of its eigenfunctions are continuous,

the same holds for (Θ, β)

We can now present a first abstract perturbation result.

As usual, the dynamical system generated by a uniformly discrete set Γ ⊂ Rd

is denoted by (Ω(Γ ), α), i.e.

Ω(Γ ) := {αt(Γ ) : t ∈ G}.

Let Λ be an r-discrete point set in Rd (i.e. ‖x − y‖ ≥ r whenever x, y ∈ Λ with
x 6= y) and let

q : Ξ(Ω(Λ)) := {Γ ∈ Ω(Λ) : 0 ∈ Γ} −→ B r
3

be continuous. For Γ ∈ Ω(Λ) define

Γq := {x + q(−x + Γ ) : x ∈ Γ}.

Theorem 3.3. Assume the setting above. Then, the following assertions hold:

(a) If (Ω(Λ), α) is uniquely ergodic or minimal, so is (Ω(Λq), α).
(b) If (Ω(Λ), α) is uniquely ergodic with pure point spectrum, so is (Ω(Λq), α).
(c) If (Ω(Λ), α) is uniquely ergodic and all of its eigenfunctions are continu-

ous, the same holds for (Ω(Λq), α).

This theorem follows from Proposition 3.2, once we show that the dynamical
system (Ω(Λq), α) is a factor of (Ω(Λ), α) via Γ 7→ Γq. This, however, is a rather
direct computation.

We will apply our result to so called model sets. These sets play a most promi-
nent role in the study of aperiodic order. For example, both circle maps considered
in Chapter 1 and Penrose tilings can be considered to be examples of model sets.
In various ways model sets can be considered to be the simplest non-periodic sets
(see [Mo2] for detailed discussion of model sets). This becomes already clear from
their definition. Namely, loosely speaking they are “shadows” of periodic structures
as they arise as a projection to Rd of a periodic structure in a higher dimensional
space. Here are the details:
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A cut and project scheme is given by

Rd π←−−− Rd ×H
πint−−−→ H

∪ ∪ ∪ dense

L
1−1←−−− L̃ −−−→ L?

‖ ‖

L
?−−−−−−−−−−−−−−−−−−→ L?

where

• H is a locally compact, σ-compact group, called the internal space,
• L̃ is a lattice in Rd ×H,
• π and πint are the canonical projections and π restricted to L̃ is injective

and the image πint(L̃) is dense in H.

In this case ? : L −→ L?, x 7→ πint(π
−1(x)) is well defined. A model set is any

translate of a set of the form

f(W ) := {x ∈ L : x? ∈W},

where the window W is a relatively compact subset of H with nonempty interior.
A model set is called regular if ∂W has Haar measure 0 in H,

By their very definition, regular model sets are closely related to periodic struc-
tures. Periodic structures have pure point diffraction. A fundamental result states
that this holds for model sets as well.

Theorem 3.4. [Ho2, Schl] Regular model sets are pure point diffractive. In
fact, (Ω(Λ), α) is uniquely ergodic with pure point dynamical spectrum and contin-
uous eigenfunctions.

We can now study deformed model sets. Thus, let Λ := f(W ) be a regular
r-discrete model set. Let

ϑ : H −→ B r
3

be a continuous function with compact support. Then, we define the deformed
model set

Λϑ := {x + ϑ(x?) : x ∈ Λ}.

Our main result on deformed model sets now reads as follows.

Theorem 3.5. Assume the setting above. Then, Λϑ is pure point diffractive. In
fact, the dynamical system (Ω(Λϑ), α) is uniquely ergodic with pure point dynamical
spectrum and continuous eigenfunctions.

A proof of this result can be outlined as follows: By the previous theorem, we
know already that (Ω(Λ), α) has pure point spectrum. By Theorem 3.3, it suffices
to show that

θ◦? : Ξ(Ω(Λ)) −→ B r
3

is continuous. This requires some care, as ? is not really defined on Ξ(Ω(Λ)). So,
we first have to extend ?. This can be done by appealing to results of Schlottmann
[Schl].
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4. Further remarks

The results of the previous sections underline the relevance of (measure) dynam-
ical systems in the study of aperiodic order. It is shown that pure point diffraction
and its stability can be understood in terms of suitable dynamical systems.

This point of view of dynamical systems has actually been of use for further
lines of research.

One such line is the study of model sets. As mentioned already, these form
a most prominent class of aperiodically ordered sets. In this case, the associated
dynamical systems is not only strictly ergodic with pure point dynamical spectrum,
but has further regularity features: The eigenfunctions are continuous and separate
almost all points. It turns out that this actually characterizes regular model sets
(among so called Meyer sets). This is shown in joint work with Michael Baake
and Robert V. Moody [BLM]. In this case, it is even possible to mark the border
between periodicity and aperiodicity: The dynamical system is periodic if and only
if the eigenfunctions separate all points [BLM].

Another line of research concerns dense Dirac combs. There one considers
measures of the form ∑

x∈Λ

axδx,

where Λ is a dense subset of Rd and the coefficients ax, x ∈ Λ, are suitably decaying.
These models can be seen as suitable approximations to disordered systems. As
such they have been studied by Christoph Richard in [Ric]. There, it is shown
that they are pure point diffractive under suitable assumptions on the coefficients.
It turns out that a rather direct dynamical systems approach to his results exists.
Via this approach Richard’s original results can be extended in various directions.
This is currently being worked out by the author in joint work with Michael Baake
and Christoph Richard [BLR].
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[AA] G. André, S. Aubry, Analyticity breaking and Anderson localization in incommensurate

lattices, Ann. Isr. Phys. Soc. 3 (1980), 133–140.

[AJ] A. Avila, S. Jitomirskaya, The Ten Martini Problem. In preparation.
[AK] A. Avila, R. Krikorian, Reducibility or non-uniform hyperbolicity for quasiperiodic

Schrödinger cocycles, Preprint 2003.
[AP] J.-P. Allouche, J. Peyière, Sur une formule de récurrence sur le s traces de produits de
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(2003).

[LS2] D. Lenz, P. Stollmann, Quasicrystals, aperiodic order, and groupoid von Neumann algebras,
C. R. Acad. Sci. Ser. I, 334 (2002), 1131–1136.

[LS3] D. Lenz, P. Stollmann, Algebras of random operators associated to Delone dynamical sys-

tems, Mathematical Physics, Analysis and Geometry 6 (2003), 269–290.
[LS4] D. Lenz, P. Stollmann, An ergodic theorem for Delone dynamical systems and existence of

the integrated density of states, to appear in: Journal d’ Analyse Mathématique.
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vol 20, Birkhäuser, Boston, (2001).
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Abstract. We investigate uniform ergodic type theorems for almost addi-
tive and subadditive functions on a subshift over a finite alphabet. We show
that every uniquely ergodic subshift admits a uniform ergodic theorem for
Banach-space-valued almost additive functions. We then give a necessary and

sufficient condition on a minimal subshift to allow for a uniform subadditive
ergodic theorem. This provides in particular a sufficient condition for unique

ergodicity.

1. Introduction

Ergodic theorems for almost additive and subadditive functions play a role in
several branches of mathematics and physics. In particular, they are an important
tool in statistical mechanics as well as in the theory of random operators (cf. [1, 9,
18, 19] and references therein).

During recent years lattice gas models and random operators on aperiodic tilings
have received a lot of interest both in one dimension and in higher dimensions (cf.
[2, 9, 10, 11, 12] and references therein). In these cases one rather expects uniform
ergodic theorems to hold.

The aim of this paper is to provide a thorough study of the validity of such
theorems in the one-dimensional case.

In particular, we show that every uniquely ergodic subshift over a finite alphabet
admits a uniform additive ergodic theorem. Moreover, we give a necessary and
sufficient condition for a minimal subshift to allow for a subadditive theorem. This
gives in particular a sufficient condition for unique ergodicity.

The proofs are quite elementary and conceptual. Thus, it is to be expected
that a considerable part of the material presented here, can be extended to higher
dimensional tiling dynamical systems.

More precisely, we consider the following situation:
Let A be a finite set called the alphabet and equipped with the discrete topology.
Let Ω be a subshift over A. This means that Ω is a closed subset of AZ, where AZ is
given the product topology and Ω is invariant under the shift operator T : AZ −→
AZ, Ta(n) ≡ a(n+ 1).

51



52 D. LENZ

We consider sequences over A as words and use standard concepts from the
theory of words ([6, 16]). In particular, Sub(w) denotes the set of subwords of w, the
empty word is denoted by ε, the number of occurrences of v in w is denoted by ]v(w)
and the length |w| of the word w = w(1) . . . w(n) is given by n. To Ω we associate
the set W = W(Ω) of finite words associated to Ω given by W ≡ ∪ω∈ΩSub(ω).
Similarly, we define Wn ≡ {w ∈ W : |w| = n} for n ∈ N. A word w ∈ W is called
primitive if v can not be written as v = wl, with w ∈ W and l ≥ 2. For a finite set
M , we define ]M to be the number of elements in M .

To phrase our additive ergodic theorem, we need the following definition.

Definition 1.1. Let (B, ‖ · ‖) be a Banach space. A function F : W −→ B is
called almost additive if there exists a constant D > 0 and a nonincreasing function
c : [0,∞) −→ [0,∞) with limr→∞ c(r) = 0 s.t. the following holds

(A1) ‖F (v)−
∑n

j=1 F (vj)‖ ≤
∑n

j=1 c(|vj |)|vj | for v = v1 . . . vn ∈ W.
(A2) ‖F (v)‖ ≤ D|v| for every v ∈ W.

Then the additive theorem can be stated as follows.

Theorem 1. Let (Ω, T ) be a subshift over the finite alphabet A with associated set
of words W. Then the following are equivalent:

(i) (Ω, T ) is uniquely ergodic, i.e. lim|w|→∞
]v(w)
|w| exists for all v ∈ W.

(ii) The limit lim|w|→∞
F (w)
|w| exists for every Banach-space-valued almost addi-

tive function F on W.
(iii) The limit limn→∞

1
n

∑n
j=1 f(T jω) exists uniformly in ω ∈ Ω for every con-

tinuous Banach-space-valued function f on Ω.

Remark 1. (a) The equivalence of (iii) and (i) and the implication (ii) =⇒ (i) are
standard. Thus, the main content of the theorem is the implication (i) =⇒ (ii).
(b) The proof of the theorem is the same for numerical functions as for Banach-
space-valued functions. However, in applications (e.g. to random operators) one
considers measure valued functions. For this reason we have stated it in the Banach
space version.

To introduce the second result of this paper, recall that a function F :W −→ R is
called subadditive if it satisfies F (ab) ≤ F (a)+F (b). The dynamical system (Ω, T )
is said to satisfy (SET), i.e. to admit a uniform subadditive ergodic theorem, if,
for every subadditive function F , the limit lim|w|→∞

F (w)
|w| exists. As shown below

(cf. Section 3), the limit is then given by infn∈N F
(n), where F (n) ≡ max{F (v)

|v| :
v ∈ Wn}.

Define the functions lv :W −→ R, for v ∈ W, and ν :W −→ R by

lv(w) ≡ (Maximal number of disjoint copies of v in w) · |v|
and

ν(v) ≡ lim inf
|w|→∞

lv(w)
|w|

.

Then a subshift (Ω, T ) over A is said to satisfy uniform positivity of quasiweights
(PQ) if the following condition holds:

(PQ) There exists a constant C > 0 with ν(v) ≥ C for all v ∈ W.
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Our result on subadditive ergodic theorems then reads as follows:

Theorem 2. Let (Ω, T ) be a minimal subshift. Then the following are equivalent:
(i) The subshift (Ω, T ) satisfies (SET).
(ii) The subshift (Ω, T ) satisfies (PQ).

Remark 2. (a) As the validity of a subadditive ergodic theorem immediately im-
plies that the underlying subshift is uniquely ergodic, we see that (PQ) is a sufficient
condition for unique ergodicity.
(b) Condition (PQ) might be set in prospective by comparing it with uniform pos-
itivity of weights (PW) as well as with a highest power condition (HP) given as
follows:
(PW) There exists E > 0 with lim inf |w|→∞

]v(w)
|w| |v| ≥ E for all v ∈ W.

(HP) There exists an N > 0 s.t. vk ∈ W implies k ≤ N (or equivalently: there
exists a κ > 0 s.t. v prefix of uv with u not empty implies |u| ≥ |v|

κ ).
It is not hard to show, that (PW) together with (HP) implies (PQ). In fact, as
pointed out to the author by the referee (PW) alone implies (PQ). A proof is given
in Proposition 4.2.
(c) A particular important class of systems satisfying (PW) (or (PQ) ) are those
satisfying condition (LR) given as follows:

(LR) There exists a D > 0 s.t. every v ∈ W is a factor of every w ∈ W with
|w| ≥ D|v|.

These systems were introduced by Durand and called linearly recurrent [7, 8]. A
detailed study including a constructive characterization can be found in [7]. In
the context of quasicrystals (i.e. arbitrary dimensional tilings) these systems were
recently discussed under the name of linearly repetitive Delone sets in [13].
(d) It is not hard to see that (PQ) (or (PW)) implies in particular the minimality
of the subshift (Ω, T ). In fact, minimality of (Ω, T ) is equivalent to ν(v) > 0 for
every v ∈ W. From this point of view (PQ) (or (PW)) can be seen as strong type
of minimality condition.

The organisation of the paper is as follows. The additive ergodic theorem is
contained in Section 2. The subadditive ergodic theorem is contained in Section 3.
Finally, in Section 4 we provide examples of subshifts satisfying (PQ), thereby giving
a precise form to Remark 2 (b) and (c). A further discussion of the relationship
between (LR) and (PW) is then contained in Section 5.

2. Uniform additive ergodic theorems

This section is devoted to a proof of theorem 1. The following lemma is the key
to its proof. The proof given below has been suggested by the referee. It simplifies
and extends (by not using a minimality condition) the proof given by the author.

Lemma 2.1. Let (Ω, T ) be a uniquely ergodic subshift over A and let B be a Banach
space. Let F :W −→ B be almost additive. Then the limit lim|w|→∞

F (w)
|w| exists.

Proof. By unique ergodicity, there exists, for u ∈ W, the limit lim|w|→∞
]uw
|w| .

Call it µ(u). Moreover, for n ∈ N and ε > 0, there exists L = L(n, ε) with

(1)
∑

u∈Wn

∣∣∣∣ ]u(w)
|w|

− µ(u)
∣∣∣∣ < ε



54 D. LENZ

for every w ∈ W, with |w| ≥ L(n, ε). Now, choose n ∈ N arbitrary and w ∈ W
with |w| ≥ 2n. For j = 0, 1, . . . , n − 1 we can cut w in words of length n starting
at position j. This means that we can write

w = a(j)u
(j)
1 . . . u

(j)
l(j)b

(j)

with |a(j)| = j, |u(j)
1 | = . . . = |u(j)

l(j)| = n, |b(j)| < n. Almost additivity of F implies

(2) ‖F (w)−
l(j)∑
k=1

F (u(j)
k )‖ ≤ 2n(D + c(0)) + |w|c(n).

Moreover, we have

(3)
n−1∑
j=0

l(j)∑
k=1

F (u(j)
k ) =

∑
u∈Wn

]u(w)F (u),

as both sides of the equation contain the same terms. Using (2) and (3), we can
calculate∥∥∥∥∥F (w)

|w|
−

∑
u∈Wn

]u(w)
|w|

F (u)
|u|

∥∥∥∥∥ =
1
|w|n

∥∥∥∥∥∥nF (w)−
n−1∑
j=0

l(j)∑
k=1

F (u(j)
k )

∥∥∥∥∥∥
=

1
|w|n

∥∥∥∥∥∥
n−1∑
j=0

F (w)−
l(j)∑
k=1

F (u(j)
k )

∥∥∥∥∥∥
≤ 2n(D + c(0))

|w|
+ c(n).

Combining this with (1) we arrive at∥∥∥∥∥F (w)
|w|

−
∑

u∈Wn

µ(u)
F (u)
n

∥∥∥∥∥ ≤ 2n
|w|

(D + c(0)) + c(n) +Dε

for w with |w| ≥ L(n, ε) which yields

lim sup
|w|→∞

∥∥∥∥∥F (w)
|w|

−
∑

u∈Wn

µ(u)
F (u)
n

∥∥∥∥∥ ≤ c(n).

This shows that F (w)
|w| is a Cauchy sequence and the proof is finished. 2

Proof of Theorem 1. The equivalence (i)⇐⇒ (iii) is standard. We include a proof
for completeness.
(i)=⇒ (iii). This is clear if f is locally constant, i.e. if there exists a k ≥ 0 and
g : W2k+1 −→ B with f(ω) = g(ω(−k) . . . g(0) . . . g(k)) for ω ∈ Ω. For arbitrary f
the statement then follows by density arguments.
(iii)=⇒(i). Define for v ∈ W the cylinder function χv on Ω by χv(ω) = 1 if
ω(0) . . . ω(|v| − 1) = v and χv(ω) = 0 otherwise. Applying (iii) to χv gives the
existence of the frequency of v. As v ∈ W was arbitrary, statement (i) follows.
(ii) =⇒ (i). This is clear, as the function w 7→ ]v(w) is almost additive for every
v ∈ W.
(i)=⇒ (ii). This is just the previous lemma. 2
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3. Uniform subadditive ergodic theorems

Here, we consider subadditive functions on W. The key results are the following
two lemmas. Their proofs use and considerably extend ideas from [14, 15]. We
first introduce some notation and review some basic facts concerning subadditive
functions. For a subadditive function F : W −→ R and n ∈ N we set F ≡
infn∈N F

(n), where F (n) ≡ max{F (v)
|v| : v ∈ Wn, } as well as φ(n) ≡ max{F (v) :

v ∈ Wn} = nF (n). Subadditivity of F yields φ(n + m) ≤ φ(n) + φ(m) i.e. φ is
subadditive in the classical sense. This implies in particular

(4) lim
n→∞

F (n) = lim
n→∞

φ(n)
n

= inf
n∈N

φ(n)
n

= F .

Lemma 3.1. Let (Ω, T ) be a minimal subshift over A satisfying (PQ). Then, the
subshift (Ω, T ) satisfies (SET) as well.

Proof. It is clearly enough to show:

(A) lim sup
|w|→∞

F (w)
|w|

≤ F and (B) lim inf
|w|→∞

F (w)
|w|

≥ F .

Ad (A): This follows immediately from (4).
Ad (B): Assume the contrary. This implies, in particular, F > −∞ and that there
exists a sequence (vn) in W as well as a δ > 0 with |vn| tending to ∞ for n → ∞
and

(5)
F (vn)
|vn|

≤ F − δ

for every n ∈ N. Moreover, by (A), there exists an L0 ∈ R with

(6)
F (w)
|w|

≤ F +
Cδ

8

for all w ∈ W, |w| ≥ L0, where C is the constant from (PQ).

Fix m ∈ N with |vm| ≥ L0. Using (PQ), we can now find an L1 ∈ R s.t. every
w ∈ W with |w| ≥ L1 can be written as w = x1vmx2vm . . . xlvmxl+1 with

(7)
l − 2

2
≥ C

4
|w|
|vm|

.

Now, considering only every other copy of vm in w, we can write w as w =
y1vmy2 . . . yrvmyr+1, with |yj | ≥ |vm| ≥ L0, j = 1, . . . , r + 1, and by (7)

r ≥ l − 2
2
≥ C

4
|w|
|vm|

.

Using (5), (6) and this estimate, we can now calculate

F (w)
|w|

≤
r+1∑
j=1

F (yj)
|yj |

|yj |
|w|

+
F (vm)
|vm|

r|vm|
|w|

≤
r+1∑
j=1

(F +
C

8
δ)
|yj |
|w|

+ (F − δ)r|vm|
|w|

≤ F +
C

8
δ − C

4
|w|
|vm|

|vm|
|w|

δ ≤ F − C

8
δ.

As this holds for arbitrary w ∈ W with |w| = L1, we arrive at the obvious
contradiction F (L1) ≤ F − C

8 δ < infn∈N F
(n). This finishes the proof. 2
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Lemma 3.2. Let (Ω, T ) be a minimal subshift over A satisfying (SET). Then, the
subshift (Ω, T ) satisfies (PQ) as well.

Proof. Note that, for v ∈ W, the function (−lv) is subadditive. Thus, the
equation

(8) ν(v) ≡ lim inf
|w|→∞

lv(w)
|w|

= lim
|w|→∞

lv(w)
|w|

holds by (SET). The proof will now be given by contraposition. So, let us assume
that the values ν(v), v ∈ W, are not bounded away from zero. As the system is
minimal, we have ν(w) > 0 for every w ∈ W. Thus, there exists a sequence (vn) in
W with

(9) ν(vn) > 0, and ν(vn) −→ 0, n→∞.
As the alphabet A is finite, there are only finitely many words of a prescribed
length. Thus, (9) implies

(10) |vn| −→ ∞, n→∞.
Replacing (vn) by a suitable subsequence, we can assume by (9) that the equation

(11)
∞∑

n=1

ν(vn) <
1
2

holds. Set ln ≡ lv(n) for n ∈ N. By (8), (10) and (11), we can choose inductively
for each k ∈ N a number n(k), with

(12)
k∑

j=1

ln(j)(w)
|w|

<
1
2

for every w ∈ W with |w| ≥ |vn(k+1)|
2 . Note that (12) implies

(13) |vn(k)| <
|vn(k+1)|

2

as ln(k)(vn(k))

|vn(k)|
= 1. Define the function l :W −→ R by

l(w) ≡
∞∑

j=1

ln(j)(w).

Note that the sum is actually finite for each w ∈ W. Obviously, (−l) is subadditive.
Thus, by assumption, the limit lim|w|→∞

l(w)
|w| exists. On the other hand, we clearly

have
l(vn(k))
|vn(k)|

≥
ln(k)(vn(k))
|vn(k)|

≥ 1

as well as by the induction construction (12), (13)

l(w)
|w|

=
k∑

j=1

ln(j)(w)
|w|

<
1
2

for w ∈ W with |vn(k+1)|
2 ≤ |w| < |vn(k+1)|. This gives a contradiction proving the

lemma. 2
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Proof of Theorem 2. This theorem follows immediately from the foregoing two
lemmas. 2

4. Examples

In this section we discuss certain classes of examples satisfying condition (PQ).
We will need the following lemma.

Lemma 4.1. Let (Ω, T ) be a subshift over A with associated set of words W. Let
a ∈ W be primitive with 2 ≤ n ≡ max{k ∈ N : ak ∈ W} < ∞. Set b ≡ an. Then
for every prefix v of b with |v| ≥ |a| the inequality

lv(w) ≥ 1
8
]b(w)|b|

holds for every w ∈ W.

Proof. We start with the following claim.
Claim. The distance between two distinct copies of b = an in a word w ∈ W is
larger than (n− 1)|a|.
Proof of claim. Let d be the distance between two copies of an in w and assume
d ≤ (n − 1)|a|. We write d = m|a| + j with 0 ≤ j < |a|. Thus, a is a factor of aa
starting at position j. By primitivity of a the word aa contains exactly two copies
of a i.e. j = 0. This gives d = m|a| with 0 < m ≤ n− 1. Thus aman = am+n is a
factor of w yielding a contradiction to the maximality of n. The proof of the claim
is finished.
Take only every other copy of b in w. By the claim, the distance between their
starting points is larger than 2(n− 1)|a| ≥ |b| and they are therefore disjoint. This
implies

(14) lb(w) ≥ 1
2
]b(w)|b|

for every w ∈ W. Moreover, if |v| is a prefix of b with |v| ≥ |a|, then each copy of b
contains at least |b|

4|v| disjoint copies of v. This implies

lv(w) ≥ lb(w)
|b|

|b|
4|v|
|v| = 1

4
lb(w) ≥ 1

8
]b(w)|b|,

where we used (14) in the last inequality. The desired result follows. 2

From this lemma, we can derive a sufficient (and necessary) condition for (PQ).
Recall that a minimal subshift is called periodic if there exists an n 6= 0 with
Tnω = ω for every ω ∈ Ω. A minimal subshift is called aperiodic if it is not
periodic.

Proposition 4.2. If (Ω, T ) satisfies (PW), then it satisfies (PQ) as well and (SET)
holds.

Proof. By (PW ) the subshift is minimal. If it is periodic, the statement is
immediate. So, assume that (Ω, T ) is aperiodic and satisfies (PW) with constant
C. We will show that it satisfies (PQ) with constant C

8 . Let v ∈ W be given. There
are two cases.
Case 1. The distance between two copies of v is always at least 1

8 |v|: In this case,
we have lv(w) ≥ 1

8 ]v(w)|v|.
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Case 2. There exist two copies of v in some w ∈ W with distance smaller than
1
8 |v|: Then, v = zmy with m ≥ 8 a prefix y of z, and zm+1 ∈ W. The word z

can be written as z = ak for some primitive word a and k ≥ 1. By minimality
and aperiodicity, we have n ≡ max{k ∈ N : ak ∈ W} < ∞. By construction, the
inequality n ≥ k(m + 1) ≥ 2 holds and v is prefix of b ≡ an with |v| ≥ |a|. Thus,
we can apply the previous lemma and infer lv(w) ≥ 1

8 ]b(w)|b|.
Thus, by (PW) with constant C we have lim inf |w|→∞

lv(w)
|w| ≥

C
8 in both cases and

(PQ) follows. As (PQ) implies minimality, (SET) is an immediate consequence of
Theorem 2 2

We also have the following sufficient condition for (PQ).

Proposition 4.3. If (Ω, T ) satisfies (LR), then it satisfies (PQ) as well and a
subadditive ergodic theorem holds.

Proof. Straightforward arguments show that (LR) implies (PQ). Now, (SET)
follows from Theorem 2. 2

Remark 3. (a) In [7], it is shown that systems satisfying (LR) are uniquely ergodic.
Proposition 4.3 shows that in fact a stronger statement holds viz these systems allow
for a subadditive ergodic theorem.
(b) The validity of (LR) is known for primitive substitutions and for Sturmian
systems whose rotation number has bounded continued fraction expansion [6, 7].
Thus, Proposition 4.3 applies in particular to these systems.
(c) As shown in [15], (LR) implies a subadditive ergodic theorem in tiling dynamical
systems of arbitrary dimension (cf. [5] as well).

5. Dynamical Systems satisfying (LR)

In this section we further investigate the relationship between (LR) and (PW). Of
course, (LR) is a “local” positivity condition whereas (PW) is a positivity condition
on averages. Thus, (LR) is a much stronger condition. However, as shown below,
(LR) is in fact equivalent to uniform validity of (PW) on all induced systems (s.
below). For a detailed study of (LR) and a characterization in terms of primitive
S-adic systems we refer the reader to recent work of Durand [7].
The notion of return word used in the sequel was introduced in [6]. The notion of
derived sequence and induced system used below are (up to slight reformulation)
taken from [8].

Let Ω be a subshift over the finite alphabet A with associated set W of finite
words. A return word of u ∈ W is a word x ∈ W s.t.

xu ∈ W, ]u(xu) = 2, u is prefix of xu.

The set of return words of u ∈ W will be denoted by R(u) ≡ R(u,W). Recall that
(Ω, T ) is minimal if and only if for every w ∈ W there exists an R(w) > 0 s.t. w
is a factor of every v ∈ W with |v| ≥ R(w) [17]. Thus, if (Ω, T ) is minimal, the
length of a return word of u ∈ W is bounded by R(u) and the set R(u) is finite
for every u ∈ W. Let (Ω, T ) be minimal and an arbitrary u ∈ W be given. Then,
every ω ∈ Ω can uniquely be writen as ω = . . . x−2x−1x0x1x2 . . . with xj ∈ R(u),
j ∈ Z, s.t.

(∗) ω(0) belongs to x0,
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(∗) every occurrence of u in ω begins begins at the position of one of the xj ,
j ∈ Z.

To ω ∈ Ω, we can thus associate the derived sequence ω̂ ∈ R(u)Z given by ω̂(n) ≡
xn. It is not hard to show that the induced system Ω(u) ≡ {ω̂ : ω ∈ Ω} ⊂ R(u)Z

is closed and invariant i.e. an subshift over the alphabet R(u). We set W(u) ≡
W(Ω(u)). If u is the empty word ε we set Ω(ε) = Ω and ω̂ = ω. The elements
of R(u) can be considered as letters of the alphabet R(u) or as words over the
alphabet A. To avoid confusion we therefore write w = x̂1 . . . x̂n for w ∈ R(u)n

with w(j) = xj ∈ R(u). Note that w = x̂1 . . . x̂n belongs to W(u) if and only if
x1 . . . xnu belongs to W. Let x1, . . . , xn ∈ R(u) be arbitrary with x1 . . . xnu ∈ W.
If (Ω, T ) is uniquely ergodic, we have by construction of Ω(u) the equality

(15) lim
|w|→∞,w∈W

]x1...xnu(w)
]u(w)

= lim
|w|→∞,w∈W(u)

]cx1...cxn
(w)

|w|
.

Thus, unique ergodicity of (Ω, T ) implies unique ergodicity of (Ω(u), T ) for every
u ∈ W. Similarly, validity of (PW ) for (Ω, T ) implies validity of (PW ) for (Ω(u), T )
for u ∈ W. However, the constant CΩ in (PW ) for (Ω, T ) and the constant CΩ(u)

in (PW) for (Ω(u), T ) might be different. This suggests the following definition of
uniform positivity of weights

(UP) The system (Ω, T ) is said to satisfy (UP) if there exists a constant C > 0
s.t. (Ω(u), T ) satisfies (PW) with this C for every u ∈ W.

Note that (UP) implies (PW) on (Ω, T ) (for u ≡ ε), which in turn implies unique
ergodicity and (by Remark 2 (d)) minimality of (Ω, T ).

We have the following result.

Theorem 3. For a subshift (Ω, T ) over A the following are equivalent:
(i) (Ω, T ) satisfies (LR).
(ii) (Ω, T ) satisfies (UP ).

To prove (ii) =⇒ (i) we need some preparation. We start with a lemma whose
proof is similar to the proof of Lemma 4.1.

Lemma 5.1. Let (Ω, T ) be minimal and aperiodic. Let a ∈ W be primitive and
n ≡ max{k ∈ N : ak ∈ W}. Then, there exists an x ∈ R(a) and v ∈ R(xa) s.t.
xan−1 is a prefix of v and xan is a prefix of vxa.

Proof. Let an arbitrary ω ∈ Ω be given and consider an occurrence of an in
ω. Inspecting the occurrences of a to the left of an, we see that there exists an
x ∈ R(a) with xan ∈ W. Assume w.l.o.g. xan = ω(1) . . . ω(|xan|). Define j > 1 to
be the smallest number in N with ω(j) . . . ω(j+ |xa| − 1) = xa i.e. ω(1) . . . ω(j− 1)
is a return word to xa. There are three cases:
Case 1. 1 < j ≤ |x|: As a is a prefix of xa and x is a return word of a, this case
cannot occur.
Case 2. |x| < j ≤ |xan−1|: As a is a prefix of xa and as a is primitive, we infer
that j must be of the form j = |x|+ k|a|+1 with 0 ≤ |k| ≤ n− 2. Thus, xa and aa
have a common prefix of length min{|xa|, |aa|}. By primitivity of a and x ∈ R(a),
we see x = a. But this implies an+1 = xan ∈ W yielding a contradiction to the
maximality of n. Thus, this case cannot occur either.
Case 3. |xan−1| < j: In this case the statement of the lemma follows easily. 2
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Proposition 5.2. Let (Ω, T ) be minimal and aperiodic. If (Ω, T ) satisfies (UP),
it satisfies (HP) as well i.e. there exists an N ∈ N s.t. an ∈ W implies n ≤ N .

Proof. Let a be primitive and n ∈ N be maximal with an ∈ W. Let x and v be
given by the previous lemma. By (UP ) and (15), we have lim|w|→∞

]xa(w)
]a(w) ≥ C as

well as lim|w|→∞
]xa(w)
]vxa(w) ≤

1
C . Moreover, we clearly have ]vxa(w)

]a(w) ≤
]an (w)
]a(w) ≤

1
n−1 .

Here, we used in the last inequality that two copies of an must be disjoint up to one
copy of a (cf. proof of Lemma 4.1). Combining these inequalities with the identity

]xa(w)
]a(w)

=
]xa(w)
]vxa(w)

]vxa(w)
]a(w)

(valid vor |w| large enough), we arrive at n− 1 ≤ 1
C2 . This proves the proposition.

2

Proof of Theorem 3. We can assume that (Ω, T ) is strictly ergodic, as this is implied
by both (LR) and (UP). If (Ω, T ) is periodic, it satisfies both (LR) and (UP). Thus,
it is enough to consider aperiodic strictly ergodic (Ω, T ).
(i)=⇒ (ii). By (LR) there exist constants c1, c2 with c1|u| ≤ |x| ≤ c2|u| for every
u ∈ W and every x ∈ R(u). Here, the second inequality is immediate from the
definition of (LR). The first inequality is just (HP) which is valid for aperiodic
systems satisfying (LR) (cf. [7]). Applying these inequalities to (15) gives

lim
|w|→∞,w∈W(u)

]cx1...cxn
(w)

|w|
n ≥ lim inf

|w|→∞,w∈W

|w|n
2c2|x1...xnu

|w|
c1|u|

≥ c1
2c2

n|u|
|x1 . . . xnu|

≥ c1
4c22

.

This shows (ii).
(ii) =⇒ (i). Let u ∈ W be given. Let x ∈ R(u) be arbitrary. Apparently, for |w|
large enough, the following equation holds

(16)
]xu(w)
]u(w)

=
]xu(w)
|w|

|xu| |w|
|u|]u(w)

|u|
|xu|

.

Next, we estimate the various factors appearing in this equation. By (UP) and
(15) we have C ≤ lim|w|→∞

]xu(w)
]u(w) . As (UP) implies (PW) (with the same C) we

have furthermore lim|w|→∞
|w|

|u|]u(w) ≤
1
C . As (UP) implies (HP) by the previous

proposition, we see that two distinct copies of xu in w must have distance at least
1
N |xu|. This can easily be seen to imply ]xu(w)

|w| |xu| ≤ N + 1. We emphasize that
the constants C and N appearing in these inequalities do not depend on x or u.
Taking limits in (16) and using the above inequalities we arrive at

C ≤ (N + 1)
1
C

|u|
|xu|

.

But, this yields immediately |x| ≤ (N + 1) 1
C2 |u|. As u in W and x ∈ R(u) were

arbitrary, this shows (LR) with constant (N + 1) 1
C2 + 1. 2
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Boston (1990)

[2] Damanik, D. : Gordon-type arguments in the spectral theory of one-dimensional quasicrys-
tals, to appear in: Directions in Mathematical Quasicrystals, Eds. M. Baake and R.V. Moody,
CRM Monograph Series, AMS, Providence (2000)

[3] Damanik, D., Lenz, D. : Uniform spectral properties of one-dimensional quasicrystals, I.
Absence of eigenvalues, Commun. Math. Phys. 207 (1999), 687–696

[4] Damanik, D., Lenz, D. : Uniform spectral properties of one-dimensional quasicrystals, II.

The Lyapunov exponent, Lett. Math. Phys. 50 (1999), 245–257
[5] Damanik, D., Lenz, D : Linear repetitivity I., Subadditive ergodic theorems, preprint
[6] Durand, F. : A characterization of substitutive sequences using return words, Discrete Math.

179 (1998), 89–101
[7] Durand, F. : Linearly recurrent subshifts have a finite number of non-periodic subshift factors,

Ergod. Th. & Dynam. Sys. 20 (2000), 1061–1078
[8] Durand, F., Host, B., Skau, C. : Substitution dynamical systems, Bratteli diagrams and

dimension groups, Ergod. Th.& Dynam. Sys. 19 (1999), 953–993
[9] Geerse, C., Hof, A. : Lattice gas models on self-similar aperiodic tilings, Rev. Math. Phys. 3

(1991) 163–221
[10] Grimm, U., Baake, M. : Aperiodic Ising models, in: The Mathematics of Long-Range Ape-

riodic Order, Ed. R.V. Moody, Kluwer, (1999), 199–237
[11] Hof, A. : Some Remarks on Aperiodic Schrödinger Operators, J. stat. Phys. 72, (1993),

1353–1374
[12] Hof, A. : A Remark on Schrödinger Operators on Aperiodic Tilings, J. stat. Phys. 81 (1995),

851–855
[13] Lagarias, J. C., Pleasants, P. A. B. : Repetitive Delone Sets and Quasicrystals, preprint

[14] Lenz, D. : Hierarchical structures in Sturmian dynamical systems, preprint
[15] Lenz, D. : Aperiodische Ordnung und gleichmässige spektrale Eigenschaften von
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Abstract. The spectrum of one-dimensional discrete Schrödinger operators
associated to strictly ergodic dynamical systems is shown to coincide with the
set of zeros of the Lyapunov exponent if and only if the Lyapunov exponent
exists uniformly. This is used to obtain Cantor spectrum of zero Lebesgue

measure for all aperiodic subshifts with uniform positive weights. This cov-
ers, in particular, all aperiodic subshifts arising from primitive substitutions
including new examples as e.g. the Rudin-Shapiro substitution.

Our investigation is not based on trace maps. Instead it relies on an Os-
eledec type theorem due to A. Furman and a uniform ergodic theorem due to

the author.

1. Introduction

This article is concerned with discrete random Schrödinger operators associ-
ated to minimal topological dynamical systems. This means we consider a family
(Hω)ω∈Ω of operators acting on `2(Z) by

(1) (Hωu)(n) ≡ u(n+ 1) + u(n− 1) + f(Tnω)u(n),

where Ω is a compact metric space, T : Ω −→ Ω is a homeomorphism and f : Ω −→
R is continuous. The dynamical system (Ω, T ) is called minimal if every orbit is
dense. For minimal (Ω, T ), there exists a set Σ ⊂ R s.t.

(2) σ(Hω) = Σ, for all ω ∈ Ω,

where we denote the spectrum of the operator H by σ(H) (cf. [6, 36]).

We will be particularly interested in the case that (Ω, T ) is a subshift over a
finite alphabet A ⊂ R. In this case Ω is a closed subset of AZ, invariant under
the shift operator T : AZ −→ AZ given by (Ta)(n) ≡ a(n + 1) and f is given by

* This research was supported in part by THE ISRAEL SCIENCE FOUNDATION (grant no.
447/99) and by the Edmund Landau Center for Research in Mathematical Analysis and Related
Areas, sponsored by the Minerva Foundation (Germany).
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f : Ω −→ A ⊂ R, f(ω) ≡ ω(0). Here, A carries the discrete topology and AZ is
given the product topology.

Operators associated to subshifts arise in the quantum mechanical treatment of
quasicrystals (cf. [3, 40] for background on quasicrystals). Various examples of such
operators have been studied in recent years. The main examples can be divided
in two classes. These classes are given by primitive substitution operators (cf. e.g.
[4, 5, 7, 11, 41, 42]) and Sturmian operators respectively more generally circle map
operators (cf. e.g. [6, 12, 15, 16, 26, 27, 30]). A recent survey can be found in [14].

For these classes and in fact for arbitrary operators associated to subshifts sat-
isfying suitable ergodicity and aperiodicity conditions, one expects the following
features:
(S) Purely singular spectrum; (A) absence of eigenvalues; (Z) Cantor spectrum of
Lebesgue measure zero.

Note that (S) combined with (A) implies purely singular continuous spectrum
and note also that (S) is a consequence of (Z). Let us mention that (S) is by now
completely established for all relevant subshifts due do recent results of Last/Simon
[34] in combination with earlier results of Kotani [32]. For discussion of (A) and
further details we refer the reader to the cited literature.

The aim of this article is to investigate (Z) and to relate it to ergodic properties
of the underlying subshifts.

The property (Z) has been investigated for several models by a number of au-
thors: Following work by Bellissard/Bovier/Ghez [5], the most general result for
primitive substitutions so far has been obtained by Bovier/Ghez [7]. They can
treat a large class of substitutions which is given by an algorithmically accessible
condition. The Rudin-Shapiro substition does not belong to this class. For ar-
bitrary Sturmian operators, Bellissard/Iochum/Scoppola/Testard established (Z)
[6], thereby extending the work of Sütő in the golden mean case [41, 42]. A different
approach, which recovers some of these results, is given in [13, 19].

A canonical starting point in the investigation of (Z) for subshifts is the funda-
mental result of Kotani [32] that the set {E ∈ R : γ(E) = 0} has Lebesgue measure
zero if (Ω, T ) is an aperiodic subshift. Here, γ denotes the Lyapunov exponent
(precise definition given below). This reduces the problem (Z) to establishing the
equality

(3) Σ = {E ∈ R : γ(E) = 0}.

As do all other investigations of (Z) so far, our approach starts from (3). Unlike
the earlier treatments mentioned above our approach does not rely on the so called
trace maps. Instead, we present a new method, the cornerstones of which are the
following: (1) A strong type of Oseledec theorem by A. Furman [21]. (2) A uniform
ergodic theorem for a large class of subshifts by the author [37]. This new setting
allows us

(∗) to characterize validity of (3) for arbitrary strictly ergodic dynamical sys-
tems by an essentially ergodic property viz by uniform existence of the
Lyapunov exponent (Theorem 1),

(∗∗) to present a large class of subshifts satisfying this property (Theorem 2).

Here, (∗) gives the new conceptual point of view of our treatment and (∗∗) gives
a large class of examples. Put together (∗) and (∗∗) provide a soft argument for (Z)
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for a large class of examples which contains, among other examples, all primitive
substitutions.

The paper is organized as follows. In Section 2 we present the subshifts we will
be interested in, introduce some notation and state our results. In Section 3, we
recall results of Furman [21] and of the author [37] and adopt them to our setting.
Section 4 is devoted to a proof of our results. Finally, in Section 5 we provide some
further comments and discuss a variant of our main result.

Note added. After this work was completed, we learned about the very re-
cent preprint “Measure Zero Spectrum of a Class of Schrödinger Operators” by
Liu/Tan/Wen/Wu (mp-arc 01-189). They present a detailed and thorough analy-
sis of trace maps for primitive substitutions. Based on this analysis, they establish
(Z) for all primitive substitutions thereby extending the approach developed in
[5, 7, 9, 41].

2. Notation and Results

In this section we discuss basic material concerning topological dynamical sys-
tems and the associated operators and state our results.

As usual a dynamical system is said to be strictly ergodic if it is uniquely ergodic
(i.e. there exists only one invariant probability measure) and minimal. A minimal
dynamical system is called aperiodic if there does not exist an n ∈ Z, n 6= 0, and
ω ∈ Ω with Tnω = ω.

As mentioned already, our main focus will be the case that (Ω, T ) is a subshift
over the finite alphabet A ⊂ R . We will then consider the elements of (Ω, T ) as
double sided infinite words and use notation and concepts from the theory of words.
In particular, we then associate to Ω the set W of words associated to Ω consisting
of all finite subwords of elements of Ω. The length |x| of a word x ≡ x1 . . . xn with
xj ∈ A, j = 1, . . . , n, is defined by |x| ≡ n. The number of occurences of v ∈ W in
x ∈ W is denoted by ]v(x).

We can now introduce the class of subshifts we will be dealing with. They are
those satisfying uniform positivity of weights (PW) given as follows:

(PW) There exists a C > 0 with lim inf |x|→∞
]v(x)
|x| |v| ≥ C for every v ∈ W.

One might think of (PW) as a strong type of minimality condition. Indeed, min-
imality can easily be seen to be equivalent to lim inf |x|→∞ |x|−1]v(x)|v| > 0 for
every v ∈ W [39]. The condition (PW) implies strict ergodicity [37]. The class of
subshifts satisfying (PW) is rather large. By [37], it contains all linearly repeti-
tive subshifts (see [20, 33] for definition and thorough study of linerarly repetitive
systems). Thus, it contains, in particular, all subshifts arising from primitive sub-
stitutions as well as all those Sturmian dynamical systems whose rotation number
has bounded continued fraction expansion [20, 33, 38].

In our setting the class of subshifts satisfying (PW) appears naturally as it is
exactly the class of subshifts admitting a strong form of uniform ergodic theorem
[37]. Such a theorem in turn is needed to apply Furmans results (s. below for
details).

After this discussion of background from dynamical systems we are now head-
ing towards introducing key tools in spectral theoretic considerations viz transfer
matrices and Lyapunov exponents.
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The operator norm ‖ · ‖ on the set of 2 × 2-matrices induces a topology on
GL(2,R) and SL(2,R). For a continuous function A : Ω −→ GL(2,R), ω ∈ Ω, and
n ∈ Z, we define the cocycle A(n, ω) by

A(n, ω) ≡

 A(Tn−1ω) · · ·A(ω) : n > 0
Id : n = 0

A−1(Tnω) · · ·A−1(T−1ω) : n < 0
By Kingmans subadditive ergodic theorem (cf. e.g. [31]), there exists Λ(A) ∈ R

with
Λ(A) = lim

n→∞

1
n

log ‖A(n, ω)‖

for µ a. e. ω ∈ Ω if (Ω, T ) is uniquely ergodic with invariant probability measure
µ. Following [21], we introduce the following definition.

Definition 1. Let (Ω, T ) be strictly ergodic. The continuous function A :
(Ω, T ) −→ GL(2,R) is called uniform if the limit Λ(A) = limn→∞

1
n log ‖A(n, ω)‖

exists for all ω ∈ Ω and the convergence is uniform on Ω.

Remark 1. It is possible to show that uniform existence of the limit in the defini-
tion already implies uniform convergence. The author learned this from Furstenberg
and Weiss [22]. They actually have a more general result. Namely, they consider a
continuous subadditive cocycle (fn)n∈N on a minimal (Ω, T ) (i.e. fn are continuous
real-valued functions on Ω with fn+m(ω) ≤ fn(ω) + fm(Tnω) for all n,m ∈ N and
ω ∈ Ω). Their result then gives that existence of φ(ω) = limn→∞ n−1fn(ω) for all
ω ∈ Ω implies constancy of φ as well as uniform convergence.

For spectral theoretic investigations a special type of SL(2,R)-valued function
is relevant. Namely, for E ∈ R, we define the continuous function ME : Ω −→
SL(2,R) by

(4) ME(ω) ≡
(
E − f(Tω) −1

1 0

)
.

It is easy to see that a sequence u is a solution of the difference equation

(5) u(n+ 1) + u(n− 1) + (f(Tnω)− E)u(n) = 0

if and only if

(6)
(
u(n+ 1)
u(n)

)
= ME(n, ω)

(
u(1)
u(0)

)
, n ∈ Z.

By the above considerations, ME gives rise to the average γ(E) ≡ Λ(ME). This
average is called the Lyapunov exponent for the energy E. It measures the rate of
exponential growth of solutions of (5). Our main result now reads as follows.

Theorem 1. Let (Ω, T ) be strictly ergodic. Then the following are equivalent:
(i) The function ME is uniform for every E ∈ R.
(ii) Σ = {E ∈ R : γ(E) = 0}.
In this case the Lyapunov exponent γ : R −→ [0,∞) is continuous.

Remark 2. (a) As will be seen later on, ME is always uniform for E with γ(E) = 0
and for E ∈ R\Σ. From this point of view, the theorem essentially states that ME

can not be uniform for E ∈ Σ with γ(E) > 0.
(b) Continuity of the Lyapunov exponent can easily be infered from (ii) (though
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this does not seem to be in the literature). More precisely, continuity of γ on
{E ∈ R : γ(E) = 0} is a consequence of subharmonicity. Continuity of γ on R \ Σ
follows from the Thouless formula (see e. g. [10] for discussion of subharmonicity
and the Thouless formula). Below, we will show that continuity of γ follows from
(i) and this will be crucial in our proof of (i) =⇒ (ii).

Having studied (∗) of the introduction in the above theorem, we will now state
our result on (∗∗).
Theorem 2. If (Ω, T ) is a subshift satisfying (PW), then the function ME is
uniform for each E ∈ R.

Remark 3. (a) Uniformity of ME is rather unusual. This is, of course, clear from
Theorem 1. Alternatively, it is not hard to see directly that it already fails for
discrete almost periodic operators. More precisely, the Almost-Mathieu-Operator
with coupling bigger than 2 has uniform positive Lyapunov exponent [24]. By
a deterministic version of the theorem of Oseledec (cf. Theorem 8.1 of [34] for
example), this would force pure point spectrum for all these operators, if ME were
uniform on the spectrum. However, there are examples of such Almost-Mathieu
Operators without point spectrum [2, 29].
(b) The above theorem generalizes [18, 35], which in turn unified the work of Hof [25]
on primitive substitutions and of Damanik and the author [17] on certain Sturmian
subshifts.
(c) The theorem is a rather direct consequence of the subadditive theorem of [37].

The two theorems yield some interesting conclusions. We start with the following
consequence of Theorem 1 concerning (Z). A proof is given in Section 4.

Corollary 2.1. Let (Ω, T ) be an aperiodic strictly ergodic subshift. If ME is uni-
form for every E ∈ R, then the spectrum Σ is a Cantor set of Lebesgue measure
zero.

As Σ = {E : γ(E) = 0} holds for arbitrary Sturmian dynamical subshifts [6, 41]
(cf. [19] as well), Theorem 1 immediately implies the following corollary.

Corollary 2.2. Let (Ω(α), T ) be a Sturmian dynamical system with rotation num-
ber α. Then ME is uniform for every E ∈ R.

Remark 4. So far uniformity of ME for Sturmian systems could only be es-
tablished for rotation numbers with bounded continued fraction expansion [17].
Moreover, the corollary is remarkable as a general type of uniform ergodic theorem
actually fails as soon as the continued fraction expansion of α is unbounded [37, 38].

Theorem 1, Theorem 2 and Corollary 2.1 directly yield the following corollary.

Corollary 2.3. Let (Ω, T ) be a subshift sastisfying (PW). Then Σ = {E ∈ R :
γ(E) = 0}. If (Ω, T ) is furthermore aperiodic, then Σ is a Cantor set of Lebesgue
measure zero.

Remark 5. For aperiodic (Ω, T ) satisfying (PW), this gives an alternative proof
of (S).

As discussed above primitive substitutions satisfy (PW). As validity of (Z) for
primitive substitutions has been a special focus of earlier investigations (cf. discus-
sion in Section 1 and Section 5), we explicitely state the following consequence of
the foregoing corollary.
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Corollary 2.4. Let (Ω, T ) be aperiodic and associated to a primitive substitution,
then Σ is a Cantor set of Lebesgue measure zero.

3. Key results

In this section, we present (consequences of) results of Furman [21] and of the
author [37].

We start with some simple facts concerning uniquely ergodic systems. Define for
a continuous b : Ω −→ R and n ∈ Z the averaged function An(b) : Ω −→ R by

(7) An(b)(ω) ≡


n−1

∑n−1
k=0 b(T

kω) : n > 0
0 : n = 0

|n|−1
∑|n|

k=1 b(T
−kω) : n < 0

Moreover, for a continuous b as above and a finite measure µ on Ω we set µ(b) ≡∫
Ω
b(ω) dµ(ω). The following proposition is well known see e.g. [43].

Proposition 3.1. Let (Ω, T ) be uniquely ergodic with invariant probability measure
µ. Let b be a continuous function on Ω. Then the averaged functions An(b) converge
uniformly towards the constant function with value µ(b) for |n| tending to infinity.

The following consequence of a result by A. Furman is crucial to our approach.

Lemma 3.2. Let (Ω, T ) be strictly ergodic with invariant probability measure µ. Let
B : Ω −→ SL(2,R) be uniform with Λ(B) > 0. Then, for arbitrary U ∈ C2 \ {0}
and ω ∈ Ω, there exist constants D,κ > 0 such that ‖B(n, ω)U‖ ≥ D exp(κ|n|)
holds for all n ≥ 0 or for all n ≤ 0. Here, ‖ · ‖ denotes the standard norm on C2.

Proof. Theorem 4 of [21] states that uniformity of B implies that (in the notation
of [21]) either Λ(B) = 0 or B is continuously diagonalizable. As we have Λ(B) >
0, we infer that B is continuously diagonalizable. This means that there exist
continuous functions C : Ω −→ GL(2,R) and a, d : Ω −→ R with

B(1, ω) = C(Tω)−1

(
exp(a(ω)) 0

0 exp(d(ω))

)
C(ω).

By multiplication and inversion, this immediately gives

(8) B(n, ω) = C(Tnω)−1

(
exp(nAn(a)(ω)) 0

0 exp(nAn(d)(ω))

)
C(ω), n ∈ Z.

As C : Ω −→ GL(2,R) is continuous on the compact space Ω, there exists a
constant ρ > 0 with

(9) 0 < ρ ≤ ‖C(ω)‖, |detC(ω)|, ‖C−1(ω)‖, |detC−1(ω)| ≤ 1
ρ
<∞, for all ω ∈ Ω.

In view of (8) and (9), exponential growth of terms as ‖B(n, ω)U‖ will follow from
suitable upper and lower bounds on An(a)(ω) and An(d)(ω) for large |n|. To obtain
these bounds we proceed as follows.

Assume without loss of generality µ(a) ≥ µ(d). By (9), (8) and Proposition 3.1,
we then have

(10) 0 < Λ(B) = Λ(C(T ·)−1BC) = Λ(
(

exp(a(·)) 0
0 exp(d(·))

)
= µ(a).
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Moreover, detB(ω) = 1 implies detB(n, ω) = 1 for all n ∈ Z. Thus, taking
determinants, logarithms and averaging with 1

n in (8), we infer

0 = An(a)(ω) +An(d)(ω) +
1
n

log |det(C(Tnω)−1C(ω))|.

Taking the limit n → ∞ in this equation and invoking (9) as well as Proposition
3.1, we obtain µ(a) = −µ(d). As µ(a) > 0 by (10), Proposition 3.1 then shows that
there exists κ > 0, e.g. κ = 1

2µ(a), s.t. for large |n|, we have

An(a)(ω) > κ, and An(d)(ω) < −κ for all ω ∈ Ω.

Now, the statement of the lemma is a direct consequence of (8) and (9). 2

Lemma 3.3. Let (Ω, T ) be strictly ergodic. Let A : Ω −→ SL(2,R) be uniform.
Let (An) be a sequence of continuous SL(2,R)-valued functions converging to A
in the sense that d(An, A) ≡ supω∈Ω{‖An(ω) − A(ω)‖} −→ 0, n −→ ∞. Then,
Λ(An) −→ Λ(A), n −→∞.

Proof. This is essentially a result of [21]. More precisely, Theorem 5 of
[21] shows that Λ(An) converges to Λ(A) whenever the following holds: A is a
uniform GL(2,R)-valued function and d(An, A) −→ 0 and d(A−1

n , A−1) −→ 0,
n −→ ∞. Now, for functions An, A with values in SL(2,R), it is easy to see that
d(A−1

n , A−1) −→ 0, n −→ ∞ if d(An, A) −→ 0, n −→ ∞. The proof of the lemma
is finished. 2

Lemma 3.4. Let (Ω, T ) be uniquely ergodic. Let A : Ω −→ GL(2,R) be continuous.
Then, the inequality lim supn→∞ n−1 log ‖A(n, ω)‖ ≤ Λ(A) holds uniformly on Ω.

Proof. This follows from Corollary 2 of [21] (cf. Theorem 1 of [21] as well). 2

Finally, we need the following lemma providing a large supply of uniform func-
tions if (Ω, T ) is a subshift satisfying (PW).

Lemma 3.5. Let (Ω, T ) be a subshift satisfying (PW). Let F : W −→ R satisfy
F (xy) ≤ F (x) +F (y) (i.e. F is subadditive). Then, the limit lim|x|→∞

F (x)
|x| exists.

Proof. This is just one half of Theorem 2 of [37]. 2

4. Proofs of the main results

In this section, we use the results of the foregoing section to prove the theorems
stated in Section 2.

We start with some lemmas needed for the proof of Theorem 1.

Lemma 4.1. Let (Ω, T ) be strictly ergodic. If ME is uniform for every E ∈ R
then Σ = {E ∈ R : γ(E) = 0} and the Lyapunov exponent γ : R −→ [0,∞) is
continuous.

Proof. We start by showing continuity of the Lyapunov exponent. Consider
a sequence (En) in R converging to E ∈ R. As the function ME is uniform by
assumption, by Lemma 3.3, it suffices to show that d(MEn ,ME) → 0, n → ∞.
This is clear from the definition of ME in (4).

Now, set Γ ≡ {E ∈ R : γ(E) = 0}. The inclusion Γ ⊂ Σ follows from general
principles (cf. e.g. [10]). Thus, it suffices to show the opposite inclusion Σ ⊂ Γ.
By (2), it suffices to show σ(Hω) ⊂ Γ for a fixed ω ∈ Ω.



72 D. LENZ

Assume the contrary. Then there exists spectrum of Hω in the complement
Γc ≡ R \ Γ of Γ in R. As γ is continuous, the set Γc is open. Thus, spectrum
of Hω can only exist in Γc, if spectral measures of Hω give actually weight to Γc.
By standard results on generalized eigenfunction expansion [8], there exists then
an E ∈ Γc admitting a polynomially bounded solution u 6= 0 of (5). By (6), this
solution satisfies (u(n+1), u(n))t = ME(n, ω)(u(1), u(0))t, n ∈ Z, where vt denotes
the transpose of v. By E ∈ Γc, we have Λ(ME) ≡ γ(E) > 0. As ME is uniform by
assumption, we can thus apply Lemma 3.2 to ME to obtain that ‖(u(n+1), u(n))t‖
is, at least, exponentially growing for large values of n or large values of −n. This
contradicts the fact that u is polynomially bounded and the proof is finished. 2

Lemma 4.2. If (Ω, T ) is uniquely ergodic, ME is uniform for each E ∈ R with
γ(E) = 0.

Proof. By detME(ω) = 1, we have 1 ≤ ‖ME(n, ω)‖ and therefore 0 ≤
lim infn→∞ n−1 log ‖ME(n, ω)‖ ≤ lim supn→∞ n−1 log ‖ME(n, ω)‖. Now, the
statement follows from Lemma 3.4. 2

The following lemma is probably well known. However, as we could not find it
in the literature, we include a proof.

Lemma 4.3. If (Ω, T ) is strictly ergodic, ME is uniform with γ(E) > 0 for each
E ∈ R \ Σ.

Proof. Let E ∈ R \Σ be given. The proof will be split in four steps. Recall that
Σ is the spectrum of Hω for every ω ∈ Ω by (2) and thus E belongs to the resolvent
of Hω for all ω ∈ Ω.

Step 1. For every ω ∈ Ω, there exist unique (up to a sign) normalized
U(ω), V (ω) ∈ R2 such that ‖ME(n, ω)U(ω)‖ is exponentially decaying for n −→∞
and ‖ME(n, ω)V (ω)‖ is exponentially decaying for n −→ −∞. The vectors
U(ω), V (ω) are linearly independent. For fixed ω ∈ Ω they can be choosen to
be continuous in a neighborhood of ω.

Step 2. Define the matrix C(ω) by C(ω) ≡ (U(ω), V (ω)). Then C(ω) is invertible
and there exist functions a, b : Ω −→ R \ {0} such that

(11) C(Tω)−1ME(ω)C(ω) =
(
a(ω) 0

0 b(ω)

)
.

Step 3. The functions |a|, |b|, ‖C‖, ‖C−1‖ : Ω −→ R are continuous.

Step 4. ME is uniform with γ(E) > 0.

Ad Step 1. This can be seen by standard arguments. Here is a sketch of the
construction. Fix ω ∈ Ω and set u0(n) ≡ (Hω − E)−1δ0(n) and u−1(n) ≡ (Hω −
E)−1δ−1(n), where δk , k ∈ Z, is given by δk(k) = 1 and δk(n) = 0, k 6= n. By
Combes/Thomas arguments, see e.g. [10], the initial conditions (u0(0), u0(1)) and
(u−1(0), u−1(1)) give rise to solutions of (5) which decay exponentially for n→∞.
It is easy to see that not both of these solutions can vanish identically. Thus, after
normalizing, we find a vector U(ω) with the desired properties. The continuity
statement follows easily from continuity of ω 7→ (Hω − E)−1x, for x ∈ `2(Z). The
construction for V (ω) is similar. Uniqueness follows by standard arguments from
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constancy of the Wronskian. Linear independence is clear as E is not an eigenvalue
of Hω.

Ad Step 2. The matrix C is invertible by linear independence of U and V . The
uniqueness statements of Step 1, show that there exist functions a, b : Ω −→ R with
ME(ω)U(ω) = a(ω)U(Tω) and ME(ω)V (ω) = b(ω)V (Tω). This easily yields (11).
As the left hand side of this equation is invertible, the right hand side is invertible
as well. This shows that a and b do not vanish anywhere.

Ad Step 3. Direct calculations show that the functions in question do not change
if U(ω) or V (ω) or both are replaced by −U(ω) resp. −V (ω). By Step 1, such a
replacement can be used to provide a version of V and U continuous arround an
arbitrary ω ∈ Ω. This gives the desired continuity.

Ad Step 4. As ‖C‖ and ‖C−1‖ are continuous by Step 3 and Ω is compact, there
exists a constant κ > 0 with κ ≤ ‖C(ω)‖, ‖C−1(Tω)‖ ≤ κ−1 for every ω ∈ Ω. Thus,
uniformity of ME will follow from uniformity of ω 7→ C−1(Tω)ME(ω)C(ω), which
in turn will follow by Step 2 from uniformity of

ω 7→ D(ω) ≡
(
|a|(ω) 0

0 |b|(ω)

)
.

As |a| and |b| are continuous by Step 3 and do not vanish by Step 2, the functions
ln |a|, ln |b| : Ω −→ R are continuous. The desired uniformity of D follows now by
Proposition 3.1 (see proof of Lemma 3.2 for a similar reasoning). Positivity of γ(E)
is immediate from Step 1. 2

A simple but crucial step in the proof of Theorem 2 is to relate the transfer
matrices to subadditive functions. This will allow us to use Lemma 3.5 to show
that the uniformity assumption of Lemma 3.2 and Lemma 3.3 holds for subshifts
satisfying (PW). We proceed as follows. Let (Ω, T ) be a strictly ergodic subshift
and let E ∈ R be given. To the matrix valued function ME we associate the
function FE :W −→ R by setting

FE(x) ≡ log ‖ME(|x|, ω)‖,
where ω ∈ Ω is arbitrary with ω(1) . . . ω(|x|) = x. It is not hard to see that this is
well defined. Moreover, by submultiplicativity of the norm ‖ · ‖, we infer that FE

satisfies FE(xy) ≤ FE(x) + FE(y).

Proposition 4.4. ME is uniform if and only if the limit lim|x|→∞
F E(x)
|x| exists.

Proof. This is straightforward. 2

Now, we can prove the results stated in Section 2.

Proof of Theorem 1. The implication (i)=⇒(ii) is an immediate consequence of
Lemma 4.1. This lemma also shows continuity of the Lyapunov exponent. The
implication (ii)=⇒(i) follows from Lemma 4.2 and Lemma 4.3. 2

Proof of Corollary 2.1 As Σ is closed and has no discrete points by general prin-
ciples on random operators, the Cantor property will follow if Σ has measure zero.
But this follows from the assumption and Theorem 1, as the set {E ∈ R : γ(E) = 0}
has measure zero by the results of Kotani theory discussed in the introduction. 2

Proof of Theorem 2. This is immediate from Lemma 3.5 and Proposition 4.4. 2
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5. Further discussion

In this section we will present some comments on the results proven in the
previous sections.

As shown in the introduction and the proof of Theorem 1, the problem (Z)
for subshifts can essentially be reduced to establishing the inclusion Σ ⊂ {E ∈
R : γ(E) = 0}. This has been investigated for various models by various authors
[5, 6, 7, 13, 19, 42]. All these proofs rely on the same tool viz trace maps (see [1, 9]
for study of trace maps as well). Trace maps are very powerful as they capture the
underlying hierarchical structures. Besides beeing applicable in the investigation of
(Z), trace maps are extremely useful because

• trace map bounds are an important tool to prove absence of eigenvalues.
Actually, most of the cited literature studies both (A) and (Z). In fact, (Z) can
even be shown to follow from a strong version of (A) [19] (cf. [13] as well). While
this makes the trace map approach to (Z) very attractive, it has two drawbacks:

• The analysis of the actual trace maps may be quite hard or even impossible.
• The trace map formalism only applies to substitution-like subshifts.

Thus, trace map methods can not be expected to establish zero-measure spec-
trum in a generality comparable to the validity of the underlying Kotani result.

Let us now compare this with the method presented above. Essentially, our
method has a complementary profile: It does not seem to give information concern-
ing absence of eigenvalues. But on the other hand it only requires a weak ergodic
type condition. This condition is met by subshifts satisfying (PW) and this class
of subshifts contains all primitive substitutions. In particular, it gives information
on the Rudin-Shapiro substitution which so far had been unattainable. Moreover,
quite likely, the condition (PW) will be satisfied for certain circle maps, where (Z)
could not be proven by other means.

All the same, it seems worthwhile pointing out that (PW) does not contain
the class of Sturmian systems whose rotation number has unbounded continued
fraction expansion. This is in fact the only class known to satisfy (Z) (and much
more [6, 12, 15, 16, 17, 27, 28, 41]) not covered by (PW). For this class, one can
use the implication (ii) =⇒ (i) of Theorem 1, to conclude uniform existence of the
Lyapunov exponent as done in Corollary 2.2. Still it seems desirable to give a direct
proof of uniform existence of the Lyapunov exponent for these systems.

Finally, let us give the following strengthening of (the proof of) Theorem 1. It
may be of interest whenever the strictly ergodic system is not a subshift.

Theorem 3. Let (Ω, T ) be strictly ergodic. Then,

Σ = {E ∈ R : γ(E) = 0} ∪ {E ∈ R : ME is not uniform},
where the union is disjoint.

Proof. The union is disjoint by Lemma 4.2. The inclusion “⊃” follows from
Lemma 4.3.

To prove the inclusion “⊂”, let E ∈ R with ME uniform and γ(E) > 0 be given.
By Lemma 3.3, we infer positivity of the Lyapunov exponent for all F ∈ R close
to E. Moreover, by Theorem 4 of [21], for F ∈ R with γ(F ) > 0, uniformity of
MF is equivalent to existence of an n ∈ N and a continuous C : Ω −→ GL(2,R)
such that all entries of C(Tnω)−1MF (n, ω)C(ω) are positive for all ω ∈ Ω. By
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uniformity of ME this latter condition holds for ME . By continuity of (F, ω) 7→
C(Tnω)−1MF (n, ω)C(ω) and compactness of Ω, it must then hold for MF as well
whenever F is sufficiently close to E.

These considerations prove existence of an open interval I ⊂ R containing E on
which uniformity of the transfer matrices and positivity of the Lyapunov exponent
hold (cf. top of page 811 of [21] for related arguments). Now, replacing Γc with I,
one can easily adopt the proof of Lemma 4.1 to obtain the desired inclusion. 2
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Schreiber, P. Häussler, Springer, Berlin (1999)

[4] J. Bellissard, Spectral properties of Schrödinger operators with a Thue-Morse potential, in:
Number theory and physics, Eds. J.-M. Luck, P. Moussa, M. Waldschmidt, Proceedings in
Physics, 47, Berlin, Springer (1989), 140–150

[5] J. Bellissard, A. Bovier, J.-M. Ghez, Spectral properties of a tight binding Hamiltonian with

period doubling potential, Commun. Math. Phys. 135 (1991), 379–399
[6] J. Bellissard, B. Iochum, E. Scoppola, and D. Testard, Spectral properties of one-dimensional

quasi-crystals, Commun. Math. Phys. 125 (1989), 527–543
[7] A. Bovier, J.-M. Ghez, Spectral Properties of One-Dimensional Schrödinger Operators with

Potentials Generated by Substitutions, Commun. Math. Phys. 158 (1993), 45–66; Erratum:
Commun. Math. Phys. 166, (1994), 431–432

[8] J. M. Berezanskii, Expansions in eigenfunctions of self-adjoint operators, Transl. Math. Mono-

graphs 17, Amer. Math. Soc. Providence, R.I. (1968)
[9] M. Casdagli, Symbolic dynamics for the renormalization map of a quasiperiodic Schrödinger

equation, Commun. Math. Phys. 107 (1986), 295–
[10] R. Carmona, J. Lacroix, Spectral theory of Random Schrödinger Operators, Birkhäuser,
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Abstract. We study existence of non-uniform continuous SL(2,R)-valued co-
cycles over uniquely ergodic dynamical systems. We present a class of subshifts
over finite alphabets on which every locally constant cocycle is uniform. On

the other hand, we also show that every irrational rotation admits non-uniform
cocycles. Finally, we discuss characterizations of uniformity.

1. introduction

This paper is concerned with SL(2,R)-valued cocycles over dynamical systems.
Throughout, (Ω, T ) will be a uniquely ergodic dynamical system (i.e. Ω is a compact
metric space, T : Ω −→ Ω is a homeomorphism and there is only one T -invariant
probability measure on Ω). The unique T -invariant probability measure on Ω will
be denoted by µ. Let SL(2,R) denote the group of real-valued 2 × 2-matrices
with determinant equal to one. This is a topological group whose topology is
induced by the standard metric on the 2 × 2-matrices. To a continuous function
A : Ω −→ SL(2,R) we associate the cocycle

A(·, ·) : Z× Ω −→ SL(2,R)

defined by

A(n, ω) ≡

 A(Tn−1ω) · · ·A(ω) : n > 0
Id : n = 0

A−1(Tnω) · · ·A−1(T−1ω) : n < 0.

By the multiplicative ergodic theorem, there exists a Λ(A) ∈ R with

Λ(A) = lim
n→∞

1
n

log ‖A(n, ω)‖

for µ-almost every ω ∈ Ω. Following [6] (cf. [21] as well), we introduce the following
definition.

* This research was supported in part by THE ISRAEL SCIENCE FOUNDATION (grant no.
447/99) and by the Edmund Landau Center for Research in Mathematical Analysis and Related
Areas, sponsored by the Minerva Foundation (Germany).
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Definition 1. Let (Ω, T ) be uniquely ergodic. The continuous function A : Ω −→
SL(2,R) is called uniform if the limit Λ(A) = limn→∞

1
n log ‖A(n, ω)‖ exists for all

ω ∈ Ω and the convergence is uniform on Ω.

Remark 1. For minimal (not necessarily uniquely ergodic) systems, uniform exis-
tence of the limit in the definition already implies uniform convergence, as proven
by Furstenberg and Weiss [7]. Their result is actually even more general and applies
to arbitrary real valued continuous cocycles.

Existence or non-existence of uniform SL(2,R)-valued functions has been studied
by various people, e.g. in [21, 8, 6, 15]. In fact, Walters asked the following question
[21]:

(Q) Does every uniquely ergodic dynamical system with non-atomic measure µ
admit a non-uniform cocycle?

Using results of Veech [20], Walters presents a class of examples admitting non-
uniform cocycles. He also discusses a further class of examples, namely suitable
irrational rotations, for which non-uniformity was shown by Herman [8]. Recently,
Furman carried out a careful study of uniformity of cocycles [6]. For strictly ergodic
dynamical systems, he characterizes uniform cocycles with positive Λ(A) in terms
of uniform diagonalizability. Related results on positivity of cocycles can also be
found in [12].

The aim of this article is to adress (Q) for certain examples and to study con-
ditions for uniformity of cocycles. In order to be more precise recall that (Ω, T ) is
called a subshift over the compact S, if Ω is a closed subset of SZ (with product
topology) invariant under the shift T : SZ −→ SZ, (Ts)(n) ≡ s(n + 1). If S is
finite, it is called the alphabet. A function f on a subshift over S is called locally
constant if there exists an N ∈ N such that

(1) f(ω) = f(ρ), whenever (ω(−N), . . . , ω(N)) = (ρ(−N), . . . , ρ(N)).

Our results will show the following:
• There exist subshifts over finite alphabets which do not admit locally con-

stant non-uniform cocycles (Theorem 1).
• Every irrational rotation admits a non-uniform cocycle (Theorem 2).
• For strictly ergodic dynamical systems, uniformity of A with Λ(A) > 0

follows already from suitable lower bounds on n−1 ln ‖A(n, ω)‖ (Theorem
3).
• For uniquely ergodic dynamical system, uniformity of A with Λ(A) > 0 can

be characterized by a certain uniform hyperbolicity condition (Theorem 4).
As mentioned already, these results are closely related to results of Furman

[6] and Herman [8, 9] respectively. This will be discussed in more detail at the
corresponding places.

This paper is organised as follows. In Section 2, we prove Theorem 1. Section
3 is devoted to a proof of Theorem 2 and discussion of its background. Finally, we
discuss Theorem 3 and Theorem 4 in Section 4.

2. Subshifts with only uniform locally constant functions

In this section we present a class of subshifts over finite alphabets on which every
locally constant cocycle is uniform.
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For a subshift (Ω, T ) over the finite set S, let W be the associated set of finite
words i.e.

W ≡ {ω(n) · · ·ω(n+ k) : ω ∈ Ω, n ∈ Z, k ∈ N0}.
We will use standard concepts from combinatorics on words. In particular, we define
the length |w| of a word w = w(1) . . . w(n) to be n and we denote the number of
copies of v in w by ]v(w) for arbitrary v, w ∈ W. The class of subshifts we are
particularly interested in is presented in the next definition.

Definition 2. A subshift (Ω, T ) over the finite set S is said to satisfy uniform posi-
tivity of weights, (PW), if there exists a constant C > 0 with lim inf |w|→∞

]v(w)
|w| |v| ≥

C for all v ∈ W.

Remark 2. (a) Condition (PW) says roughly that the amount of “space” covered
by a word v ∈ W in a long word w ∈ W is bounded below uniformly in v ∈ W. In
particular, (PW) implies minimality.
(b) The condition (PW) is in particular satisfied for subshifts associated to primitive
substitutions and more generally for linearly recurrent subshifts [5, 16].
(c) It is not hard to see that (PW) implies that the subshift has linear complexity.
More precisely, the number of different words inW of length n is bounded by C−1n
(see e.g. [17]).

Theorem 1. Let (Ω, T ) be a subshift over the finite set S. If (Ω, T ) satisfies (PW),
then every locally constant function G : Ω −→ SL(2,R) is uniform.

The theorem is a rather direct consequence of the following lemma. The lemma
relates (PW) to existence of averages for subadditive functions on W. Recall that
F : W −→ R is called subadditive if F (xy) ≤ F (x) + F (y) for arbitrary x, y ∈ W
with xy ∈ W.

Lemma 2.1. Let (Ω, T ) be a minimal subshift over the finite S. Then, the limit
lim|x|→∞ |x|−1F (x) exists for every subadditive F : W −→ R if and only if (Ω, T )
satisfies (PW).

Proof. One implication follows from Theorem 2 of [16] and the other by Propo-
sition 4.2. of [16]. 2

Proof of Theorem 1. Define FG :W −→ R by

FG(x) ≡ sup{log ‖G(|x|, ω)‖ : ω(1) . . . ω(|x|) = x}.
Apparently, FG is subadditive. Thus, by the preceeding lemma, the limit
lim|x|→∞ |x|−1FG(x) exists. Therefore, it remains to show that

(2) ∆(n, σ, ρ) ≡
∣∣∣∣ 1
n

log ‖G(n, σ)‖ − 1
n

log ‖G(n, ρ)‖
∣∣∣∣

is arbitrarily small for all σ, ρ ∈ Ω with

(3) σ(1) . . . σ(n) = ρ(1) . . . ρ(n)

whenever n ∈ N is large enough. Let N ∈ N be the constant of (1) for the locally
constant G. Consider an arbitrary n ∈ N with n ≥ 2N .

From G(n, ω) = G(N,Tn−Nω)G(n − 2N,TNω)G(N,ω) for arbitrary n ≥ 2N ,
we infer

log ‖G(n, ω)‖ ≤ log ‖G(n− 2N,TNω)‖+ log ‖G(N,Tn−Nω)‖+ log ‖G(N,ω)‖
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as well as G(n− 2N,TNω) = G(N,Tn−Nω)−1G(n, ω)G(N,ω)−1 for arbitrary ω ∈
Ω. Combining this latter equality with the fact that ‖M‖ = ‖M−1‖ for all M ∈
SL(2,R), we infer

log ‖G(n− 2N,TNω)‖ − log ‖G(N,Tn−Nω)‖ − log ‖G(N,ω)‖ ≤ log ‖G(n, ω)‖
for all ω ∈ Ω. By local constancy, we have G(n − 2N,TNσ) = G(n − 2N,TNρ)
whenever σ and ρ satisfy (3) with n ≥ 2N . Thus, for such σ, ρ the above inequalities
yield

|log ‖G(n, σ)‖ − log ‖G(n, ρ)‖| ≤ 4 sup{| log ‖G(N,ω)‖| : ω ∈ Ω}.
As the right hand side is independent of n, this easily gives the desired smallness
of the ∆(n, σ, ρ) in (2) for large n. 2

3. Non-uniform functions

In this section we will discuss certain examples of non-uniform cocycles. These
examples will be based on recent results of the author [15] on spectral theory of cer-
tain Schrödinger operators and known results on positivity of Lyapunov exponents
[1, 2, 9].

Let (Ω, T ) be as above and let f : Ω −→ R be a continuous function. To these
data we can associate a family (Hω)ω∈Ω of operators Hω : `2(Z) −→ `2(Z), ω ∈ Ω,
given by

(4) (Hωu)(n) ≡ u(n+ 1) + u(n− 1) + f(Tn−1ω)u(n).

Such families of operators arise in the study of disordered media. Depending on
the underlying dynamical systems, they provide examples for a variety of interesting
spectral features such as dense pure point spectrum, purely singularly continuous
spectrum and Cantor spectrum of measure zero (see [3, 4] for details and further
references.)

An important tool in the investigation of their spectral theory is the study of
solutions u of the associated eigenvalue equation

(5) u(n+ 1) + u(n− 1) + (ω(n)− E)u(n) = 0

for E ∈ R. It is not hard to see that u is a solution of this equation if and only if

(6)
(
u(n+ 1)
u(n)

)
= ME(n, ω)

(
u(1)
u(0)

)
, n ∈ Z,

where the continuous function ME : Ω −→ SL(2,R) is defined by

(7) ME(ω) ≡
(
E − f(ω) −1

1 0

)
.

As discussed in the introduction ME gives rise to the average γ(E) ≡ Λ(ME).
This average is called the Lyapunov exponent for the energy E. It measures the
rate of exponential growth of solutions of (5).

As is well known (see e.g. Proposition 1.2.2 in [18]), for minimal (Ω, T ) the
spectrum Σ = σ(Hω) of the self-adjoint operator Hω does not depend on the point
ω ∈ Ω. Moreover, for strictly ergodic systems, it was shown by the author in
Theorem 3 of [15] that

(8) Σ = {E : γ(E) = 0} ∪ {E : ME is not uniform },
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where the union is disjoint. This implies immediately the following result.

Lemma 3.1. Let (Ω, T ) be strictly ergodic and (Hω) as above. Then Σ = {E :
ME is not uniform} if and only if γ(E) > 0 for every E ∈ R.

Thus, examples of operators of the form (Hω) with positive Lyapunov exponent
give rise to non-uniform matrices. Indeed, there are well known examples of oper-
ators with uniformly positive Lyapunov exponent and we will discuss one of them
next.

Fix α ∈ (0, 1) irrational and λ > 0. Denote the irrational rotation by α on the
unit circle, S, by Rα (i.e. Rαz ≡ exp(2πiα)z, where i is the square root of −1).
Define fλ : S −→ R by fλ(z) ≡ λ(z + z−1) (i.e. fλ(exp(iθ)) = 2λ cos(θ)). Denote
the associated operators by (Hλ

z ) and their spectrum by Σ(λ). The operators (Hλ
z )

are called almost-Mathieu operators. They have attracted much attention (see e.g.
[10, 11, 13] for further discussion and references). We have the following theorem.

Theorem 2. For arbitrary irrational α ∈ (0, 1) and λ > 1, the function ME is
non-uniform if and only if E belongs to Σ(λ).

Proof. By the foregoing lemma, it suffices to show positivity of γ(E) for every
E ∈ R. This is well known [1, 2] (see [9] for an alternative proof as well). 2

Remark 3. The result shows that every irrational rotation allows for a non-uniform
matrix. This generalizes results of Herman [8], where this was only shown for certain
rotation numbers. Note, however, that the results of [9] combined with Theorem 4
of [6] (or Theorem 4 below) also show existence of non-uniform cocycles for every
irrational rotation. Still, the above result is more explicit in that the set of energies
with non-uniform matrices is identified as Σ(λ).

4. Characterizations of uniformity

In this section we study uniformity of cocycles for uniquely ergodic and strictly
ergodic systems.

Let P = PR2 be the projective space over R2. Thus, P is the space of all
one-dimensional subspaces of R2. To X ∈ R2 \ {0}, we associate the element
[X] = {λX : λ ∈ R} ∈ P. Obviously, every element in P can be written as
[(cos(θ), sin(θ))] with a suitable θ ∈ [0, π]. The space P is a complete metric space,
when equipped with the metric

d([(cos(θ), sin(θ))], [(cos(η), sin(η))]) = min{|θ − η|, |θ − η − π|, |θ − η + π|}

We start with a characterization of uniformity of cocycles for strictly ergodic
systems.

Theorem 3. Let (Ω, T ) be strictly ergodic. Then, a continuous A : Ω −→ SL(2,R)
is uniform with Λ(A) > 0 if and only if there exist m ∈ N and δ > 0 such that
δ ≤ 1

n ln ‖A(n, ω)‖ for all ω ∈ Ω and n ≥ m.

Remark 4. The theorem deals with a uniform lower bound on 1
n ln ‖A(n, ω)‖.

As for an upper bound, we mention Corollary 2 of [6] which shows
lim supn→∞ n−1 ln ‖A(n, ω)‖ ≤ Λ(A) uniformly in ω ∈ Ω for arbitrary (not nec-
essarily uniform) continuous A : Ω −→ SL(2,R).
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The proof of this theorem and of further results will be based on some auxiliary
propositions.

Proposition 4.1. Let (An) be a sequence in SL(2,R). Then, there exists at most
one v ∈ P with ‖AnV ‖ −→ 0, n −→∞, for every V ∈ v.

Proof. Assume the contrary. Then, there exist linearly independent vectors V1

and V2 in R2 with ‖AnVi‖ −→ 0, n −→∞, i = 1, 2. Thus, ‖A‖ −→ 0, n −→ 0 and
this contradicts ‖An‖ ≥ 1 (which is a direct consequence of detAn = 1). 2

Part (a) of the following proposition contains the key to our considerations, viz
the estimate (10) below. We take it from recent work of Last/Simon in [14] which
in turn essentially abstracts a result of Ruelle [19]. As pointed out to the author
by the referee it can also be understood as a consequence of the classical geometric
Morse-Lemma by viewing SL(2,R) as the group of isometries of the hyperbolic
plane and then using that the orbit in question Vn = A−1

n V0 is quasi-geodesic (due
to the assumptions).

While (a) of the proposition is clearly the main new input in our argument, we
will mostly use the the variant of (a) given in part (b) of the proposition.

Proposition 4.2. Let (An) be a sequence of matrices in SL(2,R) with D ≡
supn∈N ‖An+1A

−1
n ‖ < ∞. Define the selfadjoint operator |An| by |An| ≡ (A∗nAn)

1
2

and let un be the eigenspace of |An| associated to the eigenvalue an ≡ ‖|An|‖−1 =
‖An‖−1.
(a) If there exist δ > 0 and m ∈ N with δ ≤ n−1 ln ‖An‖ for n ≥ m then
un is one-dimensional for n ≥ m i.e. un ∈ P, and there exists u ∈ P with
d(un, u) ≤ C exp(−2δn) for every n ≥ m, where C = 2πD2(1− exp(−2δ))−1.
(b) If there exist δ > 0 and m ∈ N with δ ≤ n−1 ln ‖An‖ ≤ 3

2δ for n ≥ m, then
‖AnU‖ ≤ (2C + 1) exp(−2−1δn)‖U‖ for arbitrary n ≥ m and U ∈ u.

Proof. (a) As |An| is selfadjoint, a−1
n = ‖|An|‖ is an eigenvalue of |An|. Thus, by

1 = detAn = det |AN |, the selfadjoint |An| has the eigenvalues a−1
n and an. As by

assumption

(9) 1 < exp(δn) ≤ ‖An‖ = a−1
n for all n ≥ m.

the eigenspace un is then one-dimensional. By (8.5) of [14] (see [19] as well), the
un converge to an element u ∈ P and

(10) d(un, u) ≤
π

2

∞∑
k=n

D2

‖An‖2
.

Combining (9) and (10), we infer

(11) d(un, u) ≤ C exp(−2δn)

with C as above.

(b) Let U ∈ u with ‖U‖ = 1 and n ≥ m be given. By (11), we can find
Un ∈ un with ‖Un‖ = 1 and

(12) ‖U − Un‖ ≤
√

2d([U ], [Un]) ≤ C
√

2 exp(−2δn).

By (9) we have

(13) ‖AnUn‖ = ‖|An|Un‖ = ‖anUn‖ ≤ exp(−δn).
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As, by assumption, ln ‖An‖ ≤ 3
2δn, we obtain

‖AnU‖ ≤ ‖An(U − Un)‖+ ‖AnUn‖ ≤ (2C + 1) exp(−1
2
δn).

This implies (b) 2

We also have the following “uniform version” of the foregoing Proposition.

Proposition 4.3. Let A : Ω −→ SL(2,R) be continuous. For n ∈ Z and
ω ∈ Ω, define the selfadjoint nonnegative operator |A(n, ω)| by |A(n, ω)| =
(A(n, ω)∗A(n, ω))

1
2 and let u(n, ω) be the eigenspace of |A(n, ω)| associated to the

eigenvalue a(n, ω) = ‖A(n, ω)‖−1 = ‖|A(n, ω)|‖−1.
(a) If there exist δ > 0 and m ∈ N with δ ≤ n−1 ln ‖A(n, ω)‖ for every n ≥ m and
every ω ∈ Ω, then u(n, ω) is one-dimensional, i.e. u(n, ω) belongs to P, for n ≥ m
and the functions u(n, ·) converge uniformly to a continuous function u : Ω −→ P.
(b) If there exist δ > 0 and m ∈ N with δ ≤ n−1 ln ‖A(n, ω)‖ ≤ 3

2δ, for all ω ∈ Ω
and n ≥ m, then there exists κ > 0 and C > 0 with ‖A(n, ω)U‖ ≤ C exp(−κn)‖U‖
for every n ∈ N, ω ∈ Ω and U ∈ u(ω).

Proof. To prove (a) and (b), we apply parts (a) and (b) respectively of the foregoing
proposition simultanuously for all ω ∈ Ω. Note that all estimates in the foregoing
proposition are rather explicit and are governed by constants not depending on
ω ∈ Ω. In particular, the functions u(n, ·) converge uniformly. As they are obviously
continuous, their limit is also continuous. 2

Proof of Theorem 3. The “only if” statement is clear. To show the other direction,
we proceed as follows:

By assumption we can apply Proposition 4.3 (a) and obtain a continuous function
u : Ω −→ P (which is the limit of the function u(n, ·)). By the multiplicative ergodic
theorem, there exists a T -invariant set Ω′ ⊂ Ω of full measure with

0 < δ ≤ Λ(A) = lim inf
|n|→∞

1
|n|

ln ‖A(n, ω)‖ = lim sup
|n|→∞

1
|n|

ln ‖A(n, ω)‖

for every ω ∈ Ω′. This, of course, implies

0 < Λ(A) ≤ lim sup
n→∞

1
n

ln ‖A(n, ω)‖ ≤ 4
3

lim inf
n→∞

1
n

ln ‖A(n, ω)‖

for every ω ∈ Ω′. By (b) of Proposition 4.2, we then infer exponential decay
of ‖A(n, ω)U‖ for n → ∞ for arbitrary but fixed ω ∈ Ω′ and U ∈ u(ω). As
Ω′ is invariant and the subspace of R2 with such exponential decay is unique by
Proposition 4.1, we conclude, for ω ∈ Ω′,

(14) [A(n, ω)U ] = u(Tnω)

for n ∈ Z and U ∈ u(ω) \ {0}. Now, by continuity of ω 7→ u(ω) and minimality of
(Ω, T ), we infer validity of (14) for every ω ∈ Ω and n ∈ Z. Similarly, considering
n → −∞, we infer existence of a continuous v : Ω −→ P, ω 7→ v(ω), such that
‖A(n, ω)V ‖ is exponentially decaying for n→ −∞ for every ω ∈ Ω′ and V ∈ v(ω)
and

(15) [A(n, ω)V ] = v(Tnω)

for arbitrary ω ∈ Ω, n ∈ Z and V ∈ v(ω) \ {0}.
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Now, choose, for each ω ∈ Ω, vectors U(ω) ∈ u(ω) and V (ω) ∈ v(ω) with
‖U(ω)‖ = ‖V (ω)‖ = 1. By (14) and (15), there exist a, d : Ω −→ R \ {0}, with
A(ω)U(ω) = a(ω)U(Tω) and A(ω)V (ω) = d(ω)V (Tω). Define the matrix C(ω)
by C(ω) = (U(ω), V (ω)). By ‖U(ω)‖ = ‖V (ω)‖ = 1, U(ω) and V (ω) are unique
up to a multiplication by −1. Moreover, for fixed ω0 ∈ Ω, we can always find a
neighbourhood of ω0 on which U and V can be chosen continuously (as u and v are
continuous). Therefore, the functions

ω 7→ ‖C(ω)‖, ω 7→ |a(ω)|, ω 7→ |d(ω)|
are continuous (as they are invariant under the replacement of U(ω) by −U(ω) or
V (ω) by −V (ω).) A short calculation then gives

ln ‖A(n, ω)U(ω)‖ =


∑n−1

k=0 ln |a(T kω)| : n > 0
0 : n = 0

−
∑−1

k=n ln |a(T kω)| : n < 0.

Thus, the uniform ergodic theorem for continuous functions on uniquely ergodic
systems, yields

1
n

ln ‖A(n, ω)U(ω)‖ −→
∫

Ω

ln |a(ω)| dµ(ω), |n| −→ ∞,

uniformly in ω ∈ Ω. As ‖A(n, ω)U(ω)‖ is exponentially decaying for n → ∞
and ω ∈ Ω′, we see

∫
Ω

ln |a(ω)| dµ(ω) < 0. Putting this together, we infer that
‖A(n, ω)U(ω)‖ is exponentially decaying for n → ∞ and exponentially increasing
for n → −∞ for every ω ∈ Ω. Similarly, ‖A(n, ω)V (ω)‖ can be seen to be expo-
nentially decaying for n → −∞ and exponentially increasing for n → ∞ for every
ω ∈ Ω. In particular, we have u(ω) 6= v(ω) for every ω ∈ Ω. Thus, the matrix C(ω)
is invertible and, by construction, we have

(16) C(Tω)−1A(ω)C(ω) =
(
a(ω) 0

0 d(ω)

)
.

Now, uniformity of A follows easily from continuity of |a| and |b|, as the continuous
functions ω 7→ ‖C(ω)‖ and ω 7→ ‖C−1(ω)‖ are uniformly bounded on the compact
Ω. 2

Corollary 4.4. Let (Ω, T ) be strictly ergodic and (Hω)ω∈Ω as in Section 3. For
E ∈ R, define γmin(E) by γmin(E) ≡ lim infn→∞ min{ 1

n ln ‖ME(n, ω)‖ : ω ∈ Ω}.
Then, Σ = {E ∈ R : γmin(E) = 0}.

Proof. By Theorem 3, we have γmin(E) > 0 if and only if ME is uniform with
γ(E) > 0. But this is equivalent to E /∈ Σ by (8). 2

Remark 5. For the almost-Mathieu operators discussed in Section 3, it is possible
to establish pure point spectrum (provided α, λ are suitable) (see references in Sec-
tion 3). An important issue in the corresponding proofs is to obtain exponentially
growing lower bounds on the modulus of the matrix elements of ME(n, ω) for large
n ∈ N (and suitable ω ∈ Ω and E ∈ R). The corollary shows that these bounds
can not hold uniformly. This contrasts with the validity of uniform upper bounds
discussed in Remark 4.

The methods developed above to treat strictly ergodic systems can be modified
to characterize uniformity of cocylces for uniquely ergodic systems. This is the
content of the next theorem.
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Theorem 4. Let (Ω, T ) be uniquely ergodic and A : Ω −→ SL(2,R) be continuous.
Then the following are equivalent:

(i) A is uniform with Λ(A) > 0.

(ii) There exist constants κ,C > 0 and continuous functions u, v : Ω −→ P with

(17) ‖A(n, ω)U‖ ≤ C exp(−κn)‖U‖ and ‖A(−n, ω)V ‖ ≤ C exp(−κn)‖V ‖.

for arbitrary ω ∈ Ω, n ∈ N, U ∈ u(ω) and V ∈ v(ω).

(iii) There exists δ > 0 and m ∈ N with 0 < δ ≤ 1
n ln ‖A(n, ω)‖ ≤ 3

2δ for every
ω ∈ Ω and n ≥ m.

In this case, u(ω) 6= v(ω), [A(n, ω)U ] = u(Tnω) and [A(n, ω)V ] = v(Tnω) for
arbitrary ω ∈ Ω, n ∈ Z, U ∈ u(ω) and V ∈ v(ω) with U, V 6= 0.

Remark 6. The equivalence of (i) and (ii) in some sense extends the corresponding
result of Furman for strictly ergodic systems [6]. Namely, Theorem 4 of [6] shows
that uniformity of A combined with Λ(A) > 0 holds if and only if A is continuously
cohomologous to a diagonal matrix. Our extension to uniquely ergodic systems
is made possible through the use of Proposition 4.2 (see discussion before this
proposition). Let us also mention that the concept of hyperbolic structure studied
in [9] essentially amounts to (ii) in our context (see [8] for connection to uniformity
as well). Part (iii) of Theorem 4 is new. It is inspired by arguments in [14]. It
provides an analogue of Theorem 3 for uniquely ergodic systems.

Proof of Theorem 4. (i) =⇒ (iii): This is clear.
(iii) =⇒ (ii): The construction of u is immediate from Proposition 4.3. The

construction of v is similar by applying Proposition 4.3 to the function Ã : Ω̃ −→
SL(2,R), where Ω̃ = Ω, Ã(ω) = A(T−1ω)−1 and the action on Ω̃ is given by
T̃ = T−1.

(ii) =⇒ (i): Proposition 4.1 and assumption (ii) imply

(18) [A(n, ω)U ] = u(Tnω) and [A(n, ω)V ] = v(Tnω)

for arbitrary ω ∈ Ω, n ∈ Z, U ∈ u(ω) and V ∈ v(ω) with U, V 6= 0.
Let arbitrary U ∈ u(ω) and n ∈ N be given. By (18) and (ii), we then
have ‖U‖ = ‖A(n, T−nω)A(−n, ω)U‖ ≤ C exp(−κn)‖A(−n, ω)U‖ which implies
‖A(−n, ω)U‖ ≥ C−1 exp(κn)‖U‖. As this holds for all n ∈ N, we infer u(ω) 6= v(ω)
from (ii). Now, (i) follows by mimicking the last part of the proof of Theorem 3.

Note that the last statement of the theorem has been shown in (ii)=⇒(i). 2

To formulate our last result, we recall that the set C(Ω, SL(2,R)) of continuous
functions A : Ω −→ SL(2,R) is a complete metric space when equiped with the
metric

d(A1, A2) ≡ sup
ω∈Ω
‖A1(ω)−A2(ω)‖.

Let U(Ω) be the set of uniform A ∈ C(Ω, SL(2,R)) and U(Ω)+ be the set of those
A ∈ U(Ω) with Λ(A) > 0. Then the following holds (see Theorem 5 of [6] as well).

Theorem 5. Let (Ω, T ) be uniquely ergodic. Then, U(Ω)+ is open in
C(Ω, SL(2,R)) and Λ : U(Ω) −→ R is continuous.
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This is essentially contained in Theorem 5 of [6] and its proof. Note, however,
that there is a slight gap in the proof of that theorem in [6]: Its statement refers
to arbitrary uniquely ergodic systems. But its proof makes crucial use of Theorem
4 of [6], which assumes not only unique ergodicity but also minimality. As far as
the continuity statement goes, this gap can be bridged by restricting attention to
a T -minimal subset Ω0 of Ω. However, it does not seem to be clear that this yields
the openess statement as well. Therefore, we conclude this section by noting that,
given the methods provided in [6], one can base a Proof of Theorem 5 on Theorem
4 above, similarly as the proof of Theorem 5 in [6] is based on Theorem 4 of [6].
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Abstract. This paper is concerned with uniform convergence in the multi-

plicative ergodic theorem on aperiodic subshifts. If such a subshift satisfies
a certain condition, originally introduced by Boshernitzan, every locally con-
stant SL(2,R)-valued cocycle is uniform. As a consequence, the corresponding

Schrödinger operators exhibit Cantor spectrum of Lebesgue measure zero.
An investigation of Boshernitzan’s condition then shows that these results

cover all earlier results of this type and, moreover, provide various new ones.
In particular, Boshernitzan’s condition is shown to hold for almost all circle
maps and almost all Arnoux-Rauzy subshifts.

1. Introduction

This paper is concerned with uniform convergence in the multiplicative ergodic
theorem.

More precisely, let (Ω, T ) be a topological dynamical system Thus, Ω is a compact
metric space and T : Ω −→ Ω is a homeomorphism. Assume furthermore that
(Ω, T ) is uniquely ergodic, that is, there exists a unique T -invariant probability
measure µ on Ω.

As usual the dynamical system (Ω, T ) is called minimal if every orbit {Tnω : n ∈
Z} is dense in Ω. It is called aperiodic if Tnω 6= ω for all ω ∈ Ω and n 6= 0.

Let SL(2,R) be the group of real valued 2×2-matrices with determinant equal to
one equipped with the topology induced by the standard metric on 2× 2 matrices.

To a continuous function A : Ω −→ SL(2,R) we associate the cocycle

A(·, ·) : Z× Ω −→ SL(2,R)

defined by

A(n, ω) ≡

 A(Tn−1ω) · · ·A(ω) : n > 0
Id : n = 0

A−1(Tnω) · · ·A−1(T−1ω) : n < 0.

D. D. was supported in part by NSF grant DMS–0227289.
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By the multiplicative ergodic theorem, there exists a Λ(A) ∈ R with

(1) Λ(A) = lim
n→∞

1
n

log ‖A(n, ω)‖

for µ-almost every ω ∈ Ω. Now, it is well known that unique ergodicity of (Ω, T ) is
equivalent to uniform convergence in the Birkhoff additive ergodic theorem when
applied to continuous functions. Therefore, it is natural to investigate uniform
convergence in (1). This motivates the following definition.

Definition 1.1. [39, 90]. Let (Ω, T ) be uniquely ergodic. The continuous function
A : Ω −→ SL(2,R) is called uniform if the limit Λ(A) = limn→∞

1
n log ‖A(n, ω)‖

exists for all ω ∈ Ω and the convergence is uniform on Ω.

Remark 1. For minimal topological dynamical systems, uniform existence of the
limit in the definition implies uniform convergence. This was proven by Furstenberg
and Weiss [40]. In fact, their result is even more general and applies to arbitrary
real-valued continuous cocycles.

Various aspects of uniformity of cocycles have been considered in the past:

A first topic has been to provide examples of non-uniform cocycles. In fact, in
[90] Walters asks the question whether every uniquely ergodic dynamical system
with non-atomic measure µ admits a non-uniform cocycle. He presents a class of
examples admitting non-uniform cocycles based on results of Veech [86]. He also
gives another class of examples, namely suitable irrational rotations, for which non-
uniformity was shown by Herman [45]. In general, however, Walters’ question is
still open.

A different line of study has been pursued by Furman in [39]. He characterizes
uniformity of A on a given uniquely ergodic minimal (Ω, T ) by a suitable hyper-
bolicity condition. The results of Furman can essentially be extended to uniquely
ergodic systems (and, in fact, a strengthening of some sort can be obtained for min-
imal uniquely ergodic systems), as shown by Lenz in [65]. They also give that the
corresponding results of [46] provide examples of non-uniform cocycles as discussed
in [65].

Finally, somewhat complementary to Walters’ original question, it is possible
to study conditions on subshifts over finite alphabets which imply uniformity of
locally constant cocycles. This topic and variants of it have been discussed at
various places [23, 47, 62, 63, 64, 65]. It is the main focus of the present article.
It is not only of intrinsic interest but also relevant in the study of spectral theory
of certain Schrödinger operators, as recently shown by Lenz [63] (see below for
details).

To elaborate on this and state our main results, we recall some further notions.
(Ω, T ) is called a subshift over A if A is finite with discrete topology and Ω

is a closed T -invariant subset of AZ, where AZ carries the product topology and
T : AZ −→ AZ is given by (Ts)(n) := s(n+ 1). A function F on Ω is called locally
constant if there exists an N ∈ N with

(2) F (ω) = F (ρ) whenever (ω(−N), . . . , ω(N)) = (ρ(−N), . . . , ρ(N)).

We will freely use notions from combinatorics on words (see, e.g., [67, 68]). In
particular, the elements of A are called letters and the elements of the free monoid
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A∗ over A are called words. The length |w| of a word w is the number of its letters.
The number of occurrences of a word w in a word x is denoted by #w(x).

Each subshift (Ω, T ) over A gives rise to the associated set of words

(3) W(Ω) := {ω(k) · · ·ω(k + n− 1) : k ∈ Z, n ∈ N, ω ∈ Ω}.
For w ∈ W, we define

Vw := {ω ∈ Ω : ω(1) · · ·ω(|w|) = w}.
Finally, if ν is a T -invariant probability measure on (Ω, T ) and n ∈ N, we set

(4) ην(n) := min{ν(Vw) : w ∈ W, |w| = n}.
If (Ω, T ) is uniquely ergodic with invariant probability measure µ , we set η(n) :=
ηµ(n).

Definition 1.2. Let (Ω, T ) be a subshift over A. Then, (Ω, T ) is said to satisfy
condition (B) if there exists an ergodic probability measure ν on Ω with

lim sup
n→∞

n ην(n) > 0.

Thus, (Ω, T ) satisfies (B) if and only if there exists an ergodic probability measure
ν on Ω, a constant C > 0 and a sequence (ln) in N with ln →∞ for n→∞ such
that |w|ν(Vw) ≥ C whenever w ∈ W(Ω) with |w| = ln for some n ∈ N.

This condition was introduced by Boshernitzan in [11] (also see [12] for related
material). For minimal interval exchange transformations, it was shown to imply
unique ergodicity by Veech in [89]. Finally, in [14], Boshernitzan showed that it
implies unique ergodicity for arbitrary minimal subshifts.

Our main result is:

Theorem 1. Let (Ω, T ) be a minimal subshift which satisfies (B). Let A : Ω −→
SL(2,R) be locally constant. Then, A is uniform.

As discussed below, this result covers all earlier results of this form as given in
[23, 47, 64, 65]. Moreover, as we will show below, it also applies to various new
examples, including many circle maps and Arnoux-Rauzy subshifts. This point is
worth emphasizing, as most circle maps and Arnoux-Rauzy subshifts seem to have
been rather out of reach of earlier methods.

The proof of the main result is based on two steps. In the first step, we give
various equivalent characterizations of condition (B). This is made precise in The-
orem 5. This result may be of independent interest. In our context it shows that
(B) implies uniform convergence on “many scales.” In the second step, we use the
so-called Avalanche Principle introduced by Goldstein and Schlag in [41] and ex-
tended by Bourgain and Jitomirskaya in [15] to conclude uniform convergence from
uniform convergence on “many scales.”

As a by-product of our proof, we obtain a simple combinatorial argument for
unique ergodicity for subshifts satisfying (B). Unlike the proof given in [14], we do
not need any apriori estimates on the number of invariant measures.

As mentioned already, our results are particularly relevant in the study of certain
Schrödinger operators. This is discussed next:

To each bounded V : Z −→ R, we can associate the Schrödinger operator HV :
`2(Z) −→ `2(Z) acting by

(HV u)(n) ≡ u(n+ 1) + u(n− 1) + V (n)u(n).
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The spectrum of HV is denoted by σ(HV ).
Now, let (Ω, T ) be a subshift over A and assume without loss of generality

that A ⊂ R. Then, (Ω, T ) gives rise to the family (Hω)ω∈Ω of selfadjoint opera-
tors. These operators arise in the study of aperiodically ordered solids, so-called
quasicrystals. They exhibit interesting spectral features such as Cantor spectrum
of Lebesgue measure zero, purely singularly continuous spectrum and anomalous
transport. They have attracted a lot of attention in recent years (see, e.g., the
surveys [21, 85] and discussion below for details). Recently, Lenz has shown that
uniformity of certain locally constant cocycles is intimately related to Cantor spec-
trum of Lebesgue measure zero for these operators [63]. This can be combined with
our main result to give the following theorem (see below for details).

Theorem 2. Let (Ω, T ) be a minimal subshift which satisfies (B). If (Ω, T ) is
aperiodic, then there exists a Cantor set Σ ⊂ R of Lebesgue measure zero with
σ(Hω) = Σ for every ω ∈ Ω.

This result covers all earlier results on Cantor spectrum of measure zero [1, 7,
8, 16, 24, 25, 63, 66, 73, 83, 84] as discussed below. More importantly, it gives
various new ones. In particular, it covers almost all circle maps and Arnoux-Rauzy
subshifts.

To give a flavor of these new examples, we mention the following theorem. Define
for α, θ, β ∈ (0, 1) arbitrary, the function

Vα,β,θ : Z −→ {0, 1}, by Vα,β,θ(n) := χ[1−β,1)(nα+ θ mod 1),

where χM denotes the characteristic function of the set M . These functions are
called circle maps.

Theorem 3. Let α ∈ (0, 1) be irrational. Then, we have the following:
(a) For almost every β ∈ (0, 1), the spectrum σ(HVα,β,θ

) is a Cantor set of Lebesgue
measure zero for every θ ∈ (0, 1).
(b) If α has bounded continued fraction expansion, then σ(HVα,β,θ

) is a Cantor set
of Lebesgue measure zero for every β ∈ (0, 1) and every θ ∈ (0, 1).

Remark 2. This result is particularly relevant as all earlier results on Cantor
spectrum for circle maps [1, 8, 24, 83, 84] only cover a set of parameters (α, β) of
Lebesgue measure zero in (0, 1)× (0, 1) (cf. Appendix A).

Finally, we mention the following by-product of our investigation. Details (and
precise definitions) will be discussed in Section 8.

Theorem 4. Let (Ω, T ) be a minimal subshift which satisfies (B) and (Hω)ω∈Ω the
associated family of operators. Then the Lyapunov exponent γ : R −→ [0,∞) is
continuous.

The paper is organized as follows: In Section 2 we study condition (B) and show
its equivalence to various other conditions. As a by-product this shows unique
ergodicity of subshifts satisfying (B). Moreover, it is used in Section 3 to give a
proof of our main result. Stability of the results under certain operations on the
subshift is discussed in Section 4. In Section 5 we discuss examples for which (B) is
known to hold. New examples, viz certain circle maps and Arnoux-Rauzy subshifts,
are given in Sections 6 and 7. Finally, the application to Schrödinger operators is
discussed in Section 8.
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2. Boshernitzan’s Condition (B)

In this section, we give various equivalent characterizations of (B). This is made
precise in Theorem 5. Then, we provide a new proof of unique ergodicity for systems
satisfying (B) in Theorem 6. Theorem 5 in some sense generalizes the main results
of [62] and its proof heavily uses and extends ideas from there.

To state our result, we need some preparation. We start by introducing a variant
of Boshernitzan’s condition (B). Namely, if (Ω, T ) is a subshift, we define for w ∈
W(Ω) the set Uw by

Uw := {ω ∈ Ω : ∃n ∈ {0, 1, . . . , |w| − 1} such that ω(−n+ 1) . . . ω(−n+ |w|) = w}.
If ω belongs to Uw, we say that w occurs in ω around one.

Definition 2.1. Let (Ω, T ) be a subshift over A. Then, (Ω, T ) is said to satisfy
condition (B’) if there exists an ergodic probability measure ν on Ω, a constant
C ′ > 0, and a sequence (l′n) in N with l′n → ∞ for n → ∞ such that ν(Uw) ≥ C ′

whenever w ∈ W(Ω) with |w| = l′n for some n ∈ N.

Next, we discuss a consequence of Kingman’s ergodic theorem. Recall that
F :W(Ω) −→ R is called subadditive if it satisfies F (xy) ≤ F (x) + F (y) whenever
x, y, xy ∈ W(Ω), where (Ω, T ) is an arbitrary subshift.

Proposition 2.2. Let (Ω, T ) be a uniquely ergodic subshift with invariant proba-
bility measure µ. Let F : W(Ω) −→ R be subadditive, then there exists a number
Λ(F ) ∈ R ∪ {−∞} with

Λ(F ) = lim
n→∞

n−1F (ω(1) · · ·ω(n))

for µ-almost every ω in Ω.

Proof. For n ∈ N, we define the continuous function fn : Ω −→ R, by

fn(ω) := F (ω(1) . . . ω(n)).

As F is subadditive, (fn) is a subadditive cocycle. Thus Kingman’s subadditive
theorem applies. This proves the statement. �

Theorem 5. Let (Ω, T ) be a minimal subshift over A. Then the following condi-
tions are equivalent:

(i) (Ω, T ) satisfies (B).
(ii) (Ω, T ) satisfies (B’).
(iii) (Ω, T ) is uniquely ergodic and there exists a sequence (l′n) in N with l′n →∞

for n → ∞ such that limn→∞ |wn|−1F (wn) = Λ(F ) for every subadditive
F and every sequence (wn) in W(Ω) with |wn| = l′n for every n ∈ N.

The remainder of this section is devoted to a proof of this theorem. The proof
will be split into several parts.

Lemma 2.3. Let (Ω, T ) be a minimal subshift. Then, (Ω, T ) satisfies (B) if and
only if it satisfies (B’).

Proof. If (Ω, T ) is periodic, validity of (B) and (B’) is immediate. Thus, we can
restrict our attention to aperiodic (Ω, T ).

Apparently, ν(Uw) ≤ |w|ν(Vw) for all w ∈ W(Ω) and all ergodic probability
measures ν on Ω. Thus, (B’) implies (B) (with the same ν, ln, and C).
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Conversely, assume that (Ω, T ) satisfies (B). We will show that it satisfies (B’)
with l′n = [2ln/3] + 1, n ∈ N, and C ′ = C/9. Here, for arbitrary a ∈ R, we set
[a] := sup{n ∈ Z : n ≤ a}.

Consider v ∈ W(Ω) with |v| = l′n for some n ∈ N. Choose w ∈ W(Ω) with
|w| = ln such that v is a prefix of w. There are two cases:

Case 1. There exists a primitive x ∈ W(Ω) and a prefix x̃ of x such that w = xkx̃
for some k ≥ 6.

As (Ω, T ) is minimal and aperiodic, the word x does not occur with arbitrarily
high powers. Thus, we can find y ∈ W(Ω) such that

w̃ := xk−1y ∈ W(Ω)

satisfies |w̃| = ln but xk is not a prefix of w̃. Now, as x is primitive, it does not
appear non-trivially in xk−1. Therefore, different copies of w̃ have distance at least
(k − 2)|x|. This gives

ν(U ew) ≥ (k − 2)|x|ν(V ew) ≥ (k − 2)|x|
(k + 2)|x|

|w̃|ν(V ew) ≥ 1
2
C.

Moreover, by construction, v is a subword of w̃ (and even of xk−1) with

|v|
|w̃|
≥ 1

2
.

Putting these estimates together, we infer

ν(Uv) ≥ 1
2
ν(U ew) ≥ 1

2
· 1
2
· C =

C

4
.

Case 2. There does not exist a primitive x inW and a prefix x̃ of x with w = xkx̃
for some k ≥ 6.

In this case, different copies of w have distance at least 1
6 |w|. Therefore, we have

ν(Uw) ≥ 1
6
|w|ν(Vw)

and this gives

ν(Uv) ≥ 2
3
ν(Uw) ≥ 2

3
· 1
6
· |w|ν(Vw) ≥ 1

9
C.

In both cases the desired estimates hold and the proof of the lemma is finished.
�

We next give our proof of unique ergodicity for systems satisfying (B’). The
proof proceeds in two steps. In the first step, we use (B’) to show existence of
the frequencies along certain sequences. In the second step, we show existence of
the frequencies along all sequences. Let us emphasize that it is exactly this two-
step procedure which is underlying the proof of our main result on locally constant
matrices. However, in that case the details are more involved.

We need the following proposition.

Proposition 2.4. Let (Ω, T ) be a subshift with ergodic probability measure ν. Let
f : Ω −→ R be a bounded measurable function. Then,

lim
n,m≥0,n+m→∞

1
n+m

n∑
k=−m

f(T kω) = ν(f)

for ν-almost every ω ∈ Ω.
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Proof. By Birkhoff’s ergodic theorem, we have both

lim
n→∞

1
n

n−1∑
k=0

f(T kω) = ν(f) and lim
m→∞

1
m

0∑
k=−m

f(T kω) = ν(f)

for ν-almost every ω ∈ Ω. Now, for every sequence (ak)k∈Z with

lim
n→∞

1
n

n∑
k=0

ak = lim
m→∞

1
m

0∑
k=−m

ak = a,

one easily infers

lim
n,m≥0,n+m→∞

1
n+m

n∑
k=−m

ak = a.

The statement follows immediately. �

Theorem 6. If the subshift (Ω, T ) satisfies (B’), it is uniquely ergodic and minimal.

Proof. It suffices to show that the frequencies lim|x|→∞
#w(x)
|x| exist for every w ∈ W.

Then, the system is uniquely ergodic by standard reasoning. Moreover, in this case,
the system is minimal as well as all frequencies are positive by (B’).

Thus, let an arbitrary w ∈ W(Ω) be given. We proceed in two steps.
Step 1. For all ε > 0, there exists an n0 = n0(ε) with

∣∣∣#w(x)
|x| − ν(Vw)

∣∣∣ ≤ ε

whenever |x| = l′n with n ≥ n0.

Step 2. For ε > 0, there exists an N0 = N0(ε) with
∣∣∣#w(x)
|x| − ν(Vw)

∣∣∣ ≤ ε

whenever |x| ≥ N0.
Here, Step 2 follows easily from Step 1 by partitioning long words x into pieces

of length l′n with sufficiently large n ∈ N.
Thus, we are left with the task of proving Step 1. To do so, assume the contrary.

Then, there exist δ > 0, (xn) in W and (l′k(n)) in N with |xn| = l′k(n), k(n) −→ ∞
and

(5)
∣∣∣∣#w(xn)
|xn|

− ν(Vw)
∣∣∣∣ ≥ δ

for every n ∈ N. Consider

E :=
∞⋂

n=1

∞⋃
k=n

Uxk
.

By (B’), we have
ν(E) = lim

n→∞
ν(∪∞k=nUxk

) ≥ C ′ > 0.

Thus, by Proposition 2.4, we can find an ω in E with

(6) lim
n,m≥0,n+m→∞

#w(ω(−m) . . . ω(n))
n+m

= ν(Vw).

As ω belongs to E, there are infinitely many xn occurring around one in ω. Now,
if we calculate the occurrences of w along this sequence of xn, we stay away from
ν(Vw) by at least δ according to (5). On the other hand, by (6), we come arbitrarily
close to ν(Vw) when calculating the frequency of w along any sequence of words
occurring in ω around one. This contradiction proves Step 1 and therefore finishes
the proof of the theorem by the discussion above. �
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Our next task is to relate (B’) and convergence in subadditive ergodic theorems.
We need two auxiliary results.

Proposition 2.5. Let (Ω, T ) be a uniquely ergodic subshift and F : W(Ω) −→ R
be subadditive. Then, lim sup|x|→∞ |x|−1F (x) ≤ Λ(F ).

Proof. Define fn as in the proof of Proposition 2.2. Then, the statement is a direct
consequence of Corollary 2 in [39]. �

Proposition 2.6. Let (Ω, T ) be a uniquely ergodic subshift with invariant proba-
bility measure µ. Let w ∈ W(Ω) be arbitrary and denote by χUw the characteristic
function of Uw. Then,

lim
n→∞

1
n

n−1∑
k=0

χUw
(T kω) = µ(Uw)

uniformly in ω ∈ Ω.

Proof. As Uw is both closed and open, the characteristic function χUw is continuous.
Thus, the statement follows from unique ergodicity. �

Now, our result on subadditive ergodic theorems and (B’) reads as follows.

Lemma 2.7. Let (Ω, T ) be a uniquely ergodic and minimal subshift. Let (wn) be
a sequence in W(Ω) with |wn| −→ ∞, n → ∞. Then, the following assertions are
equivalent:

(i) limn→∞ |wn|−1F (wn) = Λ(F ) for every subadditive F :W(Ω) −→ R.
(ii) There exists a C ′ > 0 with µ(Uwn

) ≥ C ′ for every n ∈ N.

Proof. The proof can be thought of as an adaptation and extension of the proofs
of Lemma 3.1 and Lemma 3.2 in [62] to our setting.

(i) =⇒ (ii). Assume the contrary. Then, the sequence (µ(Uwn)) is not bounded
away from zero. By passing to a subsequence, we may then assume without loss of
generality that

(7)
∞∑

n=1

µ(Uwn
) <

1
2
.

As (Ω, T ) is minimal, we have µ(Uwn
) > 0 for every n ∈ N. Moreover, by assump-

tion, we have

(8) |wn| −→ ∞, n −→∞.

For w, x ∈ W(Ω), we say that w occurs in x around j ∈ {1, . . . , |x|} if there exists
l ∈ N with l ≤ j < l + |w| − 1 and x(l) . . . x(l + |w| − 1) = w.

Now, define for n ∈ N, the function Fn :W(Ω) −→ R by

Fn(x) := #{j ∈ {1, . . . , |x|} : wn occurs in x around j}.

Here, #M denotes the cardinality of M . Thus Fn(x) measures the amount of
“space” covered in x by copies of wn. Obviously, −Fn is subadditive for every
n ∈ N.
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The definition of Fn shows

Fn(ω(1) . . . ω(m)) =
m−|wn|−1∑

k=0

χUwn
(T kω)

for arbitrary ω ∈ Ω and m ∈ N. Thus, by Proposition 2.6, we have

lim
|x|→∞

|x|−1Fn(x) = µ(Uwn
)

for arbitrary but fixed n ∈ N.
Invoking this equality and (7) and (8), we can choose inductively for every k ∈ N

a number n(k) ∈ N with

|wn(k+1)|
2

> |wn(k)|
and

k∑
j=1

Fn(j)(x)
|x|

<
1
2
,

whenever |x| ≥ |wn(k+1)|. It is not hard to see that

F (x) :=
∞∑

j=1

Fn(2j)(x)

is finite for every x ∈ W(Ω) and −F : W(Ω) −→ R, x 7→ −F (x), is subadditive.
Therefore, by our assumption (i) the limit

−Λ(−F ) = lim
n→∞

F (wn)
|wn|

exists. On the other hand, for every k ∈ N, we have
F (wn(2k))
|wn(2k)|

≥
Fn(2k)(wn(2k))
|wn(2k)|

= 1

as well as

F (wn(2k+1))
|wn(2k+1)|

=
1

|wn(2k+1)|

k∑
j=1

Fn(2j)(wn(2k+1)) ≤
1

|wn(2k+1)|

2k∑
j=1

Fn(j)(wn(2k+1)) <
1
2
.

This is a contradiction and the proof of this part of the lemma is finished.

(ii) =⇒ (i). Let F :W(Ω) −→ R be subadditive. By Proposition 2.5, we have

(9) lim sup
|x|→∞

F (x)
|x|

≤ Λ(F ).

Thus, it remains to show

Λ(F ) ≤ lim inf
n→∞

F (wn)
|wn|

.

Assume the contrary. Then, Λ(F ) > −∞ and there exists a subsequence (wn(k)) of
(wn) and δ > 0 with

(10)
F (wn(k))
|wn(k)|

≤ Λ(F )− δ

for every k ∈ N. For w, x ∈ W(Ω), we define #∗
w(x) to be the maximal number of

disjoint copies of w in x.
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It is not hard to see that

|w| ·#∗
w(ω(1) . . . ω(m)) ≥ 1

2

m−|w|−1∑
k=0

χUw
(T kω)

for all ω ∈ Ω and m ∈ N. By Proposition 2.6, this implies

lim inf
|x|→∞

#∗
w(x)
|x|

|w| ≥ 1
2
µ(Uw).

Combining this with our assumption (ii), we infer

(11) lim inf
|x|→∞

#∗
wn(k)

(x)

|x|
|wn(k)| ≥

C ′

2

for every k ∈ N. By (9), we can choose L0 such that

(12)
F (x)
|x|

≤ Λ(F ) +
C ′

16
δ,

whenever |x| ≥ L0. Fix k ∈ N with |wn(k)| ≥ L0. Using (11), we can now find
an L1 ∈ R such that every x ∈ W(Ω) with |x| ≥ L1 can be written as x =
x1wn(k)x2wn(k) . . . xlwn(k)xl+1 with

(13)
l − 2

2
≥ C ′

8
|x|
|wn(k)|

.

Now, considering only every other copy of wn(k) in x, we can write x as x =
y1wn(k)y2 . . . yrwn(k)yr+1, with |yj | ≥ |wn(k)| ≥ L0, j = 1, . . . , r + 1, and by (13)

r ≥ l − 2
2
≥ C ′

8
|x|
|wn(k)|

.

Using (12), (10) and this estimate, we can now calculate

F (x)
|x|

≤
r+1∑
j=1

F (yj)
|yj |

|yj |
|x|

+
F (wn(k))
|wn(k)|

r|wn(k)|
|x|

≤
r+1∑
j=1

(Λ(F ) +
C ′

16
δ)
|yj |
|x|

+ (Λ(F )− δ)
r|wn(k)|
|x|

≤ Λ(F ) +
C ′

16
δ − C ′

8
|x|
|wn(k)|

|wn(k)|
|x|

δ

≤ Λ(F )− C ′

16
δ.

As this holds for arbitrary x ∈ W(Ω) with |x| ≥ L1, we arrive at the obvious
contradiction Λ(F ) ≤ Λ(F )− C′

16 δ. This finishes the proof. �

Proof of Theorem 5. Given the previous results, the proof is simple: The equiva-
lence of (i) and (ii) is shown in Lemma 2.3. The implication (ii) =⇒ (iii) follows from
Theorem 6 combined with Lemma 2.7. The implication (iii) =⇒ (ii) is immediate
from Lemma 2.7. This finishes the proof of Theorem 5. �
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3. Uniformity of Locally Constant Cocycles

In this section we provide a proof of our main result, Theorem 1. As mentioned
already, the cornerstones of the proof are Theorem 5 and the so-called Avalanche
Principle, introduced in [41] and later extended in [15].

We use the Avalanche Principle in the following form given in Lemma 5 of [15].

Lemma 3.1. There exist constants λ0 > 0 and κ > 0 such that∣∣∣∣∣∣log ‖AN . . . A1‖+
N−1∑
j=2

log ‖Aj‖ −
N−1∑
j=1

log ‖Aj+1Aj‖

∣∣∣∣∣∣ ≤ κ ·N
exp(λ)

,

whenever N = 3P with P ∈ N and A1, . . . , AN are elements of SL(2,R) such that
• log ‖Aj‖ ≥ λ ≥ λ0 for every j = 1, . . . , N ;
• | log ‖Aj‖+ log ‖Aj+1‖ − log ‖AjAj+1‖| < 1

2λ for every j = 1, . . . , N .

Remark 3. Actually, Lemma 5 in [15] is more general in that more general N are
allowed.

Before we can give the proof of Theorem 1, we need one more auxiliary result.

Proposition 3.2. Let (Ω, T ) be an arbitrary subshift and A : Ω −→ SL(2,R) a
locally constant function. Then,

0 = lim
n→∞

sup
{

1
n
|log ‖A(n, ω)‖ − log ‖A(n, ρ)‖| : ω(1) . . . ω(n) = ρ(1) . . . ρ(n)

}
.

Proof. As A is locally constant, there exists an N ∈ N such that A(ω) = A(ρ),
whenever ω(−N) . . . ω(N) = ρ(−N) . . . ρ(N). Thus,

A(n− 2N,TNω) = A(n− 2N,TNρ),

whenever n ≥ 2N and ω(1) . . . ω(n) = ρ(1) . . . ρ(n). Moreover, for arbitrary matri-
ces X,Y, Z in SL(2,R), we have

log ‖Y ‖ − log ‖X‖ − log ‖Z‖ ≤ log ‖XY Z‖ ≤ log ‖X‖+ log ‖Y ‖+ log ‖Z‖,
where we used the triangle inequality as well as ‖M‖ = ‖M−1‖ for M ∈ SL(2,R).
Finally, we have

A(n, σ) = A(N,Tn−Nσ)A(n− 2N,TNσ)A(N,σ).

Putting these three equations together, we arrive at the desired conclusion. �

Remark 4. Let us point out that the previous proposition is the only point in our
considerations where local constancy of A enters. In particular, our main result
holds for all A for which the conclusion of the proposition holds.

Proof of Theorem 1. Let (Ω, T ) be a subshift satisfying (B) and let A : Ω −→
SL(2,R) be locally constant. We have to show that A is uniform.

Case 1. Λ(A) = 0: As A takes values in SL(2,R), we have ‖A(n, ω)‖ ≥ 1 and
the estimate

0 ≤ lim inf
n→∞

1
n

log ‖A(n, ω)‖

holds uniformly in ω ∈ Ω. On the other hand, by Corollary 2 of [39], we have

lim sup
n→∞

1
n

log ‖A(n, ω)‖ ≤ Λ(A)
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uniformly in ω ∈ Ω. This shows the desired uniformity in this case.

Case 2. Λ(A) > 0: Define F :W(Ω) −→ R by

F (x) := sup{log ‖A(n, ω)‖ : ω(1) . . . ω(n) = x}.

Apparently, F is subadditive. As discussed above, there exists then Λ(F ) with

Λ(F ) = lim
n→∞

F (ω(1) . . . ω(n))
n

for µ-almost every ω ∈ Ω. On the other hand, by the multiplicative ergodic theorem,
there also exists Λ(A) with

Λ(A) = lim
n→∞

log ‖A(n, ω)‖
n

for µ-almost every ω ∈ Ω. By Proposition 3.2, we infer that Λ(A) = Λ(F ). Sum-
marizing, we have

(14) Λ(A) = Λ(F ) > 0.

Combining this equation with Theorem 5, we infer

lim
n→∞

F (wn)
|wn|

= Λ(A),

whenever (wn) is a sequence with |wn| = l′n. Also, combining (14) with Proposition
2.5, we infer

lim sup
n→∞

1
n

log ‖A(n, ω)‖ ≤ lim sup
|x|→∞

F (x)
|x|

≤ Λ(A)

uniformly in ω ∈ Ω. It remains to show

Λ(A) ≤ lim inf
n→∞

1
n

log ‖A(n, ω)‖

uniformly in ω ∈ Ω. To do so, let ε > 0 with ε ≤ 1/12 be given.
The preceding considerations and Proposition 3.2 give existence of n0 ∈ N such

that with

l :=
l′n0

2
,

the following holds:
(I) log ‖A(n, ω)‖ ≤ Λ(A)(1 + ε)n for all ω ∈ Ω whenever n ≥ l.

(II) log ‖A(2l, ω)‖ ≥ Λ(A)(1− ε)2l for all ω ∈ Ω.
(III) Λ(A)(1− 3ε)l ≥ λ0.
(IV) 2κ

l exp(λ0)
< εΛ(A).

Here, λ0 and κ are the constants from Lemma 3.1. Using (II), subadditivity and
(I), we can calculate

Λ(A)(1− ε)2l ≤ log ‖A(2l, ω)‖
≤ log ‖A(l, ω)‖+ log ‖A(l, T lω)‖
≤ log ‖A(l, ω)‖+ Λ(A)(1 + ε)l.

This implies Λ(A)(1− 3ε)l ≤ log ‖A(l, ω)‖ and therefore by (III),

(15) λ0 ≤ Λ(A)(1− 3ε)l ≤ log ‖A(l, ω)‖
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for every ω ∈ Ω. Moreover, by subadditivity, (I) and (II), we have∣∣log ‖A(l, ω)‖+ log ‖A(l, T lω)‖ − log ‖A(2l, ω)‖
∣∣

= log ‖A(l, ω)‖+ log ‖A(l, T lω)‖ − log ‖A(2l, ω)‖
≤ Λ(A)2l(1 + ε)− log ‖A(2l, ω)‖
≤ Λ(A)2l(1 + ε)− Λ(A)2l(1− ε)
= Λ(A)4lε

for arbitrary ω ∈ Ω. Using the assumption ε ≤ 1/12, we infer

(16)
∣∣log ‖A(l, ω)‖+ log ‖A(l, T lω)‖ − log ‖A(l, ω)‖

∣∣ ≤ 1
2
Λ(A)(1− 3ε)l.

Equations (15) and (16) and (III) show that the Avalanche Principle, Lemma 3.1,
with

λ = Λ(A)(1− 3ε)l
can be applied to the matrices A1, . . . , AN , where N = 3P with P ∈ N arbitrary
and

Aj = A(l, T (j−1)lω), j = 1, . . . , N
with ω ∈ Ω arbitrary. This gives∣∣∣∣∣∣log ‖AN . . . A1‖+

N−1∑
j=2

log ‖Aj‖ −
N−1∑
j=1

log ‖Aj+1Aj‖

∣∣∣∣∣∣ ≤ κN

exp(λ)
.

This yields

log ‖AN . . . A1‖ ≥
N−1∑
j=1

log ‖Aj+1Aj‖ −
N−1∑
j=2

log ‖Aj‖ −
κ ·N

exp(λ)

≥ (N − 1)Λ(A)(1− ε)2l − (N − 2)Λ(A)(1 + ε)l − κ ·N
exp(λ)

= Λ(A)Nl(1− 3ε) + Λ(A)4εl − κ ·N
exp(λ)

≥ Λ(A)Nl(1− 3ε)− κ ·N
exp(λ)

.

Here, we used (I) and (II) in the second step and positivity of Λ(A)4εl in the last
step. Dividing by by n := Nl, and invoking (IV), we obtain

(17) Λ(A)(1− 4ε) ≤ 1
n

log ‖A(n, ω)‖

for all ω ∈ Ω and all n = 3P · l with P ∈ N.
We finish the proof by showing that

(18) Λ(A)(1− 44ε) ≤ 1
n

log ‖A(n, ω)‖

for all n ≥ l and all ω ∈ Ω. As ε was arbitrary, this gives the desired statement.
To show (18), choose ω ∈ Ω and and n ≥ l. Let P ∈ N ∪ {0} be such that

3P · l ≤ n < 3P+1 · l.
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Then, by (17) and subadditivity we have

Λ(A)(1− 4ε) ≤ 1
3P+2l

log ‖A(3P+2l, ω)‖

≤ 1
3P+2l

log ‖A(n, ω)‖+
1

3P+2l
log ‖A(3P+2l − n, Tnω)‖

≤ 1
n

log ‖A(n, ω)‖ · n

3P+2l
+ Λ(A)(1 + ε)(1− n

3P+2l
),

where we could use (I) in the last estimate as, by assumption on n, 3P+2l − n ≥
3P+12l > l. Now, a direct calculation gives

Λ(A)
(

1 + ε− 5ε
3P+2l

n

)
≤ 1
n

log ‖A(n, ω)‖.

As 3P+2l/n ≤ 9 by the very choice of P , the desired equation (18) follows easily.
This finishes the proof of our main theorem. �

4. Stability of Uniform Convergence Under Substitutions

In the last section, we studied sufficient conditions on (Ω, T ) to ensure property

(P) : Every locally constant A : Ω −→ SL(2,R) is uniform.

In this section, we consider “perturbations” (Ω(S), T ) of (Ω, T ) by substitutions S
and study how validity of (P) for (Ω, T ) is related to validity of (P) for (Ω(S), T ).

We start with the necessary notation. Let A and B be finite sets. A map
S : A −→ B∗ is called a substitution. Obviously, S can be extended to A∗ in the
obvious way. Moreover, for a two-sided infinite word (ω(n))n∈Z over A, we can
define S(ω) by

S(ω) := · · ·S(ω(−2))S(ω(−1))|S(ω(0))S(ω(1))S(ω(2)) · · · ,
where | denotes the position of zero. If (Ω, T ) is a subshift over A and S : A −→ B∗
is a substitution, we define Ω(S) by

Ω(S) := {T kS(ω) : ω ∈ Ω, k ∈ Z}.
Then, (Ω(S), T ) is a subshift over B. It is not hard to see that (Ω(S), T ) is minimal
(uniquely ergodic) if Ω is minimal (uniquely ergodic).

Theorem 7. Let (Ω, T ) be a minimal uniquely ergodic subshift over A that satisfies
(P). Let S be a substitution over A. Then, (Ω(S), T ) satisfies (P) as well.

Proof. Let B : Ω(S) −→ SL(2,R) be locally constant. Define

A : Ω −→ SL(2,R) by A(ω) := B(|S(ω(0))|, S(ω)).

Then, A is locally constant as well and

A(n, ω) = B(|S(ω(0) . . . ω(n− 1))|, S(ω)).

In particular, we have

(19)
log ‖B(|S(ω(0) . . . ω(n))|, S(ω))‖

|S(ω(0) . . . ω(n))|
=

n+ 1
|S(ω(0) . . . ω(n))|

· log ‖A(n, ω)‖
n+ 1

.

By
|S(ω(0) . . . ω(n))| =

∑
a∈A
|S(a)|#a(ω(0) . . . ω(n))
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and unique ergodicity of (Ω, T ), the quotients
n+ 1

|S(ω(0) . . . ω(n))|
converge uniformly in ω ∈ Ω towards a number ρ. From (19) and validity of (P)
for (Ω, T ) we infer that

lim
n→∞

log ‖B(|S(ω(0) . . . ω(n))|, S(ω))‖
|S(ω(0) . . . ω(n))|

= ρ · Λ(A)

uniformly on Ω. As every σ ∈ Ω(S) has the form σ = T kS(ω) with |k| ≤
max{|S(a)| : a ∈ A}, uniform convergence of 1

n log ‖B(n, σ)‖ follows. �

In certain cases, a converse of this theorem holds. To be more precise, let (Ω, T )
be a subshift over A and S a substitution on A. Then, S is called recognizable
(with respect to (Ω, T )) if there exists a locally constant map

S̃ : Ω(S) −→ Ω× Z

with S̃(T kS(ω)) = (ω, k), whenever 0 ≤ k ≤ |S(ω(0))|. Recognizability is known
for various classes of substitutions that generate aperiodic subshifts, including all
primitive substitutions [72] and all substitutions of constant length that are one-
to-one [3] (cf. the discussion in [38]).

Theorem 8. Let (Ω, T ) be a uniquely ergodic minimal subshift over A. Let S be
a recognizable substitution over A. If (Ω(S), T ) satisfies (P), then (Ω, T ) satisfies
(P) as well.

Proof. Let B : Ω −→ SL(2,R) be locally constant. For σ ∈ Ω(S) define

A(σ) ≡
{
B(ω) : σ = S(ω)

id : otherwise.

Note that σ = S(ω) if and only if the second component of S̃(σ) is 0. As S̃ is locally
constant, this shows that A is locally constant as well.

Moreover, by definition of A and recognizability of S, we have

A(|S(ω(0) . . . ω(n− 1))|, S(ω)) = B(n, ω).

Now, the proof can be finished similarly to the proof of the previous theorem. �

There is an instance of the previous theorem that deserves special attention, viz
subshifts derived by return words. Return words and the derived subshifts have
been discussed by various authors since they were first introduced by Durand in
[32]. We recall the necessary details next.

Let (Ω, T ) be a minimal subshift and w ∈ W(Ω) arbitrary. Then, x ∈ W(Ω) is
called a return word of w if xw satisfies the following three properties: it belongs to
W(Ω), it starts with w and it contains exactly two copies of w. We then introduce a
new alphabet Aw consisting of the return words of w. Obviously, there is a natural
map

Sw : Aw −→ A∗

which maps the return word x of w (which is a letter of Aw) to the word x over A.
Partitioning every word ω ∈ Ω according to occurrences of w, we obtain a unique
two-sided infinite word ωw over Aw with

T−kSw(ωw) = ω
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for k ≤ 0 maximal with ω(k) . . . ω(k + |w| − 1) = w. We define

Ωw := {ωw : ω ∈ Ω}.
Then, (Ωw, T ) is a subshift, called the subshift derived from (Ω, T ) with respect to
w. It is not hard to see that (Ωw, T ) is minimal. Moreover, (Ωw, T ) is uniquely
ergodic if (Ω, T ) is uniquely ergodic. Clearly, Sw is recognizable and (Ω, T ) =
(Ωw(Sw), T ) since the whole construction only depends on the (local) information
of occurrences of w. Thus, we obtain the following corollary from the previous
theorem.

Corollary 1. Let (Ω, T ) be a minimal uniquely ergodic subshift that satisfies (P).
Let w ∈ W(Ω) be arbitrary. Then, (Ωw, T ) satisfies (P) as well.

The aim of this paper is to study (P). Given that (B) is a sufficient condition
for (P), it is then natural to ask for stability properties of (B) as well. It turns out
that (B) shares the stability features of (P).

Theorem 9. Let (Ω, T ) be a minimal uniquely ergodic subshift over A. Let S be a
substitution on A and (Ω(S), T ) the corresponding subshift.
(a) If (Ω, T ) satisfies (B), so does (Ω(S), T ).
(b) If (Ω(S), T ) satisfies (B) and S is recognizable, then (Ω, T ) satisfies (B) as well.

Before we can give a proof, we note the following simple observation.

Proposition 4.1. Let (Ω, T ) be a minimal uniquely ergodic subshift satisfying (B)
with length scales (ln) and constant C > 0. Then,

|w|µ(Vw) ≥ C

N
,

whenever w ∈ W(Ω) satisfies ln/N ≤ |w| ≤ ln for some n ∈ N and N ∈ N .

Proof. Every w ∈ W(Ω) with ln/N ≤ |w| ≤ ln is a prefix of a v ∈ W with |v| = ln.
Then, Vv ⊂ Vw holds and (B) implies

|w|µ(Vw) ≥ |v|
N
µ(Vw) ≥ |v|

N
µ(Vv) ≥ C

N
.

This finishes the proof of the proposition. �

Proof of Theorem 9. Define M := {|S(a)| : a ∈ A} and denote the unique T -
invariant probability measure on Ω (resp., Ω(S)) by µ (resp., µS).
(a) We assume that (Ω, T ) satisfies (B) with length scales (ln) and constant C > 0.
Let w ∈ W(Ω(S)) with |w| = ln for some n ∈ N be given. Then, there exists a
word v ∈ W(Ω) such that w is a subword of S(v) and satisfies the estimate

(20)
|w|
M
≤ |v| ≤ |w|.

Choose ω ∈ Ω arbitrary. Obviously,

#w(S(ω(1) . . . ω(k))) ≥ #v(ω(1) . . . ω(k)).

Thus, counting occurrences of w ∈ S(ω) and occurrences of v in ω, we obtain by
unique ergodicity

|w|µS(Vw) = |w| lim
n→∞

#w(S(ω)(1) . . . S(ω)(n))
n

≥ |w| lim
k→∞

#v(ω(1) . . . ω(k))
kM

=
|w|
M

µ(Vv) ≥ 1
M
|v|µ(Vv) ≥ 1

M2
C,
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where we used (20) in the second-to-last step and Proposition 4.1 combined with
(20) in the last step. This shows (B) for (Ω(S), T ) along the same length scales (ln)
with new constant C/M2.
(b) We assume that (Ω(S), T ) satisfies (B) with constant C > 0 and length scales
(ln). By recognizability, there exists a map S̃ : Ω(S) −→ Ω × Z and an N ∈ N
with S̃(T kS(ω)) = (ω, k), whenever 0 ≤ k ≤ |S(ω(0))|, and S̃(ω) = S̃(ρ), whenever
ω(−N) . . . ω(N) = ρ(−N) . . . ρ(N). Let n0 be chosen such that[

ln
3M

]
≥ N,

for all n ≥ n0.
Choose an arbitrary v ∈ W(Ω) with |v| =

[
ln
3M

]
for some n ≥ n0.

Let x, y ∈ W(Ω) be given with |x| = |y| = |v| and xvy ∈ W(Ω). By recogniz-
ability and our choice of the lengths of x, y and v, occurrences of S(xvy) in S(ω)
correspond to occurrences of v in ω for any ω ∈ Ω. Thus, we obtain

#v(ω(1) . . . ω(n)) ≥ #S(xvy)(S(ω(1) . . . ω(n)))
for every n ∈ N and ω ∈ Ω. Therefore, a short calculation invoking unique ergod-
icity gives

|v|µ(Vv) = |v| lim
n→∞

#v(ω(1) . . . ω(n))
n

≥ |v| lim
n→∞

#S(xvy)(S(ω(1) · · ·ω(n)))
n

≥ |v|
|S(xvy)|

lim
n→∞

|S(ω(1) · · ·ω(n))|
n

|S(xvy)|
#S(xvy)(S(ω(1) · · ·ω(n)))
|S(ω(1) · · ·ω(n))|

≥ 1
3M
|S(xvy)|µS(VS(xvy)),

where we used the trivial bound |S(x)|/|x| ≥ 1 in the second-to-last step. By
construction, we have

ln
2M
≤ |xvy| ≤ |S(xvy)| ≤ ln.

Thus, we can apply Proposition 4.1, and the assumption (B) on Ω(S), to our
estimate on |v|µ(Vv) to obtain |v|µ(Vv) ≥ C

6M2 . As v ∈ W with |v| =
[

ln
3M

]
was

arbitrary, we infer (B) with the new length scales [ln/3] for n ≥ n0 and new constant
C/(6M2). �

5. Examples Known to Satisfy (B)

In this section we discuss the classes of subshifts for which the Boshernitzan con-
dition is either known or a simple consequence of known results. In our discussion
of the occurrence of zero-measure Cantor spectrum for Schrödinger operators in
Section 8, this will be relevant since all the models for which this spectral prop-
erty was previously known will be shown to satisfy (B). Hence we present a unified
approach to all these results.

5.1. Examples Satisfying (PW): Linearly Recurrent Subshifts and Sub-
shifts Generated by Primitive Substitutions. A subshift (Ω, T ) over A satis-
fies the condition (PW) (for positive weights) if there exists a constant C > 0 such
that

lim inf
|x|→∞

#v(x)
|x|

|v| ≥ C for every v ∈ W(Ω).
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This condition was introduced by Lenz in [62]. There, it was shown that the class
of subshifts satisfying (PW) is exactly the class of subshifts for which a uniform
subadditive ergodic theorem holds. Moreover, (PW) implies minimality and unique
ergodicity.

The following is obvious:

Proposition 5.1. If the subshift (Ω, T ) satisfies (PW), then it satisfies (B).

The condition (PW) holds in many cases of interest. For example, it is easily
seen to be satisfied for all linearly recurrent subshifts. Here, a subshift (Ω, T ) is
called linearly recurrent (or linearly repetitive) if there exists a constant K such
that if v, w ∈ W(Ω) with |w| ≥ K|v|, then v is a subword of w.

We note:

Proposition 5.2. If the subshift (Ω, T ) is linearly recurrent, then it satisfies (PW).

The class of linearly recurrent subshifts was studied, for example, in [33, 34].
A popular way to generate linearly recurrent subshifts is via primitive substitu-

tions. A substitution S : A → A∗ is called primitive if there exists k ∈ N such
that for every a, b ∈ A, Sk(a) contains b. Such a substitution generates a subshift
(Ω, T ) as follows. It is easy to see that there are m ∈ N and a ∈ A such that Sm(a)
begins with a. If we iterate Sm on the symbol a, we obtain a one-sided infinite
limit, u, called a substitution sequence. Ω then consists of all two-sided sequences
for which all subwords are also subwords of u. One can verify that this construction
is in fact independent of the choice of u, and hence Ω is uniquely determined by S.
Prominent examples are given by

a 7→ ab, b 7→ a Fibonacci
a 7→ ab, b 7→ ba Thue-Morse
a 7→ ab, b 7→ aa Period Doubling
a 7→ ab, b 7→ ac, c 7→ db, d 7→ dc Rudin-Shapiro

The following was shown in [34]:

Proposition 5.3. If the subshift (Ω, T ) is generated by a primitive substitution,
then it is linearly recurrent.

It may happen that a non-primitive substitution generates a linearly recurrent
subshift. An example is given by a 7→ aaba, b 7→ b. In fact, the class of linearly
recurrent subshifts generated by substitutions was characterized in [25]. In partic-
ular, it turns out that a subshift generated by a substitution is linearly recurrent if
and only if it is minimal.

5.2. Sturmian and Quasi-Sturmian Subshifts. Consider a minimal subshift
(Ω, T ) over A. Recall that the associated set of words is given by

W(Ω) := {ω(k) · · ·ω(k + n− 1) : k ∈ Z, n ∈ N, ω ∈ Ω}.

The (factor) complexity function p : N→ N is then defined by

(21) p(n) = #Wn(Ω),

where Wn(Ω) =W(Ω) ∩ An and # denotes cardinality.
It is a fundamental result of Hedlund and Morse that periodicity can be charac-

terized in terms of the complexity function [44]:
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Theorem 10 (Hedlund-Morse). (Ω, T ) is aperiodic if and only if p(n) ≥ n+ 1 for
every n ∈ N.

Aperiodic subshifts of minimal complexity, p(n) = n + 1 for every n ∈ N, exist
and they are called Sturmian. If the complexity function satisfies p(n) = n + k
for n ≥ n0, k, n0 ∈ N, the subshift is called quasi-Sturmian. It is known that
quasi-Sturmian subshifts are exactly those subshifts that are a morphic image of a
Sturmian subshift; compare [18, 19, 74].

There are a large number of equivalent characterizations of Sturmian subshifts;
compare [9]. We are mainly interested in their geometric description in terms of an
irrational rotation. Let α ∈ (0, 1) be irrational and consider the rotation by α on
the circle,

Rα : [0, 1)→ [0, 1), Rαθ = {θ + α},
where {x} denotes the fractional part of x, {x} = x mod 1. The coding of the
rotation Rα according to a partition of the circle into two half-open intervals of
length α and 1− α, respectively, is given by the sequences

vn(α, θ) = χ[0,α)(Rn
αθ).

We obtain a subshift

Ωα = {v(α, θ) : θ ∈ [0, 1)}

= {v(α, θ) : θ ∈ [0, 1)} ∪ {ṽ(k)(α) : k ∈ Z} ⊂ {0, 1}Z

which can be shown to be Sturmian. Here, ṽ(k)
n (α) = χ(0,α](Rn+k

α 0). Conversely,
every Sturmian subshift is essentially of this form, that is, if Ω is minimal and has
complexity function p(n) = n + 1, then up to a one-to-one morphism, Ω = Ωα for
some irrational α ∈ (0, 1).

By uniform distribution, the frequencies of factors of Ω are given by the Lebesgue
measure of certain subsets of the torus. Explicitly, if we write I0 = [0, α) and
I1 = [α, 1), then the word w = w1 . . . wn ∈ {0, 1}n occurs in v(α, θ) at site k + 1 if
and only if

{kα+ θ} ∈ I(w1, . . . , wn) :=
n⋂

j=1

R−j
α (Iwj

).

This shows that the frequency of w is θ-independent and equal to the Lebesgue
measure of I(w1, . . . , wn). It is not hard to see that I(w1, . . . , wn) is an interval
whose boundary points are elements of the set

Pn(α) := {{−jα} : 0 ≤ j ≤ n}.

The n+ 1 points of Pn(α) partition the torus into n+ 1 subintervals and hence the
length hn(α) of the smallest of these intervals bounds the frequency of a factor of
length n from below. It is therefore of interest to study lim supnhn(α).

To this end we recall the notion of a continued fraction expansion; compare
[56, 79]. For every irrational α ∈ (0, 1), there are uniquely determined ak ∈ N such
that

(22) α = [a1, a2, a3, . . .] :=
1

a1 +
1

a2 +
1

a3 + · · ·

.
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The associated rational approximants pk

qk
are defined by

p0 = 0, p1 = 1, pk = akpk−1 + pk−2,

q0 = 1, q1 = a1, qk = akqk−1 + qk−2.

These rational numbers are best approximants to α in the following sense,

(23) min
p,q∈N

0<q<qk+1

|qα− p| = |qkα− pk| ,

and the quality of the approximation can be estimated according to

(24)
1

qk + qk+1
< |qkα− pk| <

1
qk+1

.

By definition, we have

hn(α) = min
0<|q|≤n

{qα}.

Notice that for 0 < q ≤ n, we have min{{qα}, {−qα}} = ‖qα‖, where we denote
‖x‖ = minp∈Z |x− p|.

In particular,

(25) hn(α) = min
0<q≤n

‖qα‖.

As noted by Hartman [43], this shows that hn(α) can be expressed in terms of the
continued fraction approximants. Indeed, if we combine (23) and (25), we obtain:

Lemma 5.4 (Hartman). If qk ≤ n < qk+1, then

hn(α) = |qkα− pk|.

This allows us to show the following:

Theorem 11. Every Sturmian subshift obeys the Boshernitzan condition (B).

Proof. We only need to show that

(26) lim sup
n→∞

nhn(α) ≥ C > 0.

We shall verify this on the subsequence nk = qk+1 − 1. Hartman’s lemma together
with (24) shows that

nkhnk
(α) = (qk+1 − 1)|qkα− pk| ≥

qk+1 − 1
qk + qk+1

=
1− q−1

k+1

1 + qkq
−1
k+1

.

Thus (26) holds (with C = 1/3, say). �

Corollary 2. Every quasi-Sturmian subshift obeys (B).

Proof. This follows from Theorem 11 along with the stability result, Theorem 9. �
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5.3. Interval Exchange Transformations. Subshifts generated by interval ex-
change transformations (IET’s) are natural generalizations of Sturmian subshifts.
They were studied, for example, in [13, 35, 36, 37, 53, 54, 55, 69, 77, 87, 88, 89].

IET’s are defined as follows. Given a probability vector λ = (λ1, . . . , λm) with
λi > 0 for 1 ≤ i ≤ m, we let µ0 = 0, µi =

∑i
j=1 λj , and Ii = [µi−1, µi). Let

τ be a permutation of Am = {1, . . . ,m}, that is, τ ∈ Sm, the symmetric group.
Then λτ = (λτ−1(1), . . . , λτ−1(m)) is also a probability vector and we can form the
corresponding µτ

i and Iτ
i . Denote the unit interval [0, 1) by I. The (λ, τ) interval

exchange transformation is then defined by

T : I → I, T (x) = x− µi−1 + µτ
τ(i)−1 for x ∈ Ii, 1 ≤ i ≤ m.

It exchanges the intervals Ii according to the permutation τ .
The transformation T is invertible and its inverse is given by the (λτ , τ−1) in-

terval exchange transformation.
The symbolic coding of x ∈ I is ωn(x) = i if Tn(x) ∈ Ii. This induces a subshift

over the alphabet Am: Ωλ,τ = {ω(x) : x ∈ I}.
Sturmian subshifts correspond to the case of two intervals as a first return map

construction shows.
Keane [53] proved that if the orbits of the discontinuities µi of T are all infinite

and pairwise distinct, then T is minimal. In this case, the coding is one-to-one and
the subshift is minimal and aperiodic. This holds in particular if τ is irreducible
and λ is irrational. Here, τ is called irreducible if τ({1, . . . , k}) 6= ({1, . . . , k}) for
every k < m and λ is called irrational if the λi are rationally independent.

Regarding property (B), Boshernitzan has proved two results. First, in [12] the
following is shown:

Theorem 12 (Boshernitzan). For every irreducible τ ∈ Sm and for Lebesgue al-
most every λ, the subshift Ωλ,τ satisfies (B).

In fact, Boshernitzan shows that for every irreducible τ ∈ Sm and for Lebesgue
almost every λ, the subshift Ωλ,τ satisfies a stronger condition where the sequence
of n’s for which η(n) is large cannot be too sparse. This condition is easily seen to
imply (B), and hence the theorem above.

Note that when combined with Keane’s minimality result, Theorem 12 implies
that almost every subshift arising from an interval exchange transformation is
uniquely ergodic. The latter statement confirms a conjecture of Keane [53] and
had earlier been proven by different methods by Masur [69] and Veech [88]. Keane
had in fact conjectured that all minimal interval exchange transformations would
give rise to a uniquely ergodic system. This was disproved by Keynes and Newton
[55] using five intervals, and then by Keane [54] using four intervals (the smallest
possible number). The conjecture was therefore modified in [54] and then ultimately
proven by Masur and Veech.

In a different paper, [13], Boshernitzan singles out an explicit class of subshifts
arising from interval exchange transformations that satisfy (B). The transformation
T is said to be of (rational) rank k if the µi span a k-dimensional space over Q (the
field of rational numbers).

Theorem 13 (Boshernitzan). If T has rank 2, the subshift Ωλ,τ satisfies (B).
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6. Circle Maps

Let α ∈ (0, 1) be irrational and β ∈ (0, 1) arbitrary. The coding of the rotation
Rα according to a partition into two half-open intervals of length β and 1 − β,
respectively, is given by the sequences

vn(α, β, θ) = χ[0,β)(Rn
αθ).

We obtain a subshift

(27) Ωα,β = {v(α, β, θ) : θ ∈ [0, 1)} ⊂ {0, 1}Z.

Subshifts generated this way are usually called circle map subshifts or subshifts
generated by the coding of a rotation. These natural generalizations of Sturmian
subshifts were studied, for example, in [1, 2, 10, 28, 29, 30, 48, 52, 80].

To the best of our knowledge, the Boshernitzan condition for this class of sub-
shifts has not been studied explicitly. It is, however, intimately related to classical
results on inhomogeneous diophantine approximation problems. In this section we
make this connection explicit and study the condition (B) for circle map subshifts.

To describe the relation of frequencies of finite words occurring in a subshift to
the length of intervals on the circle, let us write, in analogy to the Sturmian case,
I0 = [0, β) and I1 = [β, 1). The word w = w1 . . . wn ∈ {0, 1}n occurs in v(α, β, θ)
at site k + 1 if and only if

Rk
α(θ) ∈ I(w1, . . . , wn) :=

n⋂
j=1

R−j
α (Iwj ).

Thus the frequency of w is θ-independent and equal to the Lebesgue measure of
I(w1, . . . , wn). Moreover, I(w1, . . . , wn) is an interval whose boundary points are
elements of the set

Pn(α, β) := {{−jα+ kβ} : 1 ≤ j ≤ n, 0 ≤ k ≤ 1}.

This shows in particular that Ωα,β is quasi-Sturmian when β ∈ Z + αZ as in this
case Pn(α, β) splits the unit interval into n + k subintervals for large n. On the
other hand, when β 6∈ Z + αZ, Pn(α, β) contains 2n elements and the complexity
of Ωα,β is p(n) = 2n for n large enough.

Again, the points of Pn(α, β) partition the torus into 2n (resp., n+k) subintervals
and hence the length hn(α, β) of the smallest of these intervals bounds the frequency
of a factor of length n from below. Explicitly, we have

hn(α, β) = min {‖qα+ rβ‖ : 0 ≤ |q| ≤ n, 0 ≤ r ≤ 1, (q, r) 6= (0, 0)} .

Let us also define

h̃n(α, β) = min {‖qα+ β‖ : 0 ≤ |q| ≤ n} .

Then hn(α, β) ≤ h̃n(α, β) and therefore

(28) lim sup
n→∞

nh̃n(α, β) = 0⇒ lim sup
n→∞

nhn(α, β) = 0.

Since we saw in Theorem 11 above that the points of Pn(α) are nicely spaced for
many values of n, the Boshernitzan condition can only fail for a circle map subshift
Ωα,β if the orbit of the α-rotation comes too close to β. In other words, to prove
such a negative result for a circle map subshift, it should be sufficient to study
h̃n(α, β), followed by an application of (28).
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Motivated by Hardy and Littlewood [42], Morimoto [70, 71] carried out an in-
depth analysis of the asymptotic behavior of the numbers h̃n(α, β). Morimoto’s
results and related ones were summarized in [57]. While it is possible to deduce
consequences regarding the Boshernitzan condition from these papers, we choose to
give direct and elementary proofs of our positive results below and make reference
to a specific theorem of Morimoto only for a complementary negative result.

Our first result shows that the Boshernitzan condition holds in almost all cases.

Theorem 14. Let α ∈ (0, 1) be irrational. Then the subshift Ωα,β satisfies (B) for
Lebesgue almost every β ∈ (0, 1).

Proof. Denote the set of β’s for which the Boshernitzan condition fails by N(α),

N(α) = {β ∈ (0, 1) : Ωα,β does not satisfy (B)}.
By (26) and Theorem 11, there exists a sequence nk →∞ such that

lim inf
k→∞

nkhnk
(α) = C > 0.

Let ε > 0 with ε < C be given and denote the ε
2n -neighborhood of the set {{qα} :

0 < |q| ≤ n} by U(ε, n). Clearly, every β ∈ N(α) belongs to U(ε, nk) for k ≥ k0(β).
Therefore,

(29) N(α) ⊆ lim inf
k→∞

U(ε, nk) =
∞⋃

m=1

⋂
k≥m

U(ε, nk).

The sets
Sm =

⋂
k≥m

U(ε, nk)

obey Sm ⊆ Sm+1 and |Sm| ≤ ε for every m; | · | denoting Lebesgue measure. Hence,∣∣∣∣lim inf
k→∞

U(ε, nk)
∣∣∣∣ ≤ ε.

It follows that N(α) has zero Lebesgue measure. �

The next result concerns a subclass of α’s for which the Boshernitzan condition
holds for all β’s.

Theorem 15. Let α ∈ (0, 1) be irrational with bounded continued fraction coeffi-
cients, that is, an ≤ C. Then, Ωα,β satisfies (B) for every β ∈ (0, 1).

Proof. By Lemma 5.4 and (24), we have

hn(α) >
1

qk + qk+1
,

where k is chosen such that qk ≤ n < qk+1. Thus, for every n, we have

(30) nhn(α) >
n

qk + qk+1
≥ qk

(ak+1 + 2)qk
≥ 1
C + 2

.

Now assume there exists β ∈ (0, 1) such that Ωα,β does not satisfy (B). Let
ε = (7C+14)−1. As lim supn→∞ nε(n) = 0, we have nε(n) < ε for every sufficiently
large n. Thus, for each such n we can find a word of length n with frequency less
than ε/n. Now, each such word corresponds to an interval with length less than
ε/n with boundary points in Pn(α, β). Moreover, invoking (30) and the fact that
ε < 1/(C + 2), we infer that the length of the interval has the form |mnα− β − kn|



116 D. DAMANIK, D. LENZ

with |mn| ≤ n. To summarize, we see that for every n large enough there exist
kn,mn with |mn| ≤ n such that

|mnα− β − kn| ≤
ε

n
.

Clearly, the mapping n 7→ mn can take on each value only finitely many times.
Therefore, there exists a sequence nj →∞ such that mnj

6= mnj+1. This implies∣∣(mnj+1 −mnj

)
α−

(
knj+1 − knj

)∣∣ ≤ ∣∣mnj+1α− β − knj+1

∣∣ +
∣∣mnjα− β − knj

∣∣
≤ ε

nj + 1
+

ε

nj

≤ 2ε
nj
.

Since 0 <
∣∣mnj+1 −mnj

∣∣ ≤ 2(nj + 1) ≤ 3nj =: ñj , we obtain ñjhñj
(α) ≤ 6ε <

(C + 2)−1, which contradicts (30). �

This raises the question whether Ωα,β satisfies (B) for every β also in the case
where α has unbounded coefficients an. It is a consequence of a result of Morimoto
[71] that this is not the case.

Theorem 16 (Morimoto). Let α ∈ (0, 1) be irrational with unbounded continued
fraction coefficients. Then, there exists β ∈ (0, 1) such that

lim sup
n→∞

nh̃n(α, β) = 0.

Corollary 3. Let α ∈ (0, 1) be irrational with unbounded continued fraction coef-
ficients. Then, there exists β ∈ (0, 1) such that Ωα,β does not satisfy (B).

Proof. This is an immediate consequence of Theorem 16 and (28). �

We close this section with a brief discussion of the case where the circle
is partitioned into a finite number of half-open intervals. To be specific, let
0 < β1 < · · · < βp−1 < 1 and associate the intervals of the induced partition
with p symbols: Let βp = β0 = 0 and

vn(θ) = k ⇔ Rn
α(θ) ∈ [βk, βk+1).

We obtain a subshift over the alphabet {0, 1, . . . , p− 1},

Ωβ = {v(θ) : θ ∈ [0, 1)}.

Again, the word w = w1 . . . wn ∈ {0, 1}n occurs in v(θ) at site k + 1 if and only if

Rk
αθ ∈ I(w1, . . . , wn) :=

n⋂
j=1

R−j
α (Iwj

)

and the connected components of the sets I(w1, . . . , wn) are bounded by the points

(31) {−jα+ βk : 1 ≤ j ≤ n, 0 ≤ k ≤ p− 1}.

Recall that lim supn→∞ nh̃n(α, β) is an important quantity in the case of a par-
tition of the circle into two intervals. In fact, we showed that this quantity being
positive is a necessary condition for (B) to hold. When there are three or more in-
tervals, however, we will need to require a much stronger condition as the βi’s may
now “take turns” in being well approximated by the α-orbit. Indeed, we shall now
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be interested in studying lim infn→∞ nh̃n(α, γ) (for certain values of γ, associated
with the βi’s). More precisely, define the following quantity:

M(α, γ) = lim inf
|n|→∞

|n| · ‖nα− γ‖.

Let
P (α) = {γ : M(α, γ) > 0}.

Then, we have the following result:

Theorem 17. Let α ∈ (0, 1) be irrational. Suppose that 0 = β0 < β1 < · · · <
βp−1 < βp = 1 are such that

βk − βl ∈ P (α) for 0 ≤ k 6= l ≤ p− 1.

Then the subshift (Ωβ , T ) satisfies the Boshernitzan condition (B).

Remarks. 1. This gives a finite number of conditions whose combination is a
sufficient condition for (B) to hold.
2. The set P (α) is non-empty for every irrational α. In fact, for every irrational α
there exists a suitable γ such that M(α, γ) > 1/32; compare [79, Theorem IV.9.3].
3. We discuss in Appendix B how M(α, γ) can be computed with the help of the
so-called negative continued fraction expansion of α and the α-expansion of γ.

Proof. By (31), all frequencies of words of length n are bounded from below by

ĥn(α, β) = min {‖qα+ βk − βl‖ : 0 ≤ |q| ≤ n, 0 ≤ k, l ≤ p− 1, (q, k − l) 6= (0, 0)} .
As in our considerations above, we choose a sequence nk →∞ such that

lim inf
k→∞

nkhnk
(α) = C > 0.

By assumption, we have

D = min{M(α, βk − βl) : 0 ≤ k 6= l ≤ p− 1} > 0.

Notice that with these choices of C and D, frequencies of words of length nk are
bounded from below by

ĥnk
(α, β) ≥ min

{
C − o(1)

nk
,
D − o(1)

nk

}
.

Putting everything together, we obtain

lim sup
n→∞

n · η(n) ≥ lim inf
k→∞

nk · η(nk) ≥ min{C,D} > 0,

and hence (B) is satisfied. �

7. Arnoux-Rauzy Subshifts and Episturmian Subshifts

In this section we consider another natural generalization of Sturmian subshifts,
namely, Arnoux-Rauzy subshifts and, more generally, episturmian subshifts. These
subshifts were studied, for example, in [4, 27, 31, 50, 51, 78, 91]. They share with
Sturmian subshifts the fact that, for each n, there is a unique subword of length n
that has multiple extensions to the right. Our main results will show that, similarly
to the circle map case, the Boshernitzan condition is almost always satisfied, but
not always.

Let us consider a minimal subshift (Ω, T ) over the alphabet Am = {1, 2, . . . ,m},
where m ≥ 2. Recall that the set of subwords of length n occurring in elements
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of Ω is denoted by Wn(Ω) (cf. (3)) and that the complexity function p is defined
by p(n) = ]Wn(Ω) (cf. (21)). A word w ∈ W(Ω) is called right-special (resp.,
left-special) if there are distinct symbols a, b ∈ Am such that wa,wb ∈ W(Ω)
(resp., aw, bw ∈ W(Ω)). A word that is both right-special and left-special is called
bispecial.

For later use, let us recall the Rauzy graphs that are associated with W(Ω). For
each n, we consider the directed graph Rn = (Vn, An), where the vertex set is given
by Vn =Wn(Ω), and An contains the arc from aw to wb, a, b ∈ Am, |w| = n− 1, if
and only if awb ∈ Wn+1(Ω). That is, |Vn| = p(n) and |An| = p(n + 1). Moreover,
a word is right-special (resp., left-special) if and only if its out-degree (resp., in-
degree) is ≥ 2.

Note that the complexity function of a Sturmian subshift obeys p(n+1)−p(n) = 1
for every n and hence for every length, there is a unique right-special factor and
a unique left-special factor, each having exactly two extensions. This property is
clearly characteristic for a Sturmian subshift.

Arnoux-Rauzy subshifts and episturmian subshifts relax this restriction on the
possible extensions somewhat, and they are defined as follows: Ω is called an
Arnoux-Rauzy subshift if for every n, there is a unique right-special word rn ∈ W(Ω)
and a unique left-special word ln ∈ W(Ω), both having exactly m extensions. This
implies in particular that p(1) = m and hence

p(n) = (m− 1)n+ 1.

Arnoux-Rauzy subshifts over A2 are exactly the Sturmian subshifts.
On the other hand, Ω is called episturmian ifW(Ω) is closed under reversal (i.e.,

for every w = w1 . . . wn ∈ W(Ω), we have wR = wn . . . w1 ∈ W(Ω)) and for every
n, there is exactly one right-special word rn ∈ W(Ω).

It is easy to see that every Arnoux-Rauzy subshift is episturmian. On the other
hand, every episturmian subshift turns out to be a morphic image of some Arnoux-
Rauzy subshift. We shall explain this connection below. Since we are interested in
studying the Boshernitzan condition, this fact is important and allows us to limit
our attention to the Arnoux-Rauzy case.

Risley and Zamboni [78] found two useful descriptions of a given Arnoux-Rauzy
subshift, namely, in terms of the recursive structure of the bispecial words and in
terms of an S-adic system.

Let ε be the empty word and let {ε = w1, w2, . . .} be the set of all bispecial words
in W(Ω), ordered so that 0 = |w1| < |w2| < · · · . Let I = {in} be the sequence of
elements in of Am so that wnin is left-special. The sequence I is called the index
sequence associated with Ω. Risley and Zamboni prove that, for every n, wn+1 is
the palindromic closure (wnin)+ of wnin, that is, the shortest palindrome that has
wnin as a prefix. Conversely, given any sequence I, one can associate a subshift
Ω as follows: Start with w1 = ε and define wn inductively by wn+1 = (wnin)+.
The sequence of words {wn} has a unique one-sided infinite limit w∞ ∈ AN

m, called
the characteristic sequence, which then gives rise to the subshift (Ω(I), T ) in the
standard way; Ω(I) consists of all two-sided infinite sequences whose subwords occur
in w. Risley and Zamboni prove the following characterization.

Proposition 7.1 (Risley-Zamboni). For every Arnoux-Rauzy subshift (Ω, T ) over
Am, every a ∈ Am occurs in the index sequence {in} infinitely many times and
Ω = Ω(I). Conversely, for every sequence {in} ∈ AN

m such that every a ∈ Am



UNIFORM MULTIPLICATIVE ERGODIC THEOREM 119

occurs in {in} infinitely many times, (Ω(I), T ) is an Arnoux-Rauzy subshift and
{in} is its index sequence.

The S-adic description of an Arnoux-Rauzy subshift, that is, involving iterated
morphisms chosen from a finite set, found in [78] reads as follows.

Proposition 7.2 (Risley-Zamboni). Let (Ω, T ) be an Arnoux-Rauzy subshift over
Am and {in} the associated index sequence. For each a ∈ Am, define the morphism
τa by

τa(a) = a and τa(b) = ab for b ∈ Am \ {a}.
Then for every a ∈ Am, the characteristic sequence is given by

lim
m→∞

τi1 ◦ · · · ◦ τim
(a).

We can now state our positive result regarding the Boshernitzan condition for
Arnoux-Rauzy subshifts.

Theorem 18. Let (Ω, T ) be an Arnoux-Rauzy subshift over Am and {in} the as-
sociated index sequence. Suppose there is N ∈ N such that for a sequence kj →∞,
each of the words ikj

. . . ikj+N−1 contains all symbols from Am. Then the Bosher-
nitzan condition (B) holds.

This result is similar to Theorem 14 in the sense that if we put any probability
measure ν on Am assigning positive weight to each symbol, then almost all se-
quences {in} with respect to the product measure νN correspond to Arnoux-Rauzy
subshifts that satisfy the assumption of Theorem 18.

Before proving this theorem, we state our negative result, which is an analog of
Corollary 3.

Theorem 19. For every m ≥ 3, there exists an Arnoux-Rauzy subshift over Am

that does not satisfy the Boshernitzan condition (B).

Remark 5. The assumption m ≥ 3 is of course necessary since the case m = 1 is
trivial and the case m = 2 corresponds to the Sturmian case, where the Bosher-
nitzan condition always holds; compare Theorem 11.

The Arnoux-Rauzy subshifts are uniquely ergodic and we set

d(w) ≡ µ(Vw), w ∈ W(Ω),

where, as usual, the unique invariant probability measure is denoted by µ.

Proof of Theorem 18. This proof employs the description of the subshift in terms
of the bispecial words; compare Proposition 7.1.

Observe that there is some k0 such that |wk| ≤ 2|wk−1| for every k ≥ k0. Essen-
tially, we need that i1, . . . , ik0−1 contains all symbols from Am.

Now consider a value of k ≥ k0 such that ik . . . ik+N−1 contains all symbols from
Am. We claim that

(32) |wk| · η(|wk|) ≥ 2−N .

By the assumption, this implies

lim sup
n→∞

n · η(n) ≥ 2−N

and hence the Boshernitzan condition (B).
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The Rauzy graph R|wk| has one vertex (namely, wk) with in-degree and out-
degree m, while all other vertices have in-degree and out-degree 1. Thus, the graph
splits up into m loops that all contain wk and are pairwise disjoint otherwise. These
loops can be indexed in an obvious way by the elements of the alphabet Am.

Since wk+1 = (wkik)+, wk+1 begins and ends with wk and, moreover, wk+1

contains all words that correspond to the loop in R|wk| indexed by ik. Iterating
this argument, we see that wk+N contains the words from all loops and hence all
words from W|wk|(Ω). This implies

min
w∈W|wk|(Ω)

d(w) ≥ d(wk+N ) ≥ 1
|wk+N |

≥ 1
2N |wk|

and hence (32), finishing the proof. �

Proof of Theorem 19. This proof employs the description of the subshift in terms
of an S-adic structure; compare Proposition 7.2.

We shall construct an index sequence {in} over three symbols (i.e., over the
alphabet A3) such that the corresponding Arnoux-Rauzy subshift does not satisfy
the Boshernitzan condition (B). It is easy to verify that the same idea can be used
to construct such a subshift over Am for any m ≥ 3.

The index sequence will have the form

(33) i1i2i3 . . . = 1a12a23a31a42a53a61a7 . . .

with a rapidly increasing sequence of integers, {an}.
By the special form of the Rauzy graph, the words wka label all the frequencies

of words in W|wk|+1(Ω) since words corresponding to arcs on a given loop in R|wk|
must have the same frequency. Put differently,

(34) η(|wk|+ 1) = min
a∈A3

dw∞(wka).

Here, we make the dependence of the frequency on w∞ explicit.
Moreover, it is sufficient to control η(n) for these special values of n since every

subword u that is not bispecial has a unique extension to either the left or the right,
and this extension must have the same frequency. This shows

(35) η(|wk|+ 1) ≥ η(n) for |wk|+ 1 ≤ n ≤ |wk+1|.

Now write µk,m = τik
◦ · · · ◦ τik+m−1 . Proposition 7.2 says that the characteristic

sequence is given by the limit

w = lim
m→∞

µ1,m(a) for every a ∈ A3.

We also define
w(k) = lim

m→∞
µk,m(a) = (µ1,k−1)−1(w).

By [50], w(k) is the derived sequence labeling the return words of wk in w∞. In
particular, w(k) labels the occurrences of wka, a ∈ A3, in w. Moreover,

(36) dw∞(wka) =
dw(k)(a)∑

b∈A3
dw(k)(b)|µ1,k−1(b)|

≤ dw(k)(a)
minb∈A3 |µ1,k−1(b)|

.

Combining (34) and (36), we obtain

(37) (|wk|+ 1) · η(|wk|+ 1) ≤ |wk|+ 1
minb∈A3 |µ1,k−1(b)|

· min
a∈A3

dw(k)(a).
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Notice that (|wk| + 1)(minb∈A3 |µ1,k−1(b)|)−1 only depends on i1, . . . , ik−1 and
mina∈A3 dw(k)(a) only depends on ik, ik+1, . . .. Thus, if we choose a rapidly in-
creasing sequence {an} in (33), we can arrange for

(38) lim
k→∞

(|wk|+ 1) · η(|wk|+ 1) = 0.

This together with (35) implies

lim
n→∞

n · η(n) = 0,

proving the theorem.
Let us briefly comment on (38). Choose a monotonically decreasing sequence

ek → 0. Assign any value ≥ 1 to a1. Then, a2 should be chosen large enough so
that for 1 ≤ k ≤ a1, (37) yields

(39) (|wk|+ 1) · η(|wk|+ 1) ≤ ek.

Here we use that between consecutive 3’s in w(k), there must be at least a2 2’s.
Next, we choose a3 so large that (39) holds for a1 + 1 ≤ k ≤ a2. Here we use that
between consecutive 1’s in w(k), there must be at least a3 3’s. We can continue in
this fashion, thereby generating a sequence {an} such that (39) holds for all k. This
shows in particular that (|wk|+ 1) · η(|wk|+ 1) can go to zero arbitrarily fast. �

One may wonder what sequences are generated by the procedures described be-
fore Propositions 7.1 and 7.2 if one starts with an index sequence that does not
necessarily satisfy the assumption above, namely, that all symbols occur infinitely
often. It was shown by Droubay, Justin and Pirillo [31, 50] that one obtains epis-
turmian subshifts and, conversely, every episturmian subshift can be generated in
this way.

Proposition 7.3 (Droubay, Justin, Pirillo). For every episturmian subshift (Ω, T )
over Am, there exists an index sequence {in} such that Ω = Ω(I). Conversely,
for every sequence {in} ∈ AN

m, (Ω(I), T ) is an episturmian subshift and {in} is its
index sequence. For every a ∈ Am, the characteristic sequence is given by

lim
m→∞

τi1 ◦ · · · ◦ τim
(a).

We can now quickly deduce results concerning (B) (and hence (P)) for epistur-
mian subshifts. If (Ω, T ) is an episturmian subshift over Am, denote by A ⊆ Am the
set of all symbols that occur in its index sequence infinitely many times. Fix k such
that ik, ik+1, . . . only contains symbols from A. Thus this tail sequence corresponds
to an Arnoux-Rauzy subshift over |A| symbols and the given episturmian subshift
is a morphic image (under µ1,k−1) of it. (Note that |A| ≥ 2 since (Ω, T ) is aperi-
odic.) If the associated Arnoux-Rauzy subshift satisfies (B) (if, e.g., Theorem 18
applies), then (Ω, T ) satisfies (B) by Theorem 9. On the other hand, since every
Arnoux-Rauzy subshift is episturmian, Theorem 19 shows that not all episturmian
subshifts satisfy (B). In this context, it is interesting to note that Justin and Pirillo
showed that all episturmian subshifts are uniquely ergodic [50].

8. Application to Schrödinger Operators

In this section we discuss applications of our previous study to spectral theory
of Schrödinger operators. This is based on methods introduced in [63] by Lenz.
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Let (Ω, T ) be a minimal uniquely ergodic subshift over the finite set A and
assume A ⊂ R. As discussed in the introduction, (Ω, T ) gives rise to the family
(Hω)ω∈Ω of selfadjoint operators Hω : `2(Z) −→ `2(Z) acting by

(HV u)(n) ≡ u(n+ 1) + u(n− 1) + ω(n)u(n).

As (Ω, T ) is minimal, there exists a set Σ ≡ Σ((Ω, T )) ⊂ R with

σ(Hω) = Σ for all ω ∈ Ω

(see, e.g., [8]). We will assume furthermore that (Ω, T ) is aperiodic. Such subshifts
have attracted a lot of attention in recent years for both physical and mathematical
reasons:

These subshifts can serve as models for a special class of solids discovered in
1984 by Shechtman et al. [81]. These solids, later called quasicrystals, have very
special mechanical, electrical, and diffraction properties [49, 82]. In the quantum
mechanical description of electrical (i.e., conductance) properties of these solids,
one is led to the operators (Hω) above. These operators in turn have a tendency
to display intriguing mathematical features. These features include:

(Z) Cantor spectrum of Lebesgue measure zero, that is, Σ is a Cantor set of
Lebesgue measure zero.

(SC) Purely singular continuous spectrum, that is, absence of both point spec-
trum and absolutely continuous spectrum.

(AT ) Anomalous transport.

By now, absence of absolutely continuous spectrum is completely established for
all relevant subshifts due to results of Last and Simon [61] in combination with
earlier results of Kotani [59]. The other spectral features have been investigated for
large, but special, classes of examples. Here, our focus is on (Z). As for the other
properties, we refer the reader to the survey articles [21, 83].

The property (Z) has been investigated for several models: For the period-
doubling substitution and the Thue-Morse substitution, it was shown to hold by
Bellissard et al. in [7] (cf. earlier work of Bellissard [6] as well). A more general
result for primitive substitutions has then been obtained by Bovier and Ghez [16].
Recently, proofs of (Z) for all primitive substitutions were obtained by Liu et
al. [66] and, independently, by Lenz [63]. For special examples of on-primitive
substitutions, (Z) has recently been investigated by de Oliveira and Lima [73].
Their results were extended by Damanik and Lenz [25].

For Sturmian operators, (Z) has been proven by Sütő in the golden mean case
(= Fibonacci substitution) [83, 84]. The general case was then treated by Bellissard
et al. [8]. A different approach to (Z) in the Sturmian case has been developed in
[26] by Damanik and Lenz. A suitably modified version of this approach can also
be used to study (Z) for a certain class of substitutions as shown by Damanik [22].

For quasi-Sturmian operators, (Z) was shown in [24]. Later a different proof was
given in [64].

All approaches to (Z) are based on a fundamental result of Kotani [59]. To
discuss this result, we need some preparation.

Spectral properties of the operators (Hω) are intimately linked to behavior of
solutions of the difference equation

(40) u(n+ 1) + u(n− 1) + (ω(n)− E)u(n) = 0
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for E ∈ R. To study this behavior, we define, for E ∈ R, the locally constant
function ME : Ω −→ SL(2,R) by

(41) ME(ω) ≡
(
E − ω(1) −1

1 0

)
.

Then, it is easy to see that a sequence u is a solution of the difference equation (40)
if and only if

(42)
(
u(n+ 1)
u(n)

)
= ME(n, ω)

(
u(1)
u(0)

)
, n ∈ Z.

The rate of exponential growth of solutions of (40) is then measured by the so-called
Lyapunov exponent γ(E) ≡ Λ(ME). The fundamental result of Kotani, mentioned
above, says that (due to aperiodicity)

(43) |{E ∈ R : γ(E) = 0}| = 0,

where | · | denotes Lebesgue measure on R. By general principles, it is clear that
{E ∈ R : γ(E) = 0} ⊂ Σ [17]. The overall strategy to prove (Z) is then to show

(44) Σ = {E ∈ R : γ(E) = 0}.
Given (44), Σ can not contain an interval by (43). Moreover, Σ is a closed set, as
the spectrum of an operator always is. Finally, Σ does not contain isolated points,
again by general principles on random operators [17]. Hence, Σ is a Cantor set of
measure zero if (44) holds.

The standard approach to (44) used to rely on trace maps. Trace maps are a
powerful tool in the study of spectral properties. In particular, they can be used
not only to study (Z), but also to investigate (SC) and (AT ). However, trace
maps do not seem to be available as soon as the dynamical systems get more
complicated. This difficulty is avoided in a new approach to (Z) introduced in [63].
There, validity of (44) is related to certain ergodic properties of the underlying
dynamical system. More precisely, the abstract cornerstone of this new approach
is the following result.

Theorem 20. [63] Let (Ω, T ) be a minimal uniquely ergodic subshift over A ⊂ R.
Then, Σ = {E ∈ R : γ(E) = 0} if and only if ME is uniform for every E ∈ R. In
this case, the map γ : R −→ [0,∞) is continuous.

Given this theorem, it becomes possible to show (44) by studying uniformity of
the functions ME . In fact, as shown in [63], uniformity of ME holds for all systems
satisfying (PW) and, in particular, for all linearly repetitive systems (see [62] as
well). In [63], this was used to prove (Z) for all primitive substitutions. Later
(Z) has been established for various further systems by showing linear repetitivity
[1, 25, 73].

Proof of Theorem 2. Given Theorem 20 and Kotanis result (43), the assertion fol-
lows easily from our main result: By (B) and Theorem 1, the function ME is
uniform for every E ∈ R. By Theorem 20, this implies Σ = {E : γ(E) = 0}.
By (43), this gives that Σ is a Cantor set of Lebesgue measure zero, as discussed
above. �

Proof of Theorem 3. The result follows from Theorem 2 and the results regarding
the validity of (B) for circle map subshifts of Section 6. �
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Proof of Theorem 4. The assertion is immediate from Theorem 20 and our main
result, Theorem 1. �

As becomes clear from the discussion in Section 5, Theorem 2 generalizes all
earlier results on (Z). Moreover, it gives various new ones. One of these new
results on (Z) is Theorem 3. Similarly, combining Theorem 2 and the results of
Subsection 5.3, we obtain another new result on (Z) for subshifts associated with
interval exchange transformations. To the best of our knowledge this is the first
result on (Z) for operators associated to interval exchange transformations (not
counting those which are Sturmian or linearly repetitive).

Theorem 21. Let τ ∈ Sm be irreducible. Then, for Lebesgue almost every λ,
Σ = Σ(Ωλ,τ ) is a Cantor set of Lebesgue measure zero.

Proof. As discussed in Subsection 5.3, if τ ∈ Sm is irreducible, Ωλ,τ is minimal,
aperiodic, and satisfies (B) for almost every λ. This, combined with Theorem 2,
yields the assertion. �

Finally, we also mention the following result for Arnoux-Rauzy subshifts, which
follows from Theorem 2 and the discussion in Section 7

Theorem 22. Let (Ω, T ) be an aperiodic Arnoux-Rauzy subshift over Am and {in}
the associated index sequence. Suppose there is N ∈ N such that for a sequence
kj →∞, each of the words ikj . . . ikj+N−1 contains all symbols from Am. Then, Σ
is a Cantor set of measure zero.
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in September 2003. He would like to thank Barry Simon and the Department of
Mathematics for the warm hospitality.

Appendix A. Almost Every Circle Map Subshift Has Infinite Index

In this section, we show that the previous results on zero-measure Cantor spec-
trum for Schrödinger operators associated with circle map subshifts only cover a
zero-measure set in parameter space. This should be seen in connection with The-
orem 3, where this spectral result is established for almost all parameter values.

Recall that for every (α, β) ∈ (0, 1)× (0, 1), we may define a subshift Ωα,β as in
(27).

Proofs of zero-measure spectrum for the associated operators based on trace map
dynamics were given in [8, 24, 83, 84]. They cover the case of arbitrary irrational
α ∈ (0, 1) and β’s in (0, 1) of the form β = mα+ n. This is clearly a zero-measure
set in (0, 1)× (0, 1).

The paper [1] applies the results of [63] and shows zero-measure spectrum for
a class of circle map subshifts that is characterized by means of a generalized
continued fraction algorithm. Essentially, [1] characterizes the pairs (α, β) for which
the associated subshifts are linearly recurrent. We want to show that these, too,
form a set of measure zero.

To this end, we note that every aperiodic linearly recurrent subshift Ω has finite
index in the sense that there is N <∞ such that its set of finite subwords, W(Ω),
contains no word of the form wN . (This is immediate from the definition.)
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We say that a subshift Ω has infinite index if for every n ≥ 1, there is a word w
such that wn ∈ W(Ω) and prove the following:

Proposition A.1. For almost every (α, β) ∈ (0, 1) × (0, 1), the subshift Ωα,β has
infinite index.

Remarks. (a) This implies that for almost every (α, β) ∈ (0, 1)× (0, 1), Ωα,β is not
linearly recurrent.
(b) Our proof is an extension of arguments from [28, 52].

Proof. It suffices to show that for each fixed β ∈ (0, 1), Ωα,β has infinite index for
almost every α ∈ (0, 1).

For a sequence lk →∞ with

(45)
∞∑

k=1

l−1
k =∞

(e.g., lk = k), we define the sets Gα,β(k) ⊆ [0, 1) by

Gα,β(k) = {θ ∈ [0, 1) : Vθ(mqk + j) = Vθ(j), −2lk + 1 ≤ m ≤ 2lk − 1, 1 ≤ j ≤ qk},

where
Vθ(n) = χ[0,β)(Rn

αθ).

It is clearly sufficient to show that for each β ∈ (0, 1) fixed (and | · | denoting
Lebesgue measure), ∣∣∣∣lim sup

k→∞
Gα,β(k)

∣∣∣∣ > 0 for almost every α.

Since | lim supGα,β(k)| ≥ lim sup |Gα,β(k)|, this will follow from

(46) lim sup
k→∞

|Gα,β(k)| > 0 for almost every α.

Define

G
(1)
α,β(k) =

{
θ : min

(−2lk+2)qk+1≤m≤(2lk−1)qk

‖mα+ θ‖ > |qkα− pk|
}
,

G
(2)
α,β(k) =

{
θ : min

(−2lk+2)qk+1≤m≤(2lk−1)qk

‖mα+ θ − β‖ > |qkα− pk|
}
.

It follows from (23) that

‖((m± qk)α+ θ)− (mα+ θ)‖ = |qkα− pk|.

This in turn implies

(47) Gα,β(k) ⊆ G(1)
α,β(k) ∩G(2)

α,β(k)

On the other hand, we have

G
(1)
α,β(k)c =

(2lk−1)qk⋃
m=(−2lk+2)qk+1

{θ : ‖mα+ θ‖ ≤ |qkα− pk|},

G
(2)
α,β(k)c =

(2lk−1)qk⋃
m=(−2lk+2)qk+1

{θ : ‖mα+ θ − β‖ ≤ |qkα− pk|},
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which, by (24), gives for i = 1, 2,

(48) |G(i)
α,β(k)c| ≤ 2qk(4lk − 3)|qkα− pk| ≤ (8lk − 6)

qk
qk+1

≤ 8lk
ak+1

.

Combining (47) and (48), we get

lim sup
k→∞

|Gα,β(k)| ≥ 1− lim inf
k→∞

16lk
ak+1

.

By our assumption (45), we have that lim infk→∞
16lk
ak+1

is less than 1/2, say,
for almost every α [56, Theorem 30]. This shows (46) and hence concludes the
proof. �

Appendix B. Some Remarks on Inhomogeneous Diophantine
Approximation

Let α ∈ (0, 1) be irrational and let γ ∈ [0, 1). The two-sided inhomogeneous
approximation constant M(α, γ) is given by

M(α, γ) = lim inf
|n|→∞

|n| · ‖nα− γ‖,

where ‖ · ‖ denotes the distance from the closest integer. The number M(α, γ)
turned out to be important in our study of the Boshernitzan condition for circle map
subshifts corresponding to partitions of the unit circle into at least three intervals;
compare Section 6. In this appendix we sketch a way to compute M(α, γ) which
was proposed by Pinner. For background information, we refer the reader to the
excellent texts by Khinchin [56] and Rockett and Szüsz [79]. We shall present
results from [75]. Related work can be found in Cusick et al. [20] and Komatsu
[58].

The negative continued fraction expansion of α is given by

α =
1

a1 −
1

a2 −
1

a3 − · · ·

=: [0; a1, a2, a3, . . .]−,

where the integers ai ≥ 2 are generated as follows:

α0 := {α}, an+1 :=
⌈

1
αn

⌉
, αn+1 :=

⌈
1
αn

⌉
− 1
αn

.

The corresponding convergents pn/qn = [0; a1, a2, . . . , an]− are given by

p−1 = −1, p0 = 0, pn+1 = an+1pn − pn−1,

q−1 = 0, q0 = 1, qn+1 = an+1qn − qn−1.

There is a simple way to switch back and forth between regular and negative con-
tinued fraction expansion; see [75].

Write
αi := [0; ai, ai−1, . . . , a1]−, αi := [0; ai+1, ai+2, . . .]−.

Then
Di := qiα− pi = α0 · · ·αi, qi = (α1 · · ·αi)−1.
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The α-expansion of γ is now obtained as follows: Let

γ0 := {γ}, bn+1 :=
⌊
γn

αn

⌋
, γn+1 :=

{
γn

αn

}
,

so that

{γ} =
∞∑

i=1

biDi−1.

Finally, with tk := 2bk − ak + 2, let

d−k :=
k∑

j=1

tj qj−1

qk
, d+

k :=
∞∑

j=k+1

tj Dj−1

Dk−1

and

s1(k) := 1
4 (1− αk + d−k )(1− αk + d+

k )qkDk−1,

s2(k) := 1
4 (1 + αk + d−k )(1 + αk + d+

k )qkDk−1,

s3(k) := 1
4 |1− αk − d−k | |1− αk − d+

k |qkDk−1,

s4(k) := 1
4 (1 + αk − d−k )(1 + αk + d+

k )qkDk−1.

We have the following result [75]:

Theorem 23 (Pinner). Suppose that γ 6∈ Zα + Z and that its α-expansion has
bi = ai − 1 at most finitely many times. Then

M(α, γ) = lim inf
k→∞

min{s1(k), s2(k), s3(k), s4(k)}.
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Introduction

The present paper is part of a study of Hamiltonians for aperiodic solids. Among
them, special emphasis is laid on models for quasicrystals. To describe aperiodic
order, we use Delone (Delaunay) sets. Here we construct and study certain operator
algebras which can be naturally associated with Delone sets and reflect the aperiodic
order present in a Delone dynamical system. In particular, we use Connes noncom-
mutative integration theory to build a von Neumann algebra. This is achieved
in Section 2 after some preparatory definitions and results gathered in Section 1.
Let us stress the following facts: it is not too hard to write down explicitely the
von Neumann algebra N (Ω, T, µ) of observables, starting from a Delone dynamical
system (Ω, T ) with an invariant measure µ. As in the case of random operators,
the observables are families of operators, indexed by a set Ω of Delone sets. This
set represents a type of (aperiodic) order and the ergodic properties of (Ω, T ) can
often be expressed by combinatorial properties of its elements ω. The latter are
thought of as realizations of the type of disorder described by (Ω, T ). The alge-
bra N (Ω, T, µ) incorporates this disorder and playes the role of a noncommutative
space underlying the algebra of observables. To see that this algebra is in fact a
von Neumann algebra is by no means clear. At that point the analysis of Connes
[9] enters the picture.

In order to verify the necessary regularity properties we rely on work done in [29],
where we studied topological properties of a groupoid that naturally comes with
(Ω, T ). Using this, we can construct a measurable (even topological) groupoid. Any
invariant measure µ on the dynamical system gives rise to a transversal measure Λ
and the points of the Delone sets are used to define a random Hilbert space H. This
latter step uses specifically the fact that we are dealing with a dynamical system

1Research partly supported by the DFG in the priority program Quasicrystals
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consisting of point sets and leads to a noncommutative random variable that has
no analogue in the general framework of dynamical systems. We are then able to
identify N (Ω, T, µ) as EndΛ(H). While in our approach we use noncommutative
integration theory to verify that a certain algebra is a von Neumann algebra we
should also like to point out that at the same time we provide interesting examples
for the theory. Of course, tilings have been considered in this connection quite from
the start as seen on the cover of [10]. However, we emphasize the point of view of
concrete operators and thus are led to a somewhat different setup.

The study of traces on this algebra is started in Section 3. Traces are intimately
linked to transversal functions on the groupoid. These can also be used to study
certain spectral properties of the operator families constituting the von Neumann
algebra. For instance, spectral properties are almost surely constant for the mem-
bers of any such family. This type of results is typical for random operators. In fact,
we regard the families studied here in this random context. An additional feature
that is met here is the dependence of the Hilbert space on the random parameter
ω ∈ Ω.

In Section 4 we introduce a C∗-algebra that had already been encountered in
a different form in [6, 17]. Our presentation here is geared towards using the
elements of the C∗-algebra as tight binding hamiltonians in a quantum mechanical
description of disordered solids (see [6] for related material as well). We relate
certain spectral properties of the members of such operator families to ergodic
features of the underlying dynamical system. Moreover, we show that the eigenvalue
counting functions of these operators are convergent. The limit, known as the
integrated density of states, is an object of fundamental importance from the solid
state physics point of view. Apart from proving its existence, we also relate it to
the canonical trace on the von Neumann algebra N (Ω, T, µ) in case that the Delone
dynamical system (Ω, T ) is uniquely ergodic. Results of this genre are known as
Shubin’s trace formula due to the celebrated results from [36].

We conclude this section with two further remarks.
Firstly, let us mention that starting with the work of Kellendonk [17], C∗-algebras

associated to tilings have been subject to intense research within the framework of
K-theory (see e.g. [18, 19, 32]). This can be seen as part of a program originally
initiated by Bellissard and his co-workers in the study of so called gap-labelling
for almost periodic operators [3, 4, 5]. While the C∗-algebras we encounter are
essentially the same, our motivation, aims and results are quite different.

Secondly, let us remark that some of the results below have been announced in
[28, 29]. A stronger ergodic theorem will be found in [30] and a spectral theoretic
application is given in [20].

1. Delone dynamical systems and coloured Delone dynamical systems

In this section we recall standard concepts from the theory of Delone sets and in-
troduce a suitable topology on the closed sets in euclidian space. A slight extension
concerns the discussion of coloured (decorated) Delone sets.

A subset ω of Rd is called a Delone set if there exist 0 < r,R < ∞ such that
2r ≤ ‖x − y‖ whenever x, y ∈ ω with x 6= y, and BR(x) ∩ ω 6= ∅ for all x ∈ Rd.
Here, the Euclidean norm on Rd is denoted by ‖ · ‖ and Bs(x) denotes the (closed)
ball in Rd around x with radius s. The set ω is then also called an (r,R)-set. We
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will sometimes be interested in the restrictions of Delone sets to bounded sets. In
order to treat these restrictions, we introduce the following definition.

Definition 1.1. (a) A pair (Λ, Q) consisting of a bounded subset Q of Rd and
Λ ⊂ Q finite is called a pattern. The set Q is called the support of the pattern.
(b) A pattern (Λ, Q) is called a ball pattern if Q = Bs(x) with x ∈ Λ for suitable
x ∈ Rd and s ∈ (0,∞).

The pattern (Λ1, Q1) is contained in the pattern (Λ2, Q2) written as (Λ1, Q1) ⊂
(Λ2, Q2) if Q1 ⊂ Q2 and Λ1 = Q1 ∩ Λ2. Diameter, volume etc. of a pattern are
defined to be the diameter, volume etc of its support. For patterns X1 = (Λ1, Q1)
and X2 = (Λ2, Q2), we define ]X1X2, the number of occurences of X1 in X2, to be
the number of elements in {t ∈ Rd : Λ1 + t ⊂ Λ2, Q1 + t ⊂ Q2}.

For further investigation we will have to identify patterns that are equal up to
translation. Thus, on the set of patterns we introduce an equivalence relation by
setting (Λ1, Q1) ∼ (Λ2, Q2) if and only if there exists a t ∈ Rd with Λ1 = Λ2 + t and
Q1 = Q2 + t. In this latter case we write (Λ1, Q1) = (Λ2, Q2) + t. The class of a
pattern (Λ, Q) is denoted by [(Λ, Q)]. The notions of diameter, volume, occurence
etc. can easily be carried over from patterns to pattern classes.

Every Delone set ω gives rise to a set of pattern classes, P(ω) viz P(ω) =
{[Q ∧ ω] : Q ⊂ Rd bounded and measurable}, and to a set of ball pattern classes
PB(ω)) = {[Bs(x) ∧ ω] : x ∈ ω, s > 0}. Here we set Q ∧ ω = (ω ∩Q,Q).

For s ∈ (0,∞), we denote by Ps
B(ω) the set of ball patterns with radius s; note

the relation with s-patches as considered in [21]. A Delone set is said to be of finite
local complexity if for every radius s the set Ps

B(ω) is finite. We refer the reader to
[21] for a detailed discussion of Delone sets of finite type.

Let us now extend this framework a little, allowing for coloured Delone sets. The
alphabet A is the set of possible colours or decorations. An A-coloured Delone set is
a subset ω ⊂ Rd×A such that the projection pr1(ω) ⊂ Rd onto the first coordinate
is a Delone set. The set of all A-coloured Delone sets is denoted by DA.

Of course, we speak of an (r,R)-set if pr1(ω) is an (r,R)-set. The notions of
pattern, diameter, volume of pattern etc. easily extend to coloured Delone sets.
E.g.

Definition 1.2. A pair (Λ, Q) consisting of a bounded subset Q of Rd and Λ ⊂
Q × A finite is called an A- decorated pattern. The set Q is called the support of
the pattern.

A coloured Delone set ω is thus viewed as a Delone set pr1(ω) whose points
x ∈ pr1(ω) are labelled by colours a ∈ A. Accordingly, the translate Ttω of a
coloured Delone set ω ⊂ Rd × A is given by

Ttω = {(x+ t, a) : (x, a) ∈ ω}.
From [29] we infer the notion of the natural topology, defined on the set F(Rd) of
closed subsets of Rd. Since in our subsequent study in [30] the alphabet is supposed
to be a finite set, the following construction will provide a suitable topology for
coloured Delone sets. Define, for a ∈ A,

pa : DA → F(Rd), pa(ω) = {x ∈ Rd : (x, a) ∈ ω}.
The initial topolgy on DA with respect to the family (pa)a∈A is called the natural
topology on the set of A- decorated Delone sets. It is obvious that metrizability and
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compactness properties carry over from the natural topology without decorations
to the decorated case.

Finally, the notions of Delone dynamical system and Delone dynamical system
of finite local complexity carry over to the coloured case in the obvious manner.

Definition 1.3. Let A be a finite set. (a) Let Ω be a set of Delone sets. The pair
(Ω, T ) is called a Delone dynamical system (DDS) if Ω is invariant under the shift
T and closed in the natural topology.
(a’) Let Ω be a set of A-coloured Delone sets. The pair (Ω, T ) is called an A-coloured
Delone dynamical system (A-DDS) if Ω is invariant under the shift T and closed
in the natural topology.
(b) A DDS (Ω, T ) is said to be of finite local complexity if ∪ω∈ΩP

s
B(ω) is finite for

every s > 0.
(b’) An A-DDS (Ω, T ) is said to be of finite local complexity if ∪ω∈ΩP

s
B(ω) is finite

for every s > 0.
(c) Let 0 < r,R <∞ be given. A DDS (Ω, T ) is said to be an (r,R)-system if every
ω ∈ Ω is an (r,R)-set.
(c’) Let 0 < r,R <∞ be given. An A-DDS (Ω, T ) is said to be an (r,R)-system if
every ω ∈ Ω is an (r,R)-set.
(d) The set P(Ω) of pattern classes associated to a DDS Ω is defined by P(Ω) =
∪ω∈ΩP(ω).

In view of the compactness properties known for Delone sets, [29], we get that
Ω is compact whenever (Ω, T ) is a DDS or an A-DDS.

2. Groupoids and non commutative random variables

In this section we use concepts from Connes non-commutative integration theory
[9] to associate a natural von Neumann algebra with a given DDS (Ω, T ). To do
so, we introduce

• a suitable groupoid G(Ω, T ),
• a transversal measure Λ = Λµ for a given invariant measure µ on (Ω, T )
• and a Λ-random Hilbert space H = (Hω)ω∈Ω

leading to the von Neumann algebra

N (Ω, T, µ) := EndΛ(H)

of random operators, all in the terminology of [9]. Of course, all these objects will
now be properly defined and some crucial properties have to be checked. Part
of the topological prerequisites have already been worked out in [29]. Note that
comparing the latter with the present paper, we put more emphasis on the relation
with noncommutative integration theory.

The definition of the groupoid structure is straightforward see also [6], Sect.
2.5. A set G together with a partially defined associative multiplication · : G2 ⊂
G × G −→ G, and an inversion −1 : G −→ G is called a groupoid if the following
holds:

• (g−1)−1 = g for all g ∈ G,
• If g1 · g2 and g2 · g3 exist, then g1 · g2 · g3 exists as well,
• g−1 · g exists always and g−1 · g · h = h, whenever g · h exists,
• h · h−1 exists always and g · h · h−1 = g, whenever g · h exists.
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A groupoid is called topological groupoid if it carries a topology making inversion
and multiplication continuous. Here, of course, G × G carries the product topology
and G2 ⊂ G × G is equipped with the induced topology.

A given groupoid G gives rise to some standard objects: The subset G0 = {g·g−1 |
g ∈ G} is called the set of units. For g ∈ G we define its range r(g) by r(g) = g ·g−1

and its source by s(g) = g−1 · g. Moreover, we set Gω = r−1({ω}) for any unit
ω ∈ G0. One easily checks that g · h exists if and only if r(h) = s(g).

By a standard construction we can assign a groupoid G(Ω, T ) to a Delone dy-
namical system. As a set G(Ω, T ) is just Ω × Rd. The multiplication is given by
(ω, x)(ω−x, y) = (ω, x+y) and the inversion is given by (ω, x)−1 = (ω−x,−x). The
groupoid operations can be visualized by considering an element (ω, x) as an arrow
ω−x x−→ ω. Multiplication then corresponds to concatenation of arrows; inversion
corresponds to reversing arrows and the set of units G(Ω, T )0 can be identified with
Ω.

Apparently this groupoid G(Ω, T ) is a topological groupoid when Ω is equipped
with the topology of the previous section and Rd carries the usual topology.

The groupoid G(Ω, T ) acts naturally on a certain topological space X . This
space and the action of G on it are of crucial importance in the sequel. The space
X is given by

X = {(ω, x) ∈ G : x ∈ ω} ⊂ G(Ω, T ).

In particular, it inherits a topology form G(Ω, T ). This X can be used to define
a random variable or measurable functor in the sense of [9]. Following the latter
reference, p. 50f, this means that we are given a functor F from G to the category
of measurable spaces with the following properties:

• For every ω ∈ G0 we are given a measure space F (ω) = (Yω, βω).
• For every g ∈ G we have an isomorphism F (g) of measure spaces, F (g) :
Ys(g) → Yr(g) such that F (g1g2) = F (g1)F (g2), whenever g1g2 is defined,
i.e., whenever s(g1) = r(g2).
• A measurable structure on the disjoint union

Y = ∪ω∈ΩYω

such that the projection π : Y → Ω is measurable as well as the natural
bijection of π−1(ω) to Yω.
• The mapping ω 7→ βω is measurable.

We will use the notation F : G  Y to abbreviate the above.
Let us now turn to the groupoid G(Ω, T ) and the bundle X defined above. Since

X is closed ([29], Prop.2.1), it carries a reasonable Borel structure. The projection
π : X → Ω is continuous, in particular measurable. Now, we can discuss the
action of G on X . Every g = (ω, x) gives rise to a map J(g) : X s(g) −→ X r(g),
J(g)(ω − x, p) = (ω, p+ x). A simple calculation shows that J(g1g2) = J(g1)J(g2)
and J(g−1) = J(g)−1, whenever s(g1) = r(g2). Thus, X is an G-space in the sense
of [27]. It can be used as the target space of a measurable functor F : G  X . What
we still need is a positive random variable in the sense of the following definition,
taken from [29]. First some notation:

Given a locally compact space Z, we denote the set of continuous functions on
Z with compact support by Cc(Z). The support of a function in Cc(Z) is denoted
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by supp(f). The topology gives rise to the Borel-σ-algebra. The measurable non-
negative functions with respect to this σ-algebra will be denoted by F+(Z). The
measures on Z will be denoted by M(Z).

Definition 2.1. Let (Ω, T ) be an (r,R)-system.
(a) A choice of measures β : Ω → M(X ) is called a positive random variable

with values in X if the map ω 7→ βω(f) is measurable for every f ∈ F+(X ), βω

is supported on Xω, i.e., βω(X − Xω) = 0, ω ∈ Ω, and β satisfies the following
invariance condition∫

X s(g)
f(J(g)p)dβs(g)(p) =

∫
X r(g)

f(q)dβr(g)(q)

for all g ∈ G and f ∈ F+(X r(g)).
(b) A map Ω × Cc(X ) −→ C is called a complex random variable if there exist

an n ∈ N, positive random variables βi, i = 1, . . . , n and λi ∈ C, i = 1, . . . , n with
βω(f) =

∑n
i=1 β

ω
i (f).

We are now heading towards introducing and studying a special random variable.
This variable is quite important as it gives rise to the `2-spaces on which the
Hamiltonians act. Later we will see that these Hamiltonians also induce random
variables.

Proposition 2.2. Let (Ω, T ) be an (r,R)-system. Then the map α : Ω −→M(X ),
αω(f) =

∑
p∈ω f(p) is a random variable with values in X . Thus the functor Fα

given by Fα(ω) = (Xω, αω) and Fα(g) = J(g) is measurable.

Proof. See [29], Corollary 2.6. 2

Clearly, the condition that (Ω, T ) is an (r,R)-system is used to verify the mea-
surability conditions needed for a random variable. We should like to stress the
fact that the above functor given by X and α• differs from the canonical choice,
possible for any dynamical system. In the special case at hand this canonical choice
reads as follows:

Proposition 2.3. Let (Ω, T ) be a DDS. Then the map ν : Ω −→M(G), νω(f) =∫
Rd f(ω, t)dt is a transversal function, i.e., a random variable with values in G.

Actually, one should possibly define transversal functions before introducing ran-
dom variables. Our choice to do otherwise is to underline the specific functor used
in our discussion of Delone sets. As already mentioned above, the analogue of the
transversal function ν from Proposition 2.3 can be defined for any dynamical sys-
tem. In fact this structure has been considered by Bellissard and coworkers in a
C∗-context. The notion almost random operators has been coined for that; see [3]
and the literature quoted there.

After having encountered functors from G to the category of measurable spaces
under the header random variable or measurable functor, we will now meet random
Hilbert spaces. By that one designates, according to [9], a representation of G in
the category of Hilbert spaces, given by the following data:

• A measurable family H = (Hω)ω∈G0 of Hilbert spaces.
• For every g ∈ G a unitary Ug : Hs(g) → Hr(g) such that

U(g1g2) = U(g1)U(g2)
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whenever s(g1) = r(g2). Moreover, we assume that for every pair (ξ, η) of
measurable sections of H the function

G → C, g 7→ (ξ|η)(g) := (ξr(g)|U(g)ηs(g))

is measurable.
Given a measurable functor F : G  Y there is a natural representation L2 ◦ F ,
where

Hω = L2(Yω, βω)

and U(g) is induced by the isomorphism F (g) of measure spaces.
Let us assume that (Ω, T ) is an (r,R)-system. We are especially interested in

the representation of G(Ω, T ) on H = (`2(Xω, αω))ω∈Ω induced by the measurable
functor Fα : G(Ω, T )  X defined above. The necessary measurable structure
is provided by [29], Proposition 2.8. It is the measurable structure generated by
Cc(X ).

The last item we have to define is a transversal measure. We denote the set
of nonnegative transversal functions on a groupoid G by E+(G) and consider the
unimodular case (δ ≡ 1) only. Following [9], p. 41f, a transversal measure Λ is a
linear mapping

Λ : E+(G)→ [0,∞]

satisfying
• Λ is normal, i.e., Λ(sup νn) = supΛ(νn) for every increasing sequence (νn)

in E+(G).
• Λ is invariant, i.e., for every ν ∈ E+(G) and every kernel λ with λω(1) = 1

we get
Λ(ν ∗ λ) = Λ(ν).

Given a fixed transversal function ν on G and an invariant measure µ on G0 there
is a unique transversal measure Λ = Λν such that

Λ(ν ∗ λ) = µ(λ•(1)),

see [9], Theoreme 3, p.43. In the next Section we will discuss that in a little more
detail in the case of DDS groupoids.

We can now put these constructions together.

Definition 2.4. Let (Ω, T ) be an (r,R)-system and let µ be an invariant measure
on Ω. Denote by V1 the set of all f : X −→ C which are measurable and satisfy
f(ω, ·) ∈ `2(Xω, αω) for every ω ∈ Ω.

A family (Aω)ω∈Ω of bounded operators Aω : `2(ω, αω) −→ `2(ω, αω) is called
measurable if ω 7→ 〈f(ω), (Aωg)(ω)〉ω is measurable for all f, g ∈ V1. It is called
bounded if the norms of the Aω are uniformly bounded. It is called covariant if it
satisfies the covariance condition

Hω+t = UtHωU
∗
t , ω ∈ Ω, t ∈ Rd,

where Ut : `2(ω) −→ `2(ω+ t) is the unitary operator induced by translation. Now,
we can define

N (Ω, T, µ) := {A = (Aω)ω∈Ω|A covariant, measurable and bounded}/ ∼,

where ∼ means that we identify families which agree µ almost everywhere.
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As is clear from the definition, the elements of N (Ω, T, µ) are classes of families
of operators. However, we will not distinguish too pedantically between classes and
their representatives in the sequel.

Remark 2.5. It is possible to define N (Ω, T, µ) by requiring seemingly weaker
conditions. Namely, one can consider families (Aω) that are essentially bounded
and satisfy the covariance condition almost everywhere. However, by standard
procedures (see [9, 25]), it is possible to show that each of these families agrees
almost everywhere with a family satisfying the stronger conditions discussed above.

Obviously, N (Ω, T, µ) depends on the measure class of µ only. Hence, for
uniquely ergodic (Ω, T ), N (Ω, T, µ) =: N (Ω, T ) gives a canonical algebra. This
case has been considered in [28, 29].

Apparently, N (Ω, T, µ) is an involutive algebra under the obvious operations.
Moreover, it can be related to the algebra EndΛ(H) defined in [9] as follows.

Theorem 2.6. Let (Ω, T ) be an (r,R)-system and let µ be an invariant measure
on Ω. Then N (Ω, T, µ) is a weak-*-algebra. More precisely,

N (Ω, T, µ) = EndΛ(H),

where Λ = Λν and H = (`2(Xω, αω))ω∈Ω are defined as above.

Proof. The asserted equation follows by plugging in the respective definitions. The
only thing that remains to be checked is thatH is a square integrable representation
in the sense of [9], Definition, p. 80. In order to see this it suffices to show that the
functor Fα giving rise to H is proper. See [9], Proposition 12, p. 81.

This in turn follows by considering the transversal function ν defined in Propo-
sition 2.3 above. In fact, any u ∈ Cc(Rd)+ gives rise to the function f ∈ F+(X ) by
f(ω, p) := u(p). It follows that

(ν ∗ f)(ω, p) =
∫

Rd

u(p+ t)dt =
∫

Rd

u(t)dt,

so that ν ∗ f ≡ 1 if the latter integral equals 1 as required by [9], Definition 3, p.
55. 2

We can use the measurable structure to identify L2(X ,m), wherem =
∫
Ω
αωµ(ω)

with
∫ ⊕
Ω
`2(Xω, αω) dµ(ω). This gives the faithful representation

π : N (Ω, T, µ) −→ B(L2(X ,m)), π(A)f((ω, x)) = (Aωfω)((ω, x))

and the following immediate consequence.

Corollary 2.7. π(N (Ω, T, µ)) ⊂ B(L2(X ,m)) is a von Neumann algebra.

Next we want to identify conditions under which π(N (Ω, T, µ)) is a factor. Recall
that a Delone set ω is said to be non-periodic if ω + t = ω implies that t = 0.

Theorem 2.8. Let (Ω, T ) be an (r,R)-system and let µ be an ergodic invariant
measure on Ω. If ω is non-periodic for µ-a.e. ω ∈ Ω then N (Ω, T, µ) is a factor.

Proof. We want to use [9], Corollaire 7, p. 90. In our case G = G(Ω, T ), G0 = Ω
and

Gω
ω = {(ω, t) : ω + t = ω}.
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Obviously, the latter is trivial, i.e., equals {(ω, 0)} iff ω is non-periodic. By our as-
sumption this is valid µ-a.s. so that we can apply [9], Corollaire 7, p. 90. Therefore
the centre of N (Ω, T, µ) consists of families

f = (f(ω)1Hω
)ω∈Ω,

where f : Ω → C is bounded, measurable and invariant. Since µ is assumed to be
ergodic this implies that f(ω) is a.s. constant so that the centre of N (Ω, T, µ) is
trivial. 2

Remark 2.9. Since µ is ergodic, the assumption of non-periodicity in the theorem
can be replaced by assuming that there is a set of positive measure consisting of
non-periodic ω.

Note that the latter result gives an extension of part of what has been announced
in [28], Theorem 2.1 and [29], Theorem 3.8. The remaining assertions of [29] will
be proven in the following Section, again in greater generality.

3. Transversal functions, traces and deterministic spectral
properties.

In the preceding section we have defined the von Neumann algebra N (Ω, T, µ)
starting from an (r,R)-system (Ω, T ) and an invariant measure µ on (Ω, T ). In
the present section we will study traces on this algebra. Interestingly, this rather
abstract and algebraic enterprise will lead to interesting spectral consequences. We
will see that the operators involved share some fundamental properties with “usual
random operators”.

Let us first draw the connection of our families to “usual random operators”,
referring to [7, 31, 39] for a systematic account. Generally speaking one is concerned
with families (Aω)ω∈Ω of operators indexed by some probability space and acting
on `2(Zd) or L2(Rd) typically. The probability space Ω encodes some statistical
properties, a certain kind of disorder that is inspired by physics in many situations.
One can view the set Ω as the set of all possible realization of a fixed disordered
model and each single ω as a possible realization of the disorder described by Ω.
Of course, the information is mostly encoded in a measure on Ω that describes the
probability with which a certain realization is picked.

We are faced with a similar situation, one difference being that in any family
A = (Aω)ω∈Ω ∈ N (Ω, T, µ), the operators Aω act on the possibly different spaces
`2(ω). Apart from that we have the same ingredients as in the usual random busi-
ness, where, of course, Delone dynamical systems still bear quite some order. That
is, we are in the realm of weakly disordered systems. For a first idea what this might
have to do with aperiodically ordered solids, quasicrystals, assume that the points
p ∈ ω are the atomic positions of a quasicrystal. In a tight binding approach (see [6]
Section 4 for why this is reasonable), the Hamiltonian Hω describing the respective
solid would naturally be defined on `2(ω), its matrix elements Hω(p, q), p, q ∈ ω de-
scribing the diagonal and hopping terms for an electron that undergoes the influence
of the atomic constellation given by ω. The definite choice of these matrix elements
has to be done on physical grounds. In the following subsection we will propose a
C∗-subalgebra that contains what we consider the most reasonable candidates; see
also [6, 17]. It is clear, however, that N (Ω, T, µ) is a reasonable framework, since
translations should not matter. Put in other words, every reasonable Hamiltonian
family (Hω)ω∈Ω should be covariant.
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The remarkable property that follows from this “algebraic” fact is that certain
spectral properties of the Hω are deterministic, i.e., do not depend on the choice of
the realization ω µ-a.s.

Let us next introduce the necessary algebraic concepts, taking a second look
at transversal functions and random variables with values in X . In fact, random
variables can be integrated with respect to transversal measures by [9], i.e for a
given non-negative random variable β with values in X and a transversal measure
Λ, the expression

∫
FβdΛ is well defined. More precisely, the following holds:

Lemma 3.1. Let (Ω, T ) be an (r,R)-system and µ be T -invariant.
(a) Let β be a nonnegative random variable with values in X . Then∫

Ω
βω(f(ω, ·)) dµ(ω) does not depend on f ∈ F+(X ) provided f satisfies

∫
f((ω +

t, x+ t) dt = 1 for every (ω, x) ∈ X and∫
Ω

βω(f(ω, ·)) dµ(ω) =
∫
FβdΛ,

where Fβ : G  X is the measurable functor induced by Fβ(ω) = (Xω, βω) and
Λ = Λν the transversal measure defined in the previous section.

(b) An analogous statement remains true for a complex random variable β =∑
k λkβk, when we define ∫

FβdΛ =
∑

k

λk

∫
Fβk

dΛ

and restrict to f ∈ F+(X ) with suppf compact.

Proof. Part (a) is a direct consequence of the definitions and results in [9]. Part
(b), then easily follows from (a) by linearity. 2

A special instance of the foregoing lemma is given in the following proposition.

Proposition 3.2. Let (Ω, T ) be an (r,R)-system and let µ be T -invariant. If λ is
a transversal function on G(Ω, T ) then

ϕ 7→
∫

Ω

〈λω, ϕ〉dµ(ω)

defines an invariant functional on Cc(Rd), i.e., a multiple of the Lebesgue measure.
In particular, if µ is an ergodic measure, then either λω(1) = 0 a.s. or λω(1) =∞
a.s.

Proof. Invariance of the functional follows by direct checking. By uniqueness of the
Haar measure, this functional must then be a multiple of Lebesgue measure. If µ is
ergodic, the map ω 7→ λω(1) is almost surely constant (as it is obviously invariant).
This easily implies the last statement. 2

Each random operator gives rise to a random variable as seen in the following
proposition whose simple proof we omit.

Proposition 3.3. Let (Ω, T ) be an (r,R)-system and µ be T -invariant. Let (Aω) ∈
N (Ω, T, µ) be given. Then the map βA : Ω −→ M(X ), βω

A(f) = tr(AωMf ) is a
complex random variable with values in X .
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Now, choose a nonnegative measurable u on Rd with compact support and∫
Rd u(x)dx = 1. Combining the previous proposition with Lemma 3.1, f(ω, p) :=
u(p), we infer that the map

τ : N (Ω, T, µ) −→ C, τ(A) =
∫

Ω

tr(AωMu) dµ(ω)

does not depend on the choice of f viz u as long as the integral is one. Important
features of τ are given in the following lemma.

Lemma 3.4. Let (Ω, T ) be an (r,R)-system and µ be T -invariant. Then the map
τ : N (Ω, T, µ) −→ C is continuous, faithful, nonegative on N (Ω, T, µ)+ and satisfies
τ(A) = τ(U∗AU) for every unitary U ∈ N (Ω, T, µ) and arbitrary A ∈ N (Ω, T, µ),
i.e., τ is a trace.

We include the elementary proof, stressing the fact that we needn’t rely on the
noncommutative framework; see also [27] for the respective statement in a different
setting.

Proof. Choosing a continuous u with compact support we see that |τ(A)− τ(B)| ≤∫
‖Aω −Bω‖trMudµ(ω) ≤ ‖A−B‖C, where C > 0 only depends on u and Ω. On

the other hand, choosing u with arbitrary large support we easily infer that τ is
faithful. It remains to show the last statement.

According to [12], I.6.1, Cor.1 it suffices to show τ(K∗K) = τ(KK∗) for every
K = (Kω)ω∈Ω ∈ N (Ω, T, µ). We write kω(p, q) := (Kωδq|δp) for the associated
kernel and calculate

τ(K∗K) =
∫

Ω

tr(K∗
ωKωMu)dµ(ω)

=
∫

Ω

tr(M
u

1
2
K∗

ωKωM
u

1
2
)dµ(ω)

=
∫

Ω

∑
m∈ω

‖KωM
u

1
2
δm‖2µ(ω)

=
∫

Ω

∑
l,m∈ω

|kω(l,m)|2u(m)
∫

Rd

u(l − t)dtdµ(ω)

where we used that
∫

Rd u(l − t)dt = 1 for all l ∈ ω. By covariance and Fubinis
theorem we get

· · · =
∫

Rd

∫
Ω

∑
l,m∈ω

|kω−t(l − t,m− t)|2u(m)u(l − t)dµ(ω)dt.

As µ is T -invariant, we can replace ω − t by ω and obtain

=
∫

Rd

∫
Ω

∑
l,m∈ω+t

|kω(l − t,m− t)|2u(m)u(l − t)dtdµ(ω)

=
∫

Ω

∫
Rd

∑
l,m∈ω

|kω(l,m)|2u(m+ t)u(l)dtdµ(ω)

=
∫

Ω

tr(KωK
∗
ωMu)dµ(ω)

by reversing the first steps. 2
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Having defined τ , we can now associate a canonial measure ρA to every selfadjoint
A ∈ N (Ω, T, µ).

Definition 3.5. For A ∈ N (Ω, T, µ) selfadjoint, and B ⊂ R Borel measurable, we
set ρA(B) ≡ τ(χB(A)), where χB is the characteristic function of B.

For the next two results we refer to [27] where the context is somewhat different.

Lemma 3.6. Let (Ω, T ) be an (r,R)-system and µ be T -invariant. Let A ∈
N (Ω, T, µ) selfadjoint be given. Then ρA is a spectral measure for A. In particular,
the support of ρA agrees with the spectrum Σ of A and the equality ρA(F ) = τ(F (A))
holds for every bounded measurable F on R.

Lemma 3.7. Let (Ω, T ) be an (r,R)-system and µ be T -invariant. Let µ
be ergodic and A = (Aω) ∈ N (Ω, T, µ) be selfadjoint. Then there exists
Σ,Σac,Σsc,Σpp,Σess ⊂ R and a subset Ω̃ of Ω of full measure such that Σ = σ(Aω)
and σ•(Aω) = Σ• for • = ac, sc, pp, ess and σdisc(Aω) = ∅ for every ω ∈ Ω̃. In this
case, the spectrum of A is given by Σ.

We now head towards evaluating the trace τ .

Definition 3.8. The number ∫
FαdΛ =: DΩ,µ

is called the mean density of Ω with respect to µ.

Theorem 3.9. Let (Ω, T ) be an (r,R)-system and µ be ergodic. If ω is non-periodic
for µ-a.e. ω ∈ Ω then N (Ω, T, µ) is a factor of type IID, where D = DΩ,µ, i.e., a
finite factor of type II and the canonical trace τ satisfies τ(1) = D.

Proof. We already know that N (Ω, T, µ) is a factor. Using Proposition 3.2 and [9],
Cor. 9, p. 51 we see that N (Ω, T, µ) is not of type I. Since it admits a finite faithful
trace, N (Ω, T, µ) has to be a finite factor of type II.

Note that Lemma 3.1, the definition of τ and α give the asserted value for
τ(1). 2

Remark 3.10. It is a simple consequence of Proposition 4.6 below that

Dω = lim
R→∞

#(ω ∩BR(0))
|BR(0)|

exists and equals DΩ,µ for almost every ω ∈ Ω. Therefore, the preceding result
is a more general version of the results announced as [28], Theorem 2.1 and [29],
Theorem 3.8, respectively. Of course, existence of the limit is not new. It can
already be found e.g. in [6].

4. The C∗-algebra associated to finite range operators and the
integrated density of states

In this section we study a C∗-subalgebra of N (Ω, T, µ) that contains those oper-
ators that might be used as hamiltonians for quasicrystals. The approach is direct
and does not rely upon the framework introduced in the preceding sections.

We define
X ×Ω X := {(p, ω, q) ∈ Rd × Ω× Rd : p, q ∈ ω},

which is a closed subspace of Rd × Ω× Rd for any DDS Ω.
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Definition 4.1. A kernel of finite range is a function k ∈ C(X ×ΩX ) that satisfies
the following properties:

(i) k is bounded.
(ii) k has finite range, i.e., there exists Rk > 0 such that k(p, ω, q) = 0, when-

ever |p− q| ≥ Rk.
(iii) k is invariant, i.e.,

k(p+ t, ω + t, q + t) = k(p, ω, q),

for (p, ω, q) ∈ X ×Ω X and t ∈ Rd.
The set of these kernels is denoted by Kfin(Ω, T ).

We record a few quite elementary observations. For any kernel k ∈ Kfin(Ω, T )
denote by πωk := Kω the operator Kω ∈ B(`2(ω)), induced by

(Kωδq|δp) := k(p, ω, q) for p, q ∈ ω.
Clearly, the family K := πk, K = (Kω)ω∈Ω, is bounded in the product (equipped
with the supremum norm) Πω∈ΩB(`2(ω)). Now, pointwise sum, the convolution
(matrix) product

(a · b)(p, ω, q) :=
∑
x∈ω

a(p, ω, x)b(x, ω, q)

and the involution k∗(p, ω, q) := k(q, ω, p) make Kfin(Ω, T ) into a ∗-algebra. Then,
the mapping π : Kfin(Ω, T ) → Πω∈ΩB(`2(ω)) is a faithful ∗-representation. We
denote Afin(Ω, T ) := π(Kfin(Ω, T )) and call it the operators of finite range. The
completion of Afin(Ω, T ) with respect to the norm ‖A‖ := supω∈Ω ‖Aω‖ is de-
noted by A(Ω, T ). It is not hard to see that the mapping πω : Afin(Ω, T ) →
B(`2(ω)),K 7→ Kω is a representation that extends by continuity to a representa-
tion of A(Ω, T ) that we denote by the same symbol.

Proposition 4.2. Let A ∈ A(Ω, T ) be given. Then the following holds:
(a) πω+t(A) = Utπω(A)U∗t for arbitrary ω ∈ Ω and t ∈ Rd.
(b) For F ∈ Cc(X ), the map ω 7→ 〈πω(A)Fω, Fω〉ω is continuous.

Proof. Both statements are immediate for A ∈ Afin(Ω, T ) and then can be ex-
tended to A(Ω, T ) by density and the definition of the norm. 2

We get the following result that relates ergodicity properties of (Ω, T ), spectral
properties of the operator families from A(Ω, T ) and properties of the representa-
tions πω.

Theorem 4.3. The following conditions on a DDS (Ω, T ) are equivalent:
(i) (Ω, T ) is minimal.
(ii) For any selfadjoint A ∈ A(Ω, T ) the spectrum σ(Aω) is independent of

ω ∈ Ω.
(iii) πω is faithful for every ω ∈ Ω.

Proof. (i)=⇒(ii):
Choose φ ∈ C(R). We then get πω(φ(A)) = φ(πω(A)) since πω is a continuous
algebra homomorphism. Set Ω0 = {ω ∈ Ω : πω(φ(A)) = 0}. By Proposition 4.2
(a), Ω0 is invariant under translations. Moreover, by Proposition 4.2 (b) it is closed.
Thus, Ω0 = ∅ or Ω0 = Ω by minimality. As φ is arbitrary, this gives the desired
equality of spectra by spectral calculus.
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(ii)=⇒(iii):
By (ii) we get that ‖πω(A)‖2 = ‖πω(A∗A)‖ does not depend on ω ∈ Ω. Thus
πω(A) = 0 for some A implies that πω(A) = 0 for all ω ∈ Ω whence A = 0.

(iii)=⇒(i):
Assume that Ω is not minimal. Then we find ω0 and ω1 such that ω1 6∈ (ω0 + Rd).

Consequently , there is r > 0, p ∈ ω, δ > 0 such that

dH((ω0 − p) ∩Br(0), (ω1 − q) ∩Br(0)) > 2δ

for all q ∈ ω1. Let ρ ∈ C(R) such that ρ(t) = 0 if t ≥ 1
2 and ρ(0) = 1. Moreover,

let ψ ∈ Cc(Rd) such that suppψ ⊂ Bδ(0) and φ ∈ Cc(Rd) and φ = 1 on B2r(0).
Finally, let

a(x, ω, y) := ρ

(
‖

(∑
p∈ω

Tpψ

)
Txφ−

(∑
q∈ω0

Tqψ

)
Tyφ‖∞

+ ‖

(∑
p∈ω0

Tpψ

)
Txφ−

(∑
q∈ω

Tqψ

)
Tyφ‖∞

)
It is clear that a is a symmetric kernel of finite range and by construction the
corresponding operator family satisfies Aω1 = 0 but Aω0 6= 0, which implies (iii). 2

Let us now comment on the relation between the algebra A(Ω, T ) defined above
and the C∗-algebra introduced in [6, 17] for a different purpose and in a different
setting. Using the notation from [6] we let

Y = {ω ∈ Ω : 0 ∈ ω}
and

GY = {(ω, t) ∈ Y × Rd : t ∈ ω} ⊂ X .
In [6] the authors introduce the algebra C∗(GY), the completion of Cc(GY) with
respect to the convolution

fg(ω, q) =
∑
t∈ω

f(ω, t)g(ω − t, q − t)

and the norm induced by the representations

Πω : Cc(GY)→ B(`2(ω)),Πω(f)ξ(q) =
∑
t∈ω

f(ω − t, t− q)ξ(q), q ∈ ω.

The following result can be checked readily, using the definitions.

Proposition 4.4. For a kernel k ∈ Kfin(Ω, T ) denote fk(ω, t) := k(0, ω, t). Then

J : Kfin(Ω, T )→ Cc(GY), k 7→ fk

is a bijective algebra isomorphism and πω = Πω◦J for all ω. Consequently, A(Ω, T )
and C∗(GY) are isomorphic.

Note that the setting in [6] and here are somewhat different. In the tiling frame-
work, the analogue of these algebras have been considered in [17].

We now come to relate the abstract trace τ defined in the last section with
the mean trace per unit volume. The latter object is quite often considered by
physicists and bears the name integrated density of states. Its proper definition
rests on ergodicity. We start with the following preparatory result for which we
need the notion of a van Hove sequence of sets.
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For s > 0 and Q ⊂ Rd, we denote by ∂sQ the set of points in Rd whose distance
to the boundary of Q is less than s. A sequence (Qn) of bounded subsets of Rd is
called a van Hove sequence if |Qn|−1|∂sQn| −→ 0, n −→ 0 for every s > 0.

Proposition 4.5. Assume that (Ω, T ) is a uniquely ergodic (r,R)-system with in-
variant probability measure µ and A ∈ A(Ω, T ). Then, for any van Hove sequence
(Qn) it follows that

lim
n∈N

1
|Qn|

tr(Aω|Qn
) = τ(A)

for every ω ∈ Ω.

Clearly, Aω|Q denotes the restriction of Aω to the subspace `2(ω ∩Q) of `2(ω).
Note that this subspace is finite-dimensional, whenever Q ⊂ Rd is bounded.

We will use here the shorthand Aω(p, q) for the kernel associated with Aω.

Proof. Fix a nonnegative u ∈ Cc(Rd) with
∫

Rd u(x)dx = 1 and support contained
in Br(0) and let f(ω, p) := u(p). Then

τ(A) =
∫

Ω

tr(AωMu) dµ(ω)

=
∫

Ω

(∑
p∈ω

Aω(p, p)u(p)

)
dµ(ω)

=
∫

Ω

F (ω) dµ(ω),

where
F (ω) :=

∑
p∈ω

Aω(p, p)u(p)

is continuous by virtue of [29], Proposition 2.5 (a). Therefore, the ergodic theorem
for uniquely ergodic systems implies that for every ω ∈ Ω:

1
|Qn|

∫
Qn

F (ω + t)dt→
∫

Ω

F (ω) dµ(ω).

On the other hand,

1
|Qn|

∫
Qn

F (ω + t)dt =
1
|Qn|

∫
Qn

( ∑
p∈ω+t

Aω+t(p, p)u(p)

)
dt

=
1
|Qn|

∫
Qn

(∑
q∈ω

Aω(q, q)u(q + t)

)
dt︸ ︷︷ ︸

In

by covariance of Aω. Since suppu ⊂ Br(0) and the integral over u equals 1, every
q ∈ ω such that q+Br(0) ⊂ Qn contributes Aω(q, q)·1 in the sum under the integral
In. For those q ∈ ω such that q + Br(0) ∩ Qn = ∅, the corresponding summand
gives 0. Hence

| 1
|Qn|

 ∑
q∈ω∩Qn

Aω(q, q)− In

 | ≤ 1
|Qn|

·#{q ∈ ∂2rQn} · ‖Aω‖

≤ C · |∂2rQn|
|Qn|

→ 0
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since (Qn) is a van Hove sequence. 2

A variant of this proposition also holds in the measurable situation.

Proposition 4.6. Let µ be an ergodic measure on (Ω, T ). Let A ∈ N (Ω, T, µ)
and an increasing van Hove sequence (Qn) of compact sets in Rd with Rd = ∪Qn,
0 ∈ Q1 and |Qn −Qn| ≤ C|Qn| for some C > 0 and all n ∈ N be given. Then,

lim
n∈N

1
|Qn|

tr(Aω|Qn) = τ(A)

for µ-almost every ω ∈ Ω.

Proof. The proof follows along similar lines as the proof of the preceeding proposi-
tion after replacing the ergodic theorem for uniquely ergodic systems by the Birkhoff
ergodic theorem. Note that for A ∈ N (Ω, T, µ), the function F defined there is
bounded and measurable. 2

In the proof we used ideas of Hof [14]. The following result finally establishes
an identity that one might call an abstract Shubin’s trace formula. It says that the
abstractly defined trace τ is determined by the integrated density of states. The
latter is the limit of the following eigenvalue counting measures. Let, for selfadjoint
A ∈ A(Ω, T ) and Q ⊂ Rd:

〈ρ[Aω, Q], ϕ〉 :=
1
|Q|

tr(ϕ(Aω|Q)), ϕ ∈ C(R).

Its distribution function is denoted by n[Aω, Q], i.e. n[Aω, Q](E) gives the number
of eigenvalues below E per volume (counting multiplicities).

Theorem 4.7. Let (Ω, T ) be a uniquely ergodic (r,R)-system and µ its ergodic
probability measure. Then, for selfadjoint A ∈ A(Ω, T ) and any van Hove sequence
(Qn),

〈ρ[Aω, Qn], ϕ〉 → τ(ϕ(A)) as n→∞
for every ϕ ∈ C(R) and every ω ∈ Ω. Consequently, the measures ρQn

ω converge
weakly to the measure ρA defined above by 〈ρA, ϕ〉 := τ(ϕ(A)), for every ω ∈ Ω.

Proof. Let ϕ ∈ C(R) and (Qn) be a van Hove sequence. From Proposition 4.5,
applied to ϕ(A) = (ϕ(Aω))ω∈Ω, we already know that

lim
n∈N

1
|Qn|

tr(ϕ(Aω)|Qn
) = τ(ϕ(A))

for arbitrary ω ∈ Ω. Therefore, it remains to show that

lim
n∈N

1
|Qn|

(tr(ϕ(Aω)|Qn)− tr(ϕ(Aω|Qn))) = 0 (∗).

This latter property is stable under uniform limits of functions ϕ, since both
ϕ(Aω|Qn

) and ϕ(Aω)|Qn
are operators of rank dominated by c · |Qn|.

It thus suffices to consider a polynomial ϕ.
Now, for a fixed polynomial ϕ with degree N , there exists a constant C = C(ϕ)

such that
‖ϕ(A)− ϕ(B)‖ ≤ C‖A−B‖(‖A‖+ ‖B‖)N

for any A,B on an arbitrary Hilbert space. In particular,
1
|Qn|

|tr(ϕ(Aω)|Qn)− tr(ϕ(Bω)|Qn)| ≤ C‖Aω −Bω‖(‖Aω‖+ ‖Bω‖)N
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and
1
|Qn|

|tr(ϕ(Aω|Qn
))− tr(ϕ(Bω|Qn

))| ≤ C‖Aω −Bω‖(‖Aω‖+ ‖Bω‖)N

for all Aω and Bω.
Thus, it suffices to show (∗) for a polynomial ϕ and A ∈ Afin(Ω, T ), as this

algebra is dense in A(Ω, T ). Let such A and ϕ be given.
Let Ra the range of the kernel a ∈ C(X ×Ω X ) corresponding to A. Since the

kernel of Ak is the k-fold convolution product b := a · · · a one can easily verify that
the range of Ak is bounded by N · Ra. Thus, for all p, q ∈ ω ∩ Qn such that the
distance of p, q to the complement of Qn is larger than N ·Ra, the kernels of Ak

ω|Qn

and (A|Qn)k agree for k ≤ N . We get:

((ϕ(Aω)|Qn
)δq|δp) = b(p, ω, q) = (ϕ(Aω|Qn

)δq|δp).
Since this is true outside {q ∈ ω∩Qn : dist(q,Qc

n) > N ·Ra} ⊂ ∂N ·Ra
Qn the matrix

elements of (ϕ(Aω)|Qn
) and ϕ(Aω|Qn

) differ at at most c · |∂N ·Ra
Qn| sites, so that

|tr(ϕ(Aω)|Qn)− tr(ϕ(Aω|Qn))| ≤ C · |∂N ·RaQn|.
Since (Qn) is a van Hove sequence, this gives the desired convergence.

2

The above statement has many precursors: [2, 3, 4, 31, 36] in the context of
almost periodic, random or almost random operators on `2(Zd) or L2(Rd). It gen-
eralizes results by Kellendonk [17] on tilings associated with primitive substitutions.
Its proof relies on ideas from [2, 3, 4, 17] and [14]. Nevertheless, it is new in the
present context.

For completeness reasons, we also state the following result.

Theorem 4.8. Let (Ω, T ) be an (r,R)-system with an ergodic probabiltiy measure
µ . Let A ∈ A(Ω, T ) be selfadjoint (Qn) be an increasing van Hove sequence (Qn)
of compact sets in Rd with ∪Qn = Rd, 0 ∈ Q1and |Qn − Qn| ≤ C|Qn| for some
C > 0 and all n ∈ N. Then,

〈ρ[Aω, Qn], ϕ〉 → τ(ϕ(A)) as n→∞
for µ-almost every ω ∈ Ω. Consequently, the measures ρQn

ω converge weakly to the
measure ρA defined above by 〈ρA, ϕ〉 := τ(ϕ(A)), for µ-almost every ω ∈ Ω.

The Proof follows along similar lines as the proof of the previous theorem with
two modifications: Instead of Proposition 4.5, we use Proposition 4.6; and instead
of dealing with arbitrary polynomials we choose a countable set of polynomials
which is dense in Cc([−‖A‖ − 2, ‖A‖+ 2]).

The primary object from the physicists point of view is the finite volume limit:

N [A](E) := lim
n→∞

n[Aω, Qn](E)

known as the integrated density of states. It has a striking relevance as the number
of energy levels below E per unit volume, once its existence and independence of ω
are settled.

The last two theorems provide the mathematically rigorous version. Namely,
the distribution function NA(E) := ρA(−∞, E] of ρA is the right choice. It gives a
limit of finite volume counting measures since

ρ[Aω, Qn]→ ρA weakly as n→∞.
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Therefore, the desired independence of ω is also clear. Moreover, by standard
arguments we get that the distribution functions of the finite volume counting
functions converge to NA at points of continuity of the latter.

In [30] we present a much stronger result for uniquely ergodic minimal DDS that
extends results for onedimensional models by the first named author, [26]. Namely
we prove that the distribution functions converge uniformly, uniform in ω. The
above result can then be used to identify the limit as given by the tace τ . Let us
stress the fact that unlike in usual random models, the function NA does exhibit
discontinuities in general, as explained in [20].

Let us end by emphasizing that the assumptions we posed are met by all the
models that are usually considered in connection with quasicrystals. In particular,
included are those Delone sets that are constructed by the cut-and-project method
as well as models that come from primitive substitution tilings.
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Abstract. We study strictly ergodic Delone dynamical systems and prove
an ergodic theorem for Banach space valued functions on the associated set of
pattern classes. As an application, we prove existence of the integrated density

of states in the sense of uniform convergence in distribution for the associated
random operators.
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1. Introduction

This paper is concerned with Delone dynamical systems and the associated ran-
dom operators.

Delone dynamical systems can be seen as the higher dimensional analogues of
subshifts over finite alphabets. They have attracted particular attention as they
can serve as models for so called quasicrystals. These are substances, discovered in
1984 by Shechtman, Blech, Gratias and Cahn [38] (see the report [18] of Ishimasa et
al. as well), which exhibit features similar to crystals but are non-periodic. Thus,
they belong to the reign of disordered solids and their distinctive feature is their
special form of weak disorder.

This form of disorder and its effects have been immensely studied in recent
years, both from the theoretical and the experimental point of view (see [2, 19,
34, 37] and references therein). On the theoretical side, there does not exist an
axiomatic framework (yet) to describe quasicrystals. However, they are commonly
modeled by either Delone dynamical systems or tiling dynamical systems [37] (see
[25, 26] for recent study of Delone sets as well). In fact, these two descriptions are
essentially equivalent (see e.g. [31]). The main focus of the theoretical study lies
then on diffraction properties, ergodic and combinatorial features and the associated
random operators (see [2, 34, 37]).

Here, we will deal with ergodic features of Delone dynamical systems and the
associated random operators. The associated random operators (Hamiltonians)

* Research partly supported by the DFG in the priority program Quasicrystals.
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describe basic quantum mechanical features of the models (e.g. conductance prop-
erties). In the one dimensional case, starting with [5, 36], various specific features
of these Hamiltonians have been rigorously studied. They include purely singu-
lar continuous spectrum, Cantor spectrum and anomalous transport (see [8] for a
recent review and an extended bibliography). In the higher dimensional case our
understanding is much more restricted. In fact, information on spectral types is
completely missing. However, there is K-Theory providing some overall type in-
formation on possible gaps in the spectra. This topic was initiated by Bellissard
[3] for almost periodic operators. It has then been investigated for tilings starting
with the work of Kellendonk [20] (see [4, 21] for recent reviews).

Now, our aim in this paper is to study the integrated density of states. This
is a key quantity in the study of random operators. It gives some average type of
information on the involved operators.

We will show uniform existence of the density of states in the sense of uniform
convergence in distribution of the underlying measures. This result is considerably
stronger than the corresponding earlier results of Kellendonk [20], and Hof [15],
which only gave weak convergence. It fits well within the general point of view that
quasicrystals should behave very uniformly due to their proximity to crystals.

These results are particularly relevant as the limiting distribution may well have
points of discontinuity. In fact, points of discontinuity are an immediate conse-
quence of existence of locally supported eigenfunctions. Such eigenfunctions had
already been observed in certain models [1, 13, 23, 24]. In fact, as discussed by
the authors and Steffen Klassert in [22], they can easily be “introduced” without
essentially changing the underlying Delone dynamical system. Moreover, based on
the methods presented here, it is possible to show that points of discontinuity of the
integrated density of states are exactly those energies for which locally supported
eigenfunctions exist (see [22] again).

Let us emphasize that the limiting distribution is known to be continuous for
models on lattices [10] (and, in fact, even stronger continuity properties hold [6]).
In these cases uniform convergence of the distributions is an immediate consequence
of general measure theory.

To prove our result on uniform convergence (Theorem 3) we introduce a new
method. It relies on studying convergence of averages in suitable Banach spaces.
Namely, the integrated density of states turns out to be given by an almost additive
function with values in a certain Banach space (Theorem 2). To apply our method
we prove an ergodic theorem (Theorem 1), for Banach space valued functions on
the associated set of pattern classes.

This ergodic theorem may be of independent interest. It is an analog of a result
of Geerse/Hof [14] for tilings associated to primitive substitutions. For real valued
almost additive functions on linearly repetitive Delone sets related results have
been obtained by Lagarias and Pleasants [26]. The one-dimensional case has been
studied by one of the authors in [28, 29].

The proof of our ergodic theorem uses ideas from the cited work of Geerse and
Hof. Their work relies on suitable decompositions. These decompositions are nat-
urally present in the framework of primitive substitutions. However, we need to
construct them separately in the case we are dealing with. To do so, we use tech-
niques of “partitioning according to return words” as introduced by Durand in
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[11, 12] for symbolic dynamics and later studied for tilings by Priebe [35]. Note,
however, that we need quite some extra effort, as we do not assume aperiodicity.

The paper is organized as follows. In Section 2 we introduce the notation and
present our results. Section 3 is devoted to a discussion of the relevant decompo-
sition. The ergodic theorem is proved in Section 4. Uniform convergence of the
integrated density of states is proven in Section 5 after proving the necessary almost
additivity.

2. Setting and results

The aim of this section is to introduce some notation and to present our results,
which cover part of what has been announced in [30]. In a companion paper [31]
more emphasis has been laid on the topological background and the basics of the
groupoid construction and the noncommutative point of view.

For the remainder of the paper an integer d ≥ 1 will be fixed and all Delone sets,
patterns etc. will be subsets of Rd. The Euclidean norm on Rd will be denoted by
‖ · ‖ as will the norms on various other normed spaces. For s > 0 and p ∈ Rd, we
let B(p, s) be the closed ball in Rd around p with radius s. A subset ω of Rd is
called Delone set if there exist r > 0 and R > 0 such that

• 2r ≤ ‖x− y‖ whenever x, y ∈ ω with x 6= y,
• B(x,R) ∩ ω 6= ∅ for all x ∈ Rd,

and the limiting values of r and R are called packing radius and covering radius,
respectively. Such an ω will also be denoted as (r,R)-set. Of particular interest
will be the restrictions of ω to bounded subsets of Rd. In order to treat these
restrictions, we introduce the following definition.

Definition 2.1. (a) A pair (Λ, Q) consisting of a bounded subset Q of Rd and
Λ ⊂ Q finite is called pattern. The set Q is called the support of the pattern.
(b) A pattern (Λ, Q) is called ball pattern if Q = B(x, s) with x ∈ Λ for suitable
x ∈ Rd and s > 0.

The diameter and the volume of a pattern are defined to be the diameter and the
volume of its support respectively. For patterns X1 = (Λ1, Q1) and X2 = (Λ2, Q2),
we define ]X1X2, the number of occurrences of X1 in X2, to be the number of
elements in {t ∈ Rd : Λ1 + t = Λ2 ∩ (Q1 + t), Q1 + t = Q2}. Moreover, for patterns
Xi = (Λi, Qi), i = 1, . . . , k, and X = (Λ, Q), we write X = ⊕k

i=1Xi if Λ = ∪Λi,
Q = ∪Qi and the Qi are disjoint up to their boundaries.

For further investigation we will have to identify patterns which are equal up to
translation. Thus, on the set of patterns we introduce an equivalence relation by
setting (Λ1, Q1) ' (Λ2, Q2) if and only if there exists a t ∈ Rd with Λ1 = Λ2 + t
and Q1 = Q2 + t. The class of a pattern (Λ, Q) is denoted by [(Λ, Q)]. The notions
of diameter, volume occurrence etc. can easily be carried over from patterns to
pattern classes.

Every Delone set ω gives rise to a set of pattern classes, P(ω) viz P(ω) =
{Q ∧ ω : Q ⊂ Rd bounded and measurable}, and to a set of ball pattern classes
PB(ω)) = {[B(p, s) ∧ ω] : p ∈ ω, s ∈ R}. Here we set

(1) Q ∧ ω = (ω ∩Q,Q).
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Furthermore, for arbitrary ball patterns P , we define s(P ) to be the radius of the
underlying ball, i.e.

(2) s(P ) = s for P = [(Λ, B(p, s))].

For s ∈ (0,∞), we denote by Ps
B(ω) the set of ball patterns with radius s. A

Delone set is said to be of finite type if for every radius s the set Ps
B(ω) is finite.

The Hausdorff metric on the set of compact subsets of Rd induces the so called
natural topology on the set of closed subsets of Rd. It is described in detail in
[31] and shares some nice properties: Firstly, the set of all closed subsets of Rd is
compact in the natural topology. Secondly, the natural action T of Rd on the closed
sets given by TtC ≡ C + t is continuous.

Definition 2.2. (a) If Ω is a set of Delone sets that is invariant under the shift
T and closed under the natural topology, then (Ω, T ) is called a Delone dynamical
system and abbreviated as DDS.
(b) A DDS (Ω, T ) is said to be of finite local complexity if ∪ω∈ΩP

s
B(ω) is finite for

every s > 0.
(c) A DDS (Ω, T ) is called an (r,R)-system if every ω ∈ Ω is an (r,R)-set.
(d) The set P(Ω) of patterns classes associated to a DDS Ω is defined by P(Ω) =
∪ω∈ΩP(ω).

Due to compactness of the set of all closed sets in the natural topology a DDS
Ω is compact.

Let us record the following notions of ergodic theory along with an equivalent
“combinatorial” characterization available for Delone dynamical systems (see e.g.
[26, 39] for further discussion and references) : (Ω, T ) is called aperiodic if Ttω 6= ω
whenever ω ∈ Ω and t ∈ Rd with t 6= 0. Is is called minimal if every orbit is
dense. This is equivalent to P(Ω) = P(ω) for every ω ∈ Ω. This latter property is
called local isomorphism property in the tiling framework [39]. It is also referred to
as repetitivity. Namely, it is equivalent to the existence of an R(P ) > 0 for every
P ∈ P(Ω) such that B(p,R(P )) ∧ ω contains a copy of P for every p ∈ Rd and
every ω ∈ Ω. Note also that every minimal DDS is an (r,R)-system.

We are interested in ergodic averages. More precisely, we will take means of
suitable functions along suitable sequences of patterns and pattern classes. These
functions and sequences will be introduced next. Here and in the sequel we will use
the following notation: For Q ⊂ Rdand h > 0 we define

Qh ≡ {x ∈ Q : dist(x, ∂Q) ≥ h}, Qh ≡ {x ∈ Rd : dist(x,Q) ≤ h},

where, of course, dist denotes the usual distance and ∂Q is the boundary of Q.
Moreover, we denote the Lebesgue measure of a measurable subset Q ⊂ Rd by |Q|.
Then, a sequence (Qn) of subsets in Rd is called a van Hove sequence if the sequence
(|Qn|−1|Qh

n \Qn,h|) tends to zero for every h ∈ (0,∞). Similarly, a sequence (Pn)
of pattern classes, (i.e. Pn = [(Λn, Qn)] with suitable Qn,Λn) is called a van Hove
sequence if Qn is a van Hove sequence. (This is obviously well defined.) We can now
discuss unique ergodicity. A dynamical system (Ω, T ) is called uniquely ergodic if it
admits only one T -invariant measure (up to normalization). For a Delone dynamical
system, this is equivalent to the fact that for every pattern class P the frequency

(3) f(P ) ≡ lim
n→∞

|Qn|−1]P (ω ∧Qn),
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exists uniformly in ω ∈ Ω for every van Hove sequence (Qn). This equivalence was
shown in Theorem 1.6 in [31] (see [27] as well). It goes back to [39], Theorem 3.3,
in the tiling setting.

Definition 2.3. Let Ω be a DDS and B be a vector space with seminorm ‖ · ‖.
A function F : P(Ω) :−→ B is called almost additive (with respect to ‖ · ‖) if
there exists a function b : P(Ω) −→ [0,∞) (called associated error function) and a
constant D > 0 such that

(A1) ‖F (⊕k
i=1Pi)−

∑k
i=1 F (Pi)‖ ≤

∑k
i=1 b(Pi),

(A2) ‖F (P )‖ ≤ D|P |+ b(P ).
(A3) b(P1) ≤ b(P ) + b(P2) whenever P = P1 ⊕ P2,
(A4) limn→∞ |Pn|−1b(Pn) = 0 for every van Hove sequence (Pn).

Now, our first result reads as follows.

Theorem 1. For a minimal, aperiodic DDSF (Ω, T ) the following are equivalent:
(i) (Ω, T ) is uniquely ergodic.
(ii) The limit limk→∞|Pk|−1F (Pk) exists for every van Hove sequence (Pk) and
every almost additive F on (Ω, T ) with values in a Banach space.

The proof of the the theorem makes use of completeness of the Banach space in
crucial manner. However, it does not use the nondegeneracy of the norm. Thus,
we get the following corollary (of its proof).

Corollary 2.4. Let (Ω, T ) be aperiodic and strictly ergodic. Let the vector space
B be complete with respect to the topology induced by the seminorms ‖ · ‖ι, ι ∈
I. If F : P −→ B is almost additive with respect to every ‖ · ‖ι. ι ∈ I , then
limk→∞ |Pk|−1F (Pk) exists for every van Hove sequence (Pk) in P(Ω).

The main theorem may also be rephrased as a result on additive functions on
Borel sets. As this may also be of interest we include a short discussion

Definition 2.5. Let (Ω, T ) be a DDS and B be a Banach space. Let S be the family
of bounded measurable sets on Rd. A function F : S × Ω −→ B is called almost
additive if there exists a function b : S −→ [0,∞) and D > 0 such that

(A0) b(Q) = b(Q+ t) for arbitrary Q ∈ S and t ∈ Rd and ‖Fω(Q)− Fω(Q′)‖ ≤
b(Q) whenever ω ∧Q = ω ∧Q′.

(A1) ‖Fω(∪n
j=1Qj)−

∑n
j=1 Fω(Qj)‖ ≤

∑n
j=1 b(Qj) for arbitrary ω ∈ Ω and Qj ∈

S which are disjoint up to their boundaries,
(A2) ‖Fω(Q)‖ ≤ D|Q|+ b(Q).
(A3) b(Q1) ≤ b(Q) + b(Q2) whenever Q = Q1 ∪Q2 with Q1 and Q2 disjoint up

to their boundaries.
(A4) limk→∞ |Qk|−1b(Qk) for every van Hove sequence (Qk) .

Corollary 2.6. Let (Ω, T ) be a strictly ergodic DDS and F : S × Ω be almost
additive. Then limk→∞ |Qk|−1Fω(Qk) exists for arbitrary ω ∈ Ω and every van
Hove sequence (Qk) in Rd and the convergence is uniform on Ω.

Our further results concern selfadjoint operators in a certain C∗ algebra associ-
ated to (Ω, T ). The construction of this C∗ algebra has been given in our earlier
work [30, 31]. We recall the necessary details next.

Definition 2.7. Let (Ω, T ) be a DDSF. A family (Aω) of bounded operators Aω :
`2(ω) −→ `2(ω) is called a random operator of finite range if there exists a constant
s > 0 with
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• Aω(x, y) = 0 whenever ‖x− y‖ ≥ s.
• Aω(x, y) only depends on the pattern class of ((K(x, s) ∪K(y, s)) ∧ ω) .

The smallest such s will be denoted by RA.

The operators of finite range form a ∗-algebra under the obvious operations.
There is a natural C∗-norm on this algebra and its completion is a C∗-algebra
denoted as A(Ω, T ) (see [4, 30, 31] for details). It consists again of families (Aω)ω∈Ω

of operators Aω : `2(ω) −→ `2(ω).
Note that for selfadjoint A ∈ A(Ω, T ) and bounded Q ⊂ Rd the restriction Aω|Q

defined on `2(Q ∩ ω) has finite rank. Therefore, the spectral counting function

n(Aω, Q)(E) := #{ eigenvalues of Aω|Q below E}

is finite and 1
|Q|n(Aω, Q) is the distribution function of the measure ρ(Aω, Q), de-

fined by

〈ρ(Aω, Q), ϕ〉 :=
1
|Q|

tr(ϕ(Aω|Q)) for ϕ ∈ Cb(R).

These spectral counting functions are obviously elements of the vector space
D consisting of all bounded right continuous functions f : R −→ R for which
limx→−∞ f(x) = 0 and limx→∞ f(x) exists. Equipped with the supremum norm
‖f‖∞ ≡ supx∈R |f(x)| this vector space is a Banach space. It turns out that the
spectral counting function is essentially an almost additive function. More precisely
the following holds.

Theorem 2. Let (Ω, T ) be a DDS. Let A be an operator of finite range. Then
FA : P(Ω) −→ D, defined by FA(P ) ≡ n(Aω, QRA) for P = [(ω ∧ Q)] is a well
defined almost additive function.

Remark 1. The theorem seems to be new even in the one-dimensional case.
(There, of course, it is very easy to prove.)

Based on the foregoing two theorems it is rather clear how to show existence
of the limit limk→∞ |Qk|−1n(Aω, Qn) for van Hove sequences (Qk). This limit is
called the spectral density of A. It is possible to express this limit in closed form
using a certain trace on a von Neumann algebra [30, 31]. We will not discuss this
trace here, but rather directly give a closed expression. This will be done next. To
each selfadjoint element A ∈ A(Ω, T ), we associate the measure ρA defined on R by

ρA(F ) ≡
∫

Ω

trω(Mf (ω)πω(F (A)))dµ(ω).

Here, trω is the standard trace on the bounded operators on `2(ω), f is an arbitrary
nonnegative continuous function with compact support on Rd with

∫
Rd f(t)dt = 1

and Mf (ω) denotes the operator of multiplication with f in `2(ω) (see [30, 31]
for details). It turns out that ρA is a spectral measure for A [31]. Our result on
convergence of the integrated density of states is the following.

Theorem 3. Let (Ω, T ) be a strictly ergodic DDSF. Let A be a selfadjoint operator
of finite range and (Qk) be an arbitrary van Hove sequence. Then the distributions
E 7→ ρAω

Qk
((−∞, E]) converge to the distribution E 7→ ρA((−∞, E]) with respect to

‖ · ‖∞ and this convergence is uniform in ω ∈ Ω.
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Remark 2. (a) The usual proofs of existence of the integrated density of states
only yield weak convergence of the measures.
(b) The proof of the theorem uses the fact, already established in [31, 32], that the
measures ρ(Aω, Qn) converge weakly towards the measure ρA for every ω ∈ Ω and
A ∈ A(Ω, T ).

As mentioned in the preceeding remark, the usual proofs of existence of the
integrated density of states only give weak convergence of the measures ρAω

Qn
. Weak

convergence of measures does in general not imply convergence in distribution.
Convergence in distribution will follow, however, from weak convergence if the
limiting distribution is continuous. Thus, the theorem is particularly interesting in
view of the fact that the limiting distribution can have points of discontinuity.

Existence of such discontinuities is rather remarkable as it is completely different
from the behaviour of random operators associated to models with higher disorder.
It turns out that a very precise understanding of this phenomenon can be obtained
invoking the results presented above. Details of this will be given separately [22].
Here, we only mention the following theorem.

Theorem 4. Let (Ω, T ) be a strictly ergodic DDSF and A an operator of finite
range on (Ω, T ). Then, E is a point of discontinuity of ρA if and only if there
exists a locally supported eigenfunction of Aω − E for one (every) ω ∈ Ω.

3. Decomposing Delone sets

This section provides the main geometric ideas underlying the proof of our er-
godic theorem, Theorem 1. We first discuss how to decompose a given Delone set
in finite pieces, called cells, in a natural manner, Proposition 3.2. This is based on
the Voronoi construction, as given in (4) and Lemma 3.1, together with a certain
way to obtain Delone sets from a given Delone set and a pattern. This decom-
position will be done on an increasing sequence of scales. As mentioned already,
here we use ideas from [11, 35]. Having described these decompositions, our main
concern is to study van Hove type properties of the induced sequences of cells. This
study will be undertaken in a series of lemmas yielding as main results Proposition
3.12 and Proposition 3.14. Here, the proof of Proposition 3.14 requires quite some
extra effort (compared with the proof of Proposition 3.12) as we have to cope with
periods.

We start with a discussion of the well known Voronoi construction. Let ω be
an (r,R)-set. To an arbitrary x ∈ ω we associate the Voronoi cell V (x, ω) ⊂ Rd

defined by

V (x, ω) ≡ {p ∈ Rd : ‖p− x‖ ≤ ‖p− y‖ for all y ∈ ω with y 6= x}(4)

= ∩y∈ω,y 6=x{p ∈ Rd : ‖p− x‖ ≤ ‖p− y‖}.(5)

Note that {p ∈ Rd : ‖p−x‖ ≤ ‖p−y‖} is a half-space. Thus, V (x, ω) is a convex set.
Moreover, it is obviously closed and bounded and therefore compact. It turns out
that V (x, ω) is already determined by the elements of ω close to x. More precisely,
the following is valid.

Lemma 3.1. Let ω be an (r,R)-set. Then, V (x, ω) is determined by B(x, 2R)∧ω,
viz V (x, ω) ≡ ∩y∈B(x,2R){p ∈ Rd : ‖p − x‖ ≤ ‖p − y‖}. Moreover, V (x, ω) is
contained in B(x,R).
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Proof. The first statement follows from Corollary 5.2 in [37] and the second one
is a consequence of Proposition 5.2 in [37]. 2

Next we describe our notion of derived Delone sets. Let ω be an (r,R)-set and
P be a ball pattern class with P ∈ P(ω). Then, we define the Delone set derived
from ω by P , denoted as ωP , to be the set of all occurrences of P in Rd, i.e.

ωP ≡ {t ∈ Rd : [B(t, s(P )) ∧ ω] = P}.
Now, let (Ω, T ) be minimal. Choose ω ∈ Ω and P ∈ PB(Ω). Then, the Voronoi

construction applied to ωP yields a decomposition of ω into cells

C(x, ω, P ) ≡ V (x, ωP ) ∧ ω, x ∈ ωP .

More precisely,

Rd = ∪x∈ωP
V (x, ωP ), and int(V (x, ωP )) ∩ int(V (y, ωP )) = ∅,

whenever x 6= y. Here, int(V ) denotes the interior of V . This way of decomposing
ω will be called the P -decomposition of ω. It is a crucial fact that each C(x, ω, P )
is already determined by

B(x, 2R(P )) ∧ ω,
as can be seen by Lemma 3.1, where R(P ) denotes the covering radius of ωP . Thus,
in particular the following holds.

Proposition 3.2. Let (Ω, T ) be a minimal DDS and P ∈ PB(Ω) be fixed. Let
ω ∈ Ω with 0 ∈ ωP and set Q = B(0, 2R(P )) ∧ ω. Then C(Q) ≡ [V (0, ωP ) ∧ ω]
depends only on [Q] (and not on ω). Moreover, if C̃ is a cell occurring in the
P -decomposition of some ω1 ∈ Ω, then [C̃] = C(Q) for a suitable ω ∈ Ω with
0 ∈ ωP .

The proposition says that the occurrences of certain cells in the P -decompositions
are determined by the occurrences of the largerQ ∈ {[B(x, 2R(P ))∧ω] : x ∈ ωP , ω ∈
Ω}. The proposition does not say that different Q induce different C(Q) (and this
will in fact not be true in general).

The main aim is now to study the decompositions associated to an increasing
sequence of ball pattern classes (Pn). We begin by studying minimal and maximal
distances between occurrences of a ball pattern class P . We need the following
definition.

Definition 3.3. Let (Ω, T ) be minimal and P ∈ PB be arbitrary. Define r(P ) as
the packing radius of ωP , i.e., by r(P ) ≡ 1

2 inf{‖x − y‖ : x 6= y, x, y ∈ ωP , ω ∈
Ω} and the occurrence radius R(P ) by R(P ) ≡ inf{R > 0 : ]P ([B(p,R) ∧ ω]) ≥
1 for every p ∈ Rd and ω ∈ Ω}.

Lemma 3.4. Let (Ω, T ) be minimal. Then R(P ) ≡ min{R > 0 : ]P ([B(p,R) ∧
ω]) ≥ 1 for every p ∈ Rd and ω ∈ Ω}. Moreover, ωP is an (r(P ), R(P ))-set for
every ω ∈ Ω.

Proof. We show that the infimum is a minimum. Assume the contrary and set
R′ := R(P ). Then there exist p ∈ Rd and ω ∈ Ω such that B(p,R′) ∧ ω does not
contain a copy of P . However, by definition of R′, B(p,R′ + ε)∧ ω contains a copy
of P for every ε > 0. As ω is a Delone set, B(p,R′ + 1) ∧ ω contains only finitely
many copies of P and a contradiction follows. The last statement of the lemma is
immediate. 2
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We will have to deal with Delone sets which are not aperiodic. To do so the
following notions will be useful. For a minimal DDS (Ω, T ) let L ≡ L(Ω) be the
periodicity lattice of (Ω, T ), i.e.

L ≡ L(Ω) ≡ {t ∈ Rd : Ttω = ω for all ω ∈ Ω}.
Clearly, L is a subgroup of Rd; it is discrete, since every ω is discrete. Thus, (see
e.g. Proposition 2.3 in [37]), L is a lattice in Rd, i.e. there exists D(L) ∈ N and
vectors e1, . . . , eD(L) ∈ Rd which are linearly independent (in Rd) such that

L = LinZ{ej : j = 1, . . . D(L)} ≡ {
D(L)∑
j=1

ajej : aj ∈ Z, j = 1, . . . , D(L)}.

We define r(L) by

r(L) ≡
{

∞ : ; if L = {0}
1
2 min{‖t‖ : t ∈ L \ {0} : ; otherwise.

Next, we provide a result on minimal distances, viz. Lemma 3.6. Variants of this
result have been given in the literature on tilings [35] and on symbolic dynamics
[11]. To prove it in our context we recall the following lemma concerning the natural
topology from [33]:

Lemma 3.5. A sequence (ωn) of Delone sets converges to ω ∈ D in the natural
topology if and only if there exists for any l > 0 an L > l such that the ωn∩B(0, L)
converge to ω ∩B(0, L) with respect to the Hausdorff distance as n→∞.

Lemma 3.6. Let (Ω, T ) be minimal. Let (Pn) be a sequence of ball pattern classes
with s(Pn) −→∞, n −→∞. Then,

lim inf
n→∞

r(Pn) ≥ r(L).

Proof. As (Ω, T ) is minimal, it is an (r,R)-system. Assume that the claim is
false. Thus, there exists a sequence (Pn) in PB(Ω) with s(Pn) → ∞, n → ∞, but
r(Pn) ≤ C with a suitable constant C > 0 with C < r(L). Then, there exist ωn ∈ Ω
and tn ∈ Rd with ‖tn‖ ≤ 1

2C (and, of course, ‖tn‖ ≥ 1
2r) with

(6) B(0, s(Pn)) ∧ ωn = B(0, s(Pn)) ∧ (ωn − tn).

By compactness of Ω and B(0, 1
2C), we can assume without loss of generality that

ωn → ω and tn → t, with t ∈ B(0, C), n→∞. Thus, (6) implies

(7) ω = ω − t.
In fact, let p ∈ ω. Fix R > 0 such that p ∈ ω ∩ B(0, R). By Lemma 3.5 we find
pn ∈ ωn ∩B(0, R), for n sufficiently large, such that pn → p for n→∞. Assuming
R < s(Pn) and utilizing (6) we find qn ∈ ωn such that pn = qn−tn. Since qn → p+t
and ωn → ω we see that q = p+ t ∈ ω leaving us with

ω ∩B(0, R) ⊂ (ω − t) ∩B(0, R).

By symmetry and since R was arbitrary, this gives (7). Minimality yields that (7)
extends to all ω ∈ Ω. As 0 < r ≤ ‖t‖ ≤ C < r(L) , this gives a contradiction. 2

Definition 3.7. For a compact convex set C ⊂ Rd denote by s(C) > 0 the inradius
of C, i.e. the largest s such that C contains a ball of radius s.
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In the sequel we write ωn,Pn := (ωn)Pn to shorten notation

Lemma 3.8. Let (Ωn, T ), n ∈ N be a family of minimal DDS. Let a pattern class
Pn ∈ P(Ωn), an ωn ∈ Ωn and xn ∈ ω be given for any n ∈ N. If r(Pn) −→ ∞,
n −→∞, then s(V (xn, ωn,Pn))→∞, for n→∞.

Proof. Without loss of generality we can assume that xn = 0 for every n ∈ N.
By construction of Vn ≡ V (xn, ωn,Pn

), we have

dist(0, ∂Vn) ≥ r(Pn)
2

= s(Vn), n ∈ N.

This implies s(Vn) −→∞, n −→∞. 2

Our next aim is to show that a sequence of convex sets with increasing inradii
must be van Hove. We need the following two lemmas.

Lemma 3.9. For every d ∈ N, there exists a constant c = c(d) with

(1 + s)d − (1− s)d ≤ cs

for |s| ≤ 1.

Proof. This follows by a direct computation. 2

For C ⊂ Rd and λ ≥ 0 we set

λC ≡ {λx : x ∈ C}.

Lemma 3.10. Let C be a compact convex set in Rd with B(0, s) ⊂ C, then the
inclusion

Ch \ Ch ⊂ (1 +
h

s
)C \ (1− h

s
)|C|

holds, where we set (1− hs−1)C = ∅ if h > s. In particular,

|Ch \ Ch| ≤ κmax{h
s
,
hd

sd
}|C|,

with a suitable constant κ = κ(d).

Proof. The first statement follows by convexity of C. The second is then an im-
mediate consequence of the change of variable formula combined with the foregoing
lemma. 2

Lemma 3.11. Let (Cn) be a sequence of convex sets in Rd with s(Cn) −→ ∞,
n −→∞. Then (Cn) is a van Hove sequence.

Proof. Let h > 0 be given and assume without loss of generality that
B(0, s(Cn)) ⊂ Cn. The lemma follows from the foregoing lemma. 2

The following consequence of the foregoing results is a key ingredient of our proof
of Theorem 1.

Proposition 3.12. Let (Ω, T ) be minimal and aperiodic. Let (Pn) be a sequence
in PB(Ω) with s(Pn) → ∞, n → ∞. Let (ωn) ⊂ Ω and xn ∈ ωn,Pn

be arbitrary.
Then, V (xn, ωn,Pn

) is a van Hove sequence.
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Proof. By Lemma 3.6, aperiodicity of (Ω, T ) together with s(Pn)→∞, n→∞
yields r(Pn)→∞, n→∞. Therefore, by Lemma 3.8, we have s(V (xn, ωn,Pn))→
∞, for n→∞. Now, the statement is immediate from Lemma 3.11. 2

We will also need an analogue of this proposition for arbitrary (i.e. not neces-
sarily aperiodic) DDS. To obtain this analogue we will need some extra effort.

Let a minimal DDS (Ω, T ) with periodicity lattice L be given. Let U = U(L) be
the subspace of Rd spanned by the ej , j = 1, . . . , D(L) and let PU : Rd −→ U be
the orthogonal projection onto U . The lattice L induces a grid on Rd. Namely, we
can set

G0 ≡ {x ∈ Rd : PUx =
D(L)∑
j=1

λjej ; with 0 ≤ λj < 1, j = 1, . . . , D(L)}

and
G(n1,...,nD(L)) ≡ n1e1 + . . .+ nD(L)eD(L) +G0,

for (n1, . . . , nD(L)) ∈ ZD(L).
We will now use coloring of Delone sets to obtain new DDS from (Ω, T ). These

new systems will essentially be the same sets but equipped with a coloring which
“broadens” the periodicity lattice. Coloring has been discussed e.g. in [31].

Let C be a finite set. A Delone set with colorings in C is a subset of Rd×C such
that p1(ω) is a Delone set, where p1 : Rd×C is the canonical projection p1(x, c) = x.
When referring to an element (x, c) of a colored Delone set we also say that x is
colored with c. Notions as patterns, pattern classes, occurrences, diameter etc. can
easily be carried over to colored Delone sets.

Fix ω ∈ Ω with 0 ∈ Ω. For every l ∈ N, we define a DDS as follows: Let ω(l)

be a Delone set with coloring in {0, 1} introduced by the following rule: x ∈ ω is
colored with 1 if and only if there exists (n1, . . . , nD(L)) ∈ ZD(L) with

x ∈ G(ln1,...,lnD(L)),

in all other cases x ∈ ω is colored with 0. Set Ω(l) ≡ Ω(ω(l)) ≡ {Ttω(l) : t ∈ Rd},
where the bar denotes the closure in the in the canonical topology associated to
colored Delone sets [31]. Moreover, the DDS (Ω(l), T ) is minimal, as can easily be
seen considering repetitions of patterns in ω(l). Also, (Ω(l), T ) is uniquely ergodic
if (Ω, T ) is uniquely ergodic, as follows by considering existence of frequencies in
ω(l). The important point about (Ω(l), T ) is the following lemma.

Lemma 3.13. Let (Ω, T ) be a minimal DDS and (Ω(l), T ) for l ∈ N be constructed
as above, then r(L(Ω(l))) = l · r(L(Ω)).

Proof. This is immediate from the construction. 2

Now, we can state the following analog of Proposition 3.12.

Proposition 3.14. Let (Ω, T ) be minimal and (Ω(n), T ), n ∈ N constructed as
above. For each n ∈ N, choose a pattern class Pn ∈ P(Ω(n)). Let (ωn) ⊂ Ω(n) and
xn ∈ ωn,Pn

be arbitrary. If s(Pn)→∞, n→∞, then, V (xn, ωn,Pn
) is a van Hove

sequence.

Proof. By the foregoing lemma and Lemma 3.6, we infer

r(Pn) −→∞, n −→∞.
The statement then follows as in the proof of Proposition 3.12. 2
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4. The ergodic Theorem

In this section we prove Theorem 1. The main idea of the proof is to combine the
geometric decompositions studied in the last section with the almost additivity of
F to reduce the study of F on large patterns to the study o F on smaller patterns.

Proof of Theorem 1. (ii) =⇒(i). For every Q ∈ P the function P 7→ ]Q(P ) is
almost additive on P. Thus, its average limn→∞ |Pn|−1]Q(Pn) exists along arbitrary
van Hove sequences (Pn) in P. But this easily implies (3) which in turn implies
unique ergodicity, as discussed in Sectiuon 2.

(i) =⇒ (ii). Let F : P(Ω) −→ B be almost additive with error function b. Let
(Pn) be a van Hove sequence in P(Ω). We have to show that limn→∞ |Pn|−1F (Pn)
exists. As B is a Banach space, it is clearly sufficient to show that (|Pn|−1F (Pn))
is a Cauchy sequence. To do so we will provide F (k) in B such that

‖|Pn|−1F (Pn)− F (k)‖ is arbitrarily small for n large and k large.

To introduce F (k) we proceed as follows: Fix ω ∈ Ω with 0 ∈ ω. We will now
first consider the case that (Ω, T ) is aperiodic. The other case can be dealt with
similarly. We will comment on this at the end of the proof. Let B(k) be the ball
pattern class occurring in ω around zero with radius k i.e.

(8) B(k) ≡ [ω ∧B(0, k)].

Thus, (B(k)) is a sequence in PB(Ω) with k = s(B(k)) −→∞ fork →∞ and the
assumptions of Proposition 3.12 are satisfied.

As (Ω, T ) is of finite local complexity, the set {[B(x, 2R(B(k))) ∧ ω] : x ∈ ω, ω ∈
Ω with [B(x, k)∧ω] = B(k)} is finite. We can thus enumerate its elements by B(k)

j ,

j = 1, . . . , N(k) with suitable N(k) ∈ N and B
(k)
j ∈ P(Ω). Let C(k)

j ≡ C(B(k)
j ) be

the cells associated to B(k)
j according to Proposition 3.2. By Proposition 3.12,

(∗) (C(lk)
jk

) is a van Hove sequence

for arbitrary (lk) ⊂ N with lk →∞, k →∞, and jk ∈ {1, . . . , N(lk)}. This will be
crucial. Denote the frequencies of the B(k)

j by f(B(k)
j ), i.e.

(9) f(B(k)
j ) = lim

n→∞
|Pn|−1]

B
(k)
j
Pn.

Define

F (k) ≡
N(k)∑
j=1

f(B(k)
j )F (C(k)

j ).

Choose ε > 0. We have to show that

‖|Pn|−1F (Pn)− F (k))‖ < ε, for n and k large

(as this will imply that |Pn|−1F (Pn) is a Cauchy sequence). By (∗), there exists
k(ε) > 0 with

(10) |C(k)
j |

−1b(C(k)
j ) <

ε

3
for every j = 1, . . . , N(k)

whenever k ≥ k(ε). (Otherwise, we could find (lk) in N and jk ∈ {1, . . . , N(lk)}
with lk →∞, k →∞ such that

|C(lk)
jk
|−1b(C(lk)

jk
) ≥ ε

3
.
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Since (C(k)
jk

) is a van Hoove sequence by (∗), this contradicts property (A4) from
Definition 2.3.)

Let P ∈ P be an arbitrary pattern class. By minimality of (Ω, T ), we can choose
Q = Q(P ) ⊂ Rd with [Q ∧ ω] = P .

The idea is now to consider the decomposition of ω ∧ Q induced by the B(k)-
decomposition of ω. This decomposition of ω ∧ Q will (up to a boundary term)
consist of representatives of C(k)

j , j = 1, . . . , N(k). For P = Pn with n ∈ N large,

the number of representatives of a C(k)
j for j fixed occurring in Q∧ω will essentially

be given by f(C(k)
j )|Pn|. Together with the almost-additivity of F , this will allow

us to relate F (Pn) to F (k) in the desired way. Here are the details:
Let I(P, k) ≡ {x ∈ ωB(k) : B(x, 2R(B(k))) ⊂ Q}. Then, by Lemma 3.1 and

Proposition 3.2

(11) Q ∧ ω = S ∧ ω ⊕
⊕

x∈I(P,k)

C(x, ω,B(k))

with a suitable surface type set S ⊂ Rd with

(12) S ⊂ Q \Q4R(B(k)).

The triangle inequality implies

‖F (P )
|P |

− F (k)‖ ≤ ‖
F (P )− F ([S ∧ ω])−

∑
x∈I(P,k) F ([C(x, ω,B(k))])‖
|P |

+‖
F ([S ∧ ω]) +

∑
x∈I(P,k) F ([C(x, ω,B(k))])

|P |
− F (k)‖

≡ D1(P, k) +D2(P, k).

The terms D1(P, k) and D2(P, k) can be estimated as follows.
By almost additivity of F , we have

D1(P, k) ≤ b([S ∧ ω])
|P |

+
∑

x∈I(P,k)

b([C(x, ω,B(k))])
|C(x, ω,B(k))|

|C(x, ω,B(k))|
|P |

≤
b(P ) + b([⊕x∈I(P,k)C(x, ω,B(k))])

|P |

+sup
{
b([C(x, ω,B(k))])
|C(x, ω,B(k))|

: x ∈ I(P, k)
}
.

In the last inequality we used (A3).
Fix k = k(ε) from (10) and consider the above estimate for P = Pn. Then,

D1(Pn, k) ≤
b(Pn) + b([⊕x∈I(P,k)C(x, ω,B(k))])

|Pn|
+
ε

3
.

As (Pn) is a van Hove sequence, it is clear from (12) that
([⊕x∈I(P,k)C(x, ω,B(k))]) is a van Hove sequence as well. Thus

b(Pn) + b([⊕x∈I(Pn,k)C(x, ω,B(k))]
|Pn|

=
b(Pn)
|Pn|
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+
b([⊕x∈I(Pn,k)C(x, ω,B(k))])
|[⊕x∈I(Pn,k)C(x, ω,B(k))]|

|[⊕x∈I(Pn,k)C(x, ω,B(k))]|
|Pn|

tends to zero for n tending to infinity by the definition of b. Putting this together,
we infer

D1(Pn, k) <
ε

2
for large enough n ∈ N.

Consider now D2. Invoking the definition of F (k), we clearly have

D2(P, k) ≤
‖F ([S ∧ ω])‖

|P |

+
N(k)∑
j=1

∣∣∣∣∣ ]{x ∈ I(P, k) : [B(x, 2R(Bk)) ∧ ω] = B
(k)
j }

|P |
− f(B(k)

j )

∣∣∣∣∣ ‖F (C(k)
j )‖.

Choose k as above and consider P = Pn. By (12) and the almost additivity of F
(property (A2)), we infer that the first term tends to zero for n tending to infinity.
Again by (12) and the definition of the frequency, we infer that the second term
tends to zero as well. Thus,

D2(Pn, k) <
ε

2
for n large. Putting these estimates together, we infer

‖|Pn|−1F (Pn)− F (k)‖ ≤ D1(n, k) +D2(n, k) < ε

for large n and the proof is finished for aperiodic DDS.

For arbitrary strictly ergodic DDS, we replace the definition of B(k) in (8), by

B(k) ≡ [B(0, k) ∧ ω(k)],

where ω(k) ∈ Ω(k) is defined via colouring; see the paragraphs preceding Lemma
3.13 in Section 3. Then B(k) belongs to PB(Ω(k)) for every k ∈ N and

sk ≡ s(B(k)) −→∞, k −→∞.
Thus, Proposition 3.14 applies. The proof then proceeds along the same lines as
above, with Ω replaced by Ω(k) and Proposition 3.12 replaced by Proposition 3.14
at the corresponding places. 2

Remark 3. Using what could be called the k-cells, C(k)
j , k ∈ N, j = 1, . . . , N(k)

from the preceding proof we have actually proven that

lim
k→∞

N(k)∑
j=1

f(B(k)
j )F (C(k)

j ) = lim
n→∞

F (Pn)
|Pn|

.

Proof of Corollary 2.4. We use the notation of the corollary. Apparently, the
reasoning yielding (i) =⇒ (ii) in the foregoing proof remains valid for arbitrary
seminorms ‖ · ‖. Thus, if F is almost-additive with respect to seminorms ‖ · ‖ι,
ι ∈ I, then (|Pn|−1F (Pn)), is a Cauchy sequence with respect to ‖ · ‖ι for every
ι ∈ I. The corollary now follows from completeness. 2

Proof of Corollary 2.6. This can be shown by mimicking the arguments in the
above proof. Alternatively, one can define the function F̃ : P −→ B by setting
F̃ (P ) := F (Q,ω), where (Q,ω) is arbitrary with P = [ω ∧Q]. This definition may
seem very arbitrary. However, by (A0), it is not hard to see that F̃ (P ) is (up to
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a boundary term) actually independent of the actual choice of Q and ω. By the
same kind of reasoning, one infers that F̃ is almost-additive. Now, existence of the
limits |Pn|−1F̃ (Pn) follows for arbitrary van Hove sequnences (Pn). Invoking (A0)
once more the corollary follows. 2

5. Uniform convergence of the integrated density of states

This section is devoted to a proof of Theorem 2 and Theorem 3. We need some
preparation.

Lemma 5.1. Let B and C be selfadjoint operators in a finite dimensional
Hilbert space. Then, |n(B)(E) − n(B + C)(E)| ≤ rank(C) for every E ∈ R,
where n(D) denotes the eigenvalue counting function of D, i.e. n(D)(E) ≡
]{Eigenvalues of D not exceeding E}.

Proof. This is a consequence of the minmax principle, see e.g. Theorem 4.3.6 in
[17] for details. 2

From this lemma we infer the following proposition.

Proposition 5.2. Let U be a subspace of the finite dimensional Hilbert space X with
inclusion j : U −→ X and orthogonal projection p : X −→ U . Then, |n(A)(E) −
n(pAj)(E)| ≤ 4 · rank(1− j ◦ p) for every selfadjoint operator A on X.

Proof. Let P : X −→ X be the orthogonal projection onto U , i.e. P = j ◦ p. Set
P⊥ ≡ 1− P and denote the range of P⊥ by U⊥. By

A− PAP = P⊥AP + PAP⊥ + P⊥AP⊥,

and the foregoing lemma, we have |n(A)(E) − n(PAP )(E)| ≤ 3rank(P⊥). As
obviously,

PAP = pAj ⊕ 0U⊥ ,

with the zero operator 0U⊥ : U⊥ −→ U⊥, f 7→ 0, we also have

|n(PAP )(E)− n(pAj)(E)| ≤ dim(U⊥).

As dimU⊥ = rank(P⊥), we are done. 2

Lemma 5.3. Let (Ω, T ) be an (r,R)-system and ω ∈ Ω and Q a bounded subset of
Rd. Then,

]Q ∩ ω ≤ 1
|B(0, r)|

|Qr|.

Proof. As (Ω, T ) is an (r,R)-system, balls with radius r around different points
in ω are disjoint and the lemma follows. 2

Our main tool will be the following consequence of the foregoing two results.

Proposition 5.4. Let (Ω, T ) be an (r,R)-system. Let Q,Qj ⊂ Rd, j = 1, . . . , n be
given with Q = ∪n

j=1Qj and the Qj pairwise disjoint up to their boundaries. Set
δ(ω, s) ≡ |dim `2(Qs ∩ ω)− dim `2(∪n

j=1(Qj,s ∩ ω))| for ω ∈ Ω and s > 0 arbitrary.
Then,

δ(ω, s) ≤ |dim `2(Q ∩ ω)− dim `2(∪n
j=1(Qj,s ∩ ω))|

≤ 1
|B(0, r)|

n∑
j=1

|Qr
j \Qj,s+r|.
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Proof. Apparently

dim `2(∪n
j=1(Qj,s ∩ ω)) ≤ dim `2(Qs ∩ ω) ≤ dim `2(Q ∩ ω).

Now the first inequality is clear and the second follows by

dim `2(Q ∩ ω)− dim `2(∪n
j=1Qj,s ∩ ω) ≤

n∑
j=1

]((Qj \Qj,s) ∩ ω)

≤ 1
|B(0, r)|

n∑
j=1

|Qr
j \Qj,s+r|.

Here, the last inequality follows by the foregoing lemma. 2

We are now able to prove Theorem 2.

Proof of Theorem 2. We have to provide b : P(Ω) −→ (0,∞), and D > 0 such
that (A1) , (A2) and (A3) of Definition 2.3 are satisfied. Set

D ≡ 2
|B(0, r)|

and define b by

b(P ) ≡ 8
|B(0, r)|

|Qr \QRA+r|

whenever P ∈ P(Ω) with P = [(Q,Λ)]. Apparently, b is well defined. Moreover,
(A4) follows by the very definition of b and the van Hove property.

Now, (A2) is satisfied as

‖FA(P )‖ = ‖n(Aω, QRA)‖∞ ≤ ](QRA ∩ ω) ≤ 1
B(0, r)

|Qr| ≤ D|P |+ b(P ),

for P = [Q ∧ ω]. (A3) can be shown by a similar argument. It remains to show
(A1). Let P = ⊕n

j=1Pj . Then, there exists ω ∈ Ω and bounded measurable sets
Q,Qj , j = 1, . . . , n in Rd with Qj pairwise disjoint up to their boundaries and
Q = ∪n

j=1Qj such that

P = [Q ∧ ω] and Pj = [Qj ∧ ω], j = 1, . . . , n.

As A is an operator of finite range, it follows from the definition of RA that

Aω|∪n
j=1Qj,RA

= ⊕n
j=1Aω|Qj,RA

and in particular,

(13)
n∑

j=1

n(Aω, Qj,RA) = n(Aω,∪n
j=1Qj,RA).

Thus, we can calculate as follows
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‖FA(P )−
n∑

j=1

F (Pj)‖ = ‖n(Aω, QRA)−
n∑

j=1

n(Aω, Qj,RA)‖∞

= ‖n(Aω, QRA)− n(Aω,∪n
j=1Qj,RA)‖∞

(Prop 5.2) ≤ 4(dim `2(QRA)− dim `2(∪n
j=1Qj,RA)

(Prop 5.4) ≤ 4
|B(0, r)|

n∑
j=1

|Qr
j \Qj,RA+r|

≤
n∑

j=1

b(Pj).

This finishes the proof. 2

We can now proceed to show Theorem 3. The theorem will be an immediate
consequence of Theorem 1 and Theorem 2, once we have proven the following
lemma.

Lemma 5.5. Let (Ω, T ) be a strictly ergodic (r,R)-system. Let A be a finite range
operator with range RA. Then, ‖n(Aω, Q) − FA([ω ∧ Q])‖∞ ≤ 4|B(0, r)|−1|Qr \
QRA+r| for all ω ∈ Ω and all bounded subsets Q in Rd.

Proof By definition of FA, we have

‖n(Aω, Q)− FA([ω ∧Q])‖∞ = ‖n(Aω, Q)− n(Aω, QRA)‖∞.

Invoking Proposition 5.2, we see that the difference is bounded by 4](Q\QRA)∧ω.
The statement of the lemma now follows by Lemma 5.3. 2.

Proof of Theorem 3. Let (Qn) be a van Hove sequence. Then ([Qn ∧ ω]) is a
van Hove sequence in P(Ω) independent of ω. Thus, |Qn|−1FA([Qn∧ω]) converges
uniformly in ω ∈ Ω by Theorem 1 and Theorem 2. The proof follows from the
foregoing lemma. 2
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DYNAMICAL SYSTEMS ON TRANSLATION BOUNDED MEASURES:

PURE POINT DYNAMICAL AND DIFFRACTION SPECTRA

MICHAEL BAAKE AND DANIEL LENZ

Abstract. Certain topological dynamical systems are considered that arise from actions

of σ-compact locally compact Abelian groups on compact spaces of translation bounded

measures. Such a measure dynamical system is shown to have pure point dynamical spectrum

if and only if its diffraction spectrum is pure point.

1. Introduction

This paper deals with certain dynamical systems build from measures on σ-compact locally
compact Abelian groups. These dynamical systems give rise to two spectra: the dynamical
spectrum and the diffraction spectrum. After introducing the dynamical systems and dis-
cussing their basic topological features, we will focus on studying the relationship between
these two spectra. Particular attention will be paid to the case where one of the spectra is
pure point. This will be shown to happen if and only if the other is pure point as well (read
on for details and a discussion of related results.)

The motivation for our study comes from physics and, more precisely, from the study of
solids with long range aperiodic order and crystal-like diffraction spectrum. Such solids are
known as genuine quasicrystals. The existence of quasicrystals is now a well-established and
widely accepted experimental fact. Even if discussions about the precise structures will still
be going on for a while, the common feature of aperiodicity has opened a new chapter of
crystallography and solid state research.

The original discovery of quasicrystals [35, 19] was somewhat accidental and only possible
through one of their most striking features, namely their sharp Bragg diffraction with point
symmetries that are not possible for 3-dimensional crystals (such as n-fold rotation axes with
n = 8, 10, 12, or icosahedral symmetry); see [1] for a summary and [2] for a guide to the
literature. These experimental results called for a mathematical explanation and created a
subject now often referred to as mathematical diffraction theory.

Mathematical diffraction theory deals with the Fourier transform of the autocorrelation
measure (or Patterson measure) of a given translation bounded (possibly complex) measure
ω. Here, ω is the mathematical idealisation of the physical structure of a solid or, more
generally, of any state of matter. In its simplest form, ω is just a Dirac comb, i.e., a countable
collection of (possibly weighted) point measures which mimic the positions of the atoms (and
their scattering strengths). The autocorrelation measure γω of ω (see below for a precise
definition) is then a positive definite measure. Its Fourier transform γ̂ω is a positive measure,
called the diffraction measure, which models the outcome of a diffraction experiment; see [10]
for background material and details on the physical justification of this approach.

177
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Now, given this setting, one of the most obvious questions to address is that for (the
characterisation of all) examples of measures ω with a diffraction measure γ̂ω that is pure
point, i.e., consists of point measures only.

This was addressed by Bombieri and Taylor in [8]. However, no rigorous answer could
be given at that time. Soon after, Hof [17] showed that structures obtained from the cut-
and-project formalism [21] possess a pure point diffraction spectrum under rather decent
assumptions, and Solomyak started a rather systematic study of substitution dynamical sys-
tems with pure point spectrum in [37]. By now, large classes of examples are known [5, 22],
also beyond the class of ordinary projection sets [6]. Moreover, Schlottmann was able to free
the cut-and-project formalism from basically all specific properties of Euclidean space [33]
and established that all regular model sets are pure point diffractive [34], see also [26] for a
summary on model sets.

A cornerstone in many of these considerations is the use of ergodic theory and the so-called
Dworkin argument [11] (see [18, 34] as well). This argument links the diffraction spectrum
to the dynamical spectrum. It can be used to infer pure point diffraction spectrum from
pure point dynamical spectrum. These investigations heavily depend on the underlying point
sets being point sets of finite local complexity (FLC). This, however, is not necessary, as
becomes clear from two alternative approaches, one for general Dirac combs and measures
on the basis of almost periodicity by Moody and one of the authors [5], and the other for
so-called deformed model sets by Bernuau and Duneau [9].

Thus, at the moment, there is a considerable gap between the cases that can be treated
by the method of almost periodicity of measures [14, 5] and those using ergodic theory and
requiring FLC together with unique ergodicity. It is the primary aim of this article to narrow
this gap. This will be achieved by thoroughly analysing the link between the diffraction
spectrum and the dynamical spectrum given by the Dworkin argument.

The analysis carried out below will also be a crucial ingredient in a forthcoming paper of
ours [4] which investigates the stability of pure point diffraction. Namely, we will set up a
perturbation theory for pure point diffraction by studying deformations of dynamical systems
with pure point dynamical spectrum. Particular emphasis will be put on deformed model sets
and isospectral deformations of Delone sets. Note that the deformation of model sets almost
immediately leads to point sets which violate FLC.

Let us now discuss our results in more detail. The first step in our approach is to choose
a setting of measures rather than point sets. Defining appropriate dynamical systems with
measures on a locally compact Abelian group will free us from essentially all restrictions
mentioned. This setting is presented in Section 3, where also the relevant topological questions
are discussed. The relationship between our measure dynamical systems and point dynamical
systems is investigated in Section 4. It is shown that the measure dynamical systems enclose
the usual Delone dynamical systems. This section introduces a topology on Delone sets
(and actually all closed subsets of the group) with very nice compactness properties. The
results generalise and strengthen the corresponding considerations of [34, 23] and may be
of independent interest in further studies of point sets not satisfying FLC. The extension of
diffraction theory and the Dworkin argument (as developed for point sets in, e.g., [11, 34]) to
our setting is achieved in Section 5.

The main result of our paper is summarised in Theorem 7 in Section 7. It states that,
under some rather mild assumptions,
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• pure point dynamical spectrum is equivalent to pure point diffraction spectrum.

This generalises the main results of Lee, Moody and Solomyak [22] in at least three ways:
It is not restricted to dynamical systems arising from Delone sets, and, in fact, not even
to dynamical systems arising from point sets. It does not need any condition of finite local
complexity. It does not need an ergodicity assumption for the invariant measure involved.

Let us mention that a generalisation of the main result of [22] sharing the last two features
had already been announced by Gouéré [15, 16], within the framework of point processes
and Palm measures, see his recent work [15] for a study of this framework as well. His result
applies to the point dynamical systems studied below in Section 4. Thus, there is some overlap
between his result an ours. However, in general, our setting, methods and results are quite
different from his, as we leave the scenario of point sets. In fact, the measure theoretical
setting seems very adequate and natural in view of the physical applications, where point sets
are only a somewhat crude approximation of the arrangements of scatterers.

Let us also mention that, in general, the diffraction spectrum and the dynamical spectrum
can be of different type, as has been investigated by van Enter and Miȩkisz in [12].

Our proof of the equivalence of the two notions of pure pointedness relies on two results
which are of interest in their own right. These results are

• an abstract characterisation of pure point dynamical spectrum for arbitrary topolog-
ical dynamical systems,
• a precise interpretation of the Dworkin argument.

Here, the abstract characterisation is achieved in Theorem 1 in Section 2. Roughly speaking,
it states that a system has pure point spectrum once it has a lot of point spectrum. The
precise interpretation of the Dworkin argument is given in Theorem 6 in Section 6. It says
that the diffraction measure is a spectral measure for a suitable subrepresentation of the
translation action at hand.

The relationship between suitable subrepresentation with pure point spectrum and the
original representation can actually be analysed in more detail. To do so, we take a second look
at the abstract theory in Section 8. Namely, we discuss how the group of all eigenvalues and
the continuity of eigenfunctions is already determined by the set of eigenvalues and continuity
of eigenfunctions associated to a suitable subrepresentation with pure point spectrum.

This material is rather general and may be of independent interest. Here, we apply it to
our topological measure dynamical systems. This gives a criterion for the continuity of the
eigenfunctions. More importantly, it shows that the group of all eigenvalues is generated by
the support of the diffraction spectrum. The validity of such a result was brought to our
attention by R. V. Moody for the case of point dynamical systems satisfying FLC [27].

The material presented above, and the abstract strategy to prove our main result, can be
adopted to study a measurable framework (as opposed to a topological one). This will be
analysed in the future.

2. An abstract criterion

In this section, we introduce some notation and provide a simple result which lies at the
heart of our considerations. It is rather general and might also be useful elsewhere.
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Let Ω be a compact topological space (by which we mean to include the Hausdorff property)
and G be a locally compact Abelian (LCA) group which is σ-compact. Let

(1) α : G×Ω −→ Ω

be a continuous action of G on Ω, where, of course, G × Ω carries the product topology
(later on, we will specify it via αt(P ) = t + P for P ⊂ G and t ∈ G). Then, (Ω,α) is
called a topological dynamical system. The set of continuous functions on Ω will be denoted
by C(Ω). Let m be a G-invariant probability measure on Ω and denote the corresponding
set of square integrable functions on Ω by L2(Ω,m). This space is equipped with the inner
product 〈f, g〉 :=

∫
f(ω)g(ω) dm(ω). The action α induces a unitary representation T of G

on L2(Ω,m) in the obvious way, where T th is defined by (T th)(ω) := h(α−t(ω)). Whenever
we want to emphasise the dependence of the inner product and the unitary representation on
the chosen invariant measure m, we write 〈f, g〉m and Tm instead of 〈f, g〉 and T .

The dual group of G is denoted by Ĝ, and the pairing between a character ŝ ∈ Ĝ and an
element t ∈ G is written as (ŝ, t), which, of course, is a number on the unit circle, compare
[31, Ch. 4] for background material.

A non-zero h ∈ L2(Ω,m) is called an eigenvector (or eigenfunction) of T if there exists an
ŝ ∈ Ĝ with T th = (ŝ, t)h for every t ∈ G. The closure (in L2(Ω,m)) of the linear span of all
eigenfunctions of T will be denoted by Hpp(T ).

The following is a variant (and an extension) of a result from [22].

Lemma 1. Let (Ω,α) be a topological dynamical system with an invariant measure m. Then,
Hpp(T )∩C(Ω) is a subalgebra of C(Ω) which is closed under complex conjugation and contains
all constant functions. Similarly, Hpp(T ) ∩ L∞(Ω,m) is a subalgebra of L∞(Ω,m) that is
closed under complex conjugation and contains all constant functions.

Proof. We only show the statement about Hpp(T )∩C(Ω). The other result can be shown in
the same way.

The set Hpp(T )∩C(Ω) is a vector space because it is the intersection of two vector spaces.
Moreover, every constant (non-vanishing) function is obviously continuous and an eigenvector
of T (with eigenvalue 1, i.e., with the trivial character (ŝ, t) ≡ 1).

It remains to be shown that Hpp(T )∩C(Ω) is closed under complex conjugation and under
forming products.

Closedness under complex conjugation: Let f be an eigenfunction of T to, say, ŝ. Then,
f is an eigenfunction of T to the character ŝ−1. Here, of course, the inverse ŝ−1 of ŝ ∈ Ĝ is
given by t 7→ (ŝ, t), where the bar denotes complex conjugation. Using this, it is not hard to
see that Hpp(T ) is closed under complex conjugation. As this is true of C(Ω) as well, we see
that the intersection Hpp(T ) ∩ C(Ω) is closed under complex conjugation.

Closedness under products: This is shown in Lemma 3.7 in [22] in the case that m is not
only translation invariant but also ergodic. To adopt their argument to the case at hand, we
note that every eigenfunction can be approximated arbitrarily well (in L2(Ω,m)) by bounded
eigenfunctions via a simple cut-off procedure. More precisely, if f is an eigenfunction, then
|f | is an α-invariant function. Therefore, for an arbitrary N > 0, the function

(2) fN (ω) :=

{
f(ω), |f(ω)| ≤ N
0 , otherwise
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is again an eigenfunction (with the same ŝ as f). Apparently, the fN converge to f in
L2(Ω,m) as N →∞.

After this preliminary consideration, we can conclude the proof following [22]: Let two
functions f, g ∈ Hpp(T )∩C(Ω) be given. Then, fg belongs to C(Ω). It remains to be shown
that it belongs to Hpp(T ) as well.

Choose ε > 0 arbitrarily. Observe that ‖g‖∞ <∞, as g ∈ C(Ω) with Ω compact. Since f
is in Hpp(T ), there exists a finite linear combination f ′ =

∑
aifi of eigenfunctions of T with

‖f −
∑

aifi‖2 ≤
ε

‖g‖∞
.

By the preliminary consideration around Eq. (2), we can assume that all fi are bounded
functions. Thus, in particular, ‖f ′‖∞ <∞.

Similarly, choose another finite linear combination g′ =
∑
bjgj of bounded functions gj in

Hpp(T ) with
‖g −

∑
bjgj‖2 ≤

ε

‖f ′‖∞
.

Then,
‖fg − f ′g′‖2 ≤ ‖f ′‖∞ ‖g − g′‖2 + ‖g‖∞ ‖f − f ′‖2 ≤ 2ε.

The proof is complete by observing that f ′g′ is in Hpp(T ) because the product of bounded
eigenfunctions is again a bounded eigenfunction. �

With Lemma 1, the following result is a rather direct consequence of the Stone-Weierstraß
Theorem.

Theorem 1. Let (Ω,α) be a topological dynamical system with invariant probability measure
m. Then, the following assertions are equivalent.

(a) T has pure point spectrum, i.e., Hpp(T ) = L2(Ω,m).
(b) There exists a subspace V ⊂ Hpp(T ) ∩ C(Ω) which separates points.

Proof. (a) =⇒ (b): This is clear, as one can take V = Hpp(T ) ∩ C(Ω) = C(Ω).
(b) =⇒ (a): By Lemma 1, Hpp(T ) ∩ C(Ω) is an algebra which is closed under complex
conjugation and contains the constant functions. It also separates points as it contains a
subspace, V, with this property by (b). Thus, we can apply the Stone-Weierstraß Theorem
(compare [28, Thm. 4.3.4]), to conclude that Hpp(T ) ∩ C(Ω) is dense in C(Ω). By standard
measure theory, see [28, Prop. 6.4.11], Hpp(T ) is then dense in L2(Ω,m) as well. As Hpp(T )
is closed, statement (a) follows. �

3. Measure dynamical systems

For the remainder of the paper, let G be a fixed σ-compact LCA group with identity 0.
Integration with respect to Haar measure is denoted by

∫
G . . . dt, and the measure of a subset

D of G is denoted by |D|. The vector space of complex valued continuous functions on G
with compact support is denoted by Cc(G). It is made into a locally convex space by the
inductive limit topology, as induced by the canonical embeddings

CK(G) ↪→ Cc(G) , K ⊂ G compact.

Here, CK(G) is the space of complex valued continuous functions on G with support in K,
which is equipped with the usual supremum norm ‖.‖∞. The support of ϕ ∈ Cc(G) is denoted
by supp(ϕ).
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The dual Cc(G)∗ of the locally convex space Cc(G) is denoted byM(G). The spaceM(G)
carries the vague topology. This topology equals the weak-∗ topology of Cc(G)∗, i.e., it is the
weakest topology which makes all functionals µ 7→ µ(ϕ), ϕ ∈ Cc(G), continuous. As is well
known (see e.g. [28, Thm. 6.5.6] together with its proof), every µ ∈ M(G) gives rise to a
unique |µ| ∈ M(G), called the total variation of µ, which satisfies

|µ|(ϕ) = sup {|µ(ψ)| : ψ ∈ Cc(G,R) with |ψ| ≤ ϕ}

for every ϕ ∈ Cc(G)+. Apparently, the total variation |µ| is positive, i.e., |µ|(ϕ) ≥ 0 for all
ϕ ∈ Cc(G)+. In particular, it can be identified with a measure on the σ-algebra of Borel sets
of G that satisfies

• |µ|(K) <∞ for every compact set K ⊂ G,
• |µ|(A) = sup {|µ|(K) : K ⊂ A,K compact} for every Borel set A ⊂ G

(see, e.g., [28, Thm. 6.3.4]). As G is σ-compact, we furthermore have
• |µ|(A) = inf{|µ|(B) : A ⊂ B,B open} for every Borel set A ⊂ G

by [28, Prop. 6.3.6], i.e., |µ| is an (unbounded) regular Borel measure, in line with the Riesz-
Markov Theorem [30, Thm. IV.18]. Finally, we note that there exists, by [28, Thm. 6.5.6], a
measurable function u : G −→ C with |u(t)| = 1 for |µ|-almost every t ∈ G such that

(3) µ(ϕ) =
∫
G
ϕu d|µ| for all ϕ ∈ Cc(G).

This polar decomposition permits us to identify the elements of M(G) with the regular
complex Borel measures on G, which is the Riesz-Markov Theorem for this situation.

For later use, we also introduce some notation concerning Fourier transforms and convolu-
tions, compare [32, 7] for details. The Fourier transform of a quantity q will always be denoted
by q̂. For ϕ,ψ ∈ Cc(G), we define the convolution ϕ ∗ ψ by

(
ϕ ∗ ψ

)
(t) :=

∫
G ϕ(s)ψ(t − s) ds

and the function ϕ̃ ∈ Cc(G) by ϕ̃(t) := ϕ(−t). For µ ∈ M(G) and ϕ ∈ Cc(G), the
convolution ϕ ∗ µ is the function given by

(
ϕ ∗ µ

)
(t) :=

∫
G ϕ(t − s) dµ(s). For two con-

volvable measures µ, ν ∈ M(G), the convolution µ ∗ ν is the element of M(G) given by(
µ ∗ ν

)
(ϕ) :=

∫
G

∫
G ϕ(s+ t) dµ(s) dν(t) for ϕ ∈ Cc(G); the measures µ̃ and µ are defined by

µ̃(ϕ) := µ(ϕ̃) and µ(ϕ) := µ(ϕ), respectively. For µ ∈ M(G) and a measurable set B ⊂ G,
we denote the restriction of µ to B by µB. Finally, for x ∈ G, we define the measure δx to be
the normalised point measure at x.

We will consider actions of G on spaces consisting of measures on G. The relevant set of
measures will be defined next.

Definition 1. Let C > 0 and a relatively compact open set V in G be given. A measure
µ ∈ M(G) is called (C, V )-translation bounded if |µ|(t+ V ) ≤ C for all t ∈ G. It is simply
called translation bounded if there exist C, V such that it is (C, V )-translation bounded. The
set of all (C, V )-translation bounded measures is denoted by MC,V (G) and the set of all
translation bounded measures by M∞(G).

The vague topology on M(G) has very nice features when restricted to the translation
bounded measures.

Theorem 2. Let C > 0 and a relatively compact open set V in G be given. Then,MC,V (G)
is a compact Hausdorff space. If G is second countable, MC,V (G) is metrisable.
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To prove the theorem, we start with the following simple result from measure theory.

Proposition 1. Let µ ∈ M(G) and a relatively compact open set V in G be given. Then,
|µ|(V ) = sup {|µ(ϕ)| : ϕ ∈ Cc(G) with supp(ϕ) ⊂ V and ‖ϕ‖∞ ≤ 1}.

Proof. Denote the supremum in the statement by S. Recall the polar decomposition and the
definition of u in Eq. (3). As u is |µ| almost surely equal to 1, a direct calculation easily
gives S ≤ |µ|(V ). Conversely, as Cc(V ) is dense in L1(V, |µ|V ) (see, e.g., [28, Prop. 6.4.11]),
there exists a sequence (ϕn) in Cc(V ) with ϕn

n→∞−−−→ u ·1V in L1(V, |µ|V ) . By the |µ|-almost
sure boundedness of u, this implies uϕn

n→∞−−−→ uu · 1V = 1V in L1(V, |µ|V ). Then, a short
calculation, invoking (3) again, shows S ≥ limn→∞ |µ(ϕn)| = |µ|(V ). This proves the
proposition. �

Proof of Theorem 2. By definition of MC,V (G), for each ϕ ∈ Cc(G), there exists a radius
R(ϕ) > 0 such that µ(ϕ) ∈ BR(ϕ) for every µ ∈ MC,V (G), where Br is the (open) ball of
radius r around 0 and Br its closure. Thus, we can consider MC,V (G) as a subspace of
Π :=

∏
ϕ∈Cc(G)BR(ϕ) equipped with the product topology via the embedding

j : MC,V (G) ↪→ Π ,
(
j(µ)

)
(ϕ) := µ(ϕ).

As Π is obviously a compact Hausdorff space, this shows immediately that MC,V (G) is
relatively compact and Hausdorff. It remains to be shown that j(MC,V (G)) is closed. This
is a direct consequence of Definition 1 together with Proposition 1.

The statement about metrisability is standard: if G is second countable, there exists a
countable dense subset {ϕn : n ∈ N} in Cc(G). Then,

d : MC,V (G)×MC,V (G) −→ R , d(µ, ν) :=
∑
n∈N

2−n
|µ(ϕn)− ν(ϕn)|

1 + |µ(ϕn)− ν(ϕn)|

gives a metric onMC,V (G) which generates the topology. �

Having discussed the topology of M(G), we can now introduce the topological dynamical
systems associated to subsets of M(G). To do so, we will use the obvious action α of G on
M(G) given by

α : G×M(G) −→M(G) , (t, µ) 7→ αt(µ) := δt ∗ µ,
or, more explicitly,

(
αt(µ)

)
(ϕ) =

∫
G ϕ(t+ s) dµ(s). We use the same symbol for the action as

in Eq. (1), since misunderstandings are unlikely, and we will usually write αtµ for αt(µ).
This action is compatible with the topological structure of G andM(G).

Proposition 2. Let C > 0 and a relatively compact open set V ⊂ G be given. Then, the
action α : G×MC,V (G) −→MC,V (G) is continuous, where G×MC,V (G) carries the product
topology.

Proof. Let (tι, µι) be a net in G ×MC,V (G) converging to (t, µ). We have to show that the
net (αtι(µι)) converges to αt(µ), i.e., we have to check that∫

ϕ(s+ tι) dµι(s) −→
∫
ϕ(s+ t) dµ(s) , for all ϕ ∈ Cc(G).

By tι −→ t, there exists an index ι0 and a compact set K such that the support of ϕ and the
supports of all ϕι with ι ≥ ι0 are contained in K. Moreover, as µι ∈ MC,V (G) for every ι,
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there exists a constant C ′ with |µ|(K) ≤ C ′ as well as |µι|(K) ≤ C ′ for all ι. Now, the desired
statement follows easily from

|µι(ϕ(.+ tι))− µ(ϕ(.+ t))| ≤ |µι(ϕ(.+ tι))− µι(ϕ(.+ t))|+ |µι(ϕ(.+ t))− µ(ϕ(.+ t))|
≤ |µι|(C)‖ϕ(.+ tι)− ϕ(.+ t)‖∞ + |µι(ϕ(.+ t))− µ(ϕ(.+ t))|,

as both terms on the right hand side tend to zero for tι −→ t and µι −→ µ. �

The dynamical systems we are interested in are defined as follows.

Definition 2. (Ω,α) is called a dynamical system on the translation bounded measures on
G (TMDS) if there exist a constant C > 0 and a relatively compact open V ⊂ G such that Ω
is a closed subset of MC,V (G) that is invariant under the G-action α.

Remarks. (a) The α invariant subsets of M(G) are called translation stable sets in [14].
Thus, a TDMS is just a closed translation stable subset ofMC,V (G).
(b) The space Ω of a TMDS is always compact by Theorem 2 and the action α is continuous
by Proposition 2. Thus, a TMDS is a topological dynamical system in the sense of Section 2.
(c) The considerations of this section (and those of the next) do not use commutativity of
the underlying group G. They immediately extend to arbitrary σ-compact locally compact
groups. But since we need harmonic analysis later on, we stick to Abelian groups here.

4. Point dynamical systems

This section has two aims. Firstly, we present an abstract topological framework which
allows us to treat point dynamical systems which are not of finite local complexity. Secondly,
we show how these systems fit into our setting of measure dynamical systems. As for the first
aim, we actually introduce a topology on the set of all closed subsets of G. For the case of
Rd, this topology has already been studied by Stollmann and one of the authors in [23]. Our
extension to arbitrary locally compact groups is strongly influenced by the investigation of
Schlottmann [34] (which, however, is restricted to FLC systems).

As pointed out by the referee, the topology we introduce can also be obtained as a special
case of a topology introduced by Fell in [13]. This is further discussed in the appendix. Given
this connection, Theorem 3 below is a corollary of Theorem 1 in [13]. For this reason, we only
give an outline of how it can be established in our setting.

We start by defining the relevant sets of points.

Definition 3. Let G be a σ-compact LCA group, and V an open neighbourhood of 0 in G.
(a) A subset Λ of G is called V-discrete if every translate of V contains at most one point

of Λ. The set of all V-discrete subsets of G is denoted by DV (G).
(b) A subset of G is called uniformly discrete if it is V-discrete for some V. The set of

all uniformly discrete subsets of G is denoted as UD(G).
(c) The set of all discrete and closed subsets of G will be denoted by D(G).
(d) The set of all closed subsets of G is denoted as C(G).
(e) A subset Λ of G is called relatively dense if there is a compact K with Λ+K = G.

Note that a uniformly discrete subset of G is closed. As it presents no extra difficulty,
we will actually topologise not only D(G) but rather the larger set C(G). This will be done
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by providing a suitable uniformity (see [20, Ch. 6] for details on uniformities). Namely, for
K ⊂ G compact and V a neighbourhood of 0 in G, we set

UK,V := {(P1, P2) ∈ C(G)× C(G) : P1 ∩K ⊂ P2 + V and P2 ∩K ⊂ P1 + V }.

It is not hard to check that

(P, P ) ∈ UK,V , UK,V = U−1
K,V , UK1∪K2,V1∩V2 ⊂ UK1,V1 ∩UK2,V2 , UK−W,W ◦UK−W,W ⊂ UK,V

for V a neighbourhood of 0, W a compact neighbourhood of 0 with W + W ⊂ V , K in G
compact, and P any closed subset of G. Here, on sets U,U1, U2 consisting of ordered pairs,
we define U−1 := {(y, x) : (x, y) ∈ U} and

U1 ◦ U2 := {(x, z) : ∃ y ∈ G with (x, y) ∈ U1 and (y, z) ∈ U2}.

This guarantees that {UK,V : K compact, V open with 0 ∈ V } generates a uniformity, and
hence a topology on C(G) via the neighbourhoods

UK,V (P ) := {Q : (Q,P ) ∈ UK,V } , P ∈ C(G) .

Note that we could equally well generate the same uniformity with V running through compact
neighbourhoods of 0 ∈ G.

Definition 4. The topology defined this way is called the local rubber topology (LRT).

This topology essentially means that two sets P1, P2 are close if they “almost” agree on
large compact sets.

Fundamental properties of the LRT are given in the following result (see [23] for an earlier
result on Rd).

Theorem 3. With the LRT, the set C(G) of closed subsets of G is a compact Hausdorff
space. If the topology of G has a countable base, then C(G) is metrisable.

Proof. The set C(G) is Hausdorff, as the intersection of all UK,V contains only the diagonal
set {(P, P ) : P ∈ C(G)}, see [20, Ch. 6].

We next show completeness: Let (Pι)ι∈I be a Cauchy net in C(G), where I is an index set
directed by ≤, compare [20, Ch. 2].

We have to show that the Cauchy net converges to a closed subset of G, hence an element of
C(G). To this end, we introduce the set P of those x ∈ G such that, for every neighbourhood
V of 0, there exists ιx,V ∈ I with

(4) (x+ V ) ∩ Pι 6= ∅ for all ι ≥ ιx,V .

It is not hard to see that P is closed. P will turn out to be the limit of our Cauchy net.
To show this, let a compact K in G and a neighbourhood V of 0 be given. We have to

provide an ιK,V with

P ∩K ⊂ Pι + V and Pι ∩K ⊂ P + V

for every ι ≥ ιK,V .
Rather direct arguments show existence of ιK,V with P ∩K ⊂ Pι + V for all ι ≥ ιK,V . We

next establish the other inclusion. By a compactness argument,

(5) P ∩ C 6= ∅,
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whenever C ⊂ G is compact and Pκ∩C 6= ∅ for all κ ≥ κ0 and some κ0 ∈ I. Assume, without
loss of generality, that V is compact and symmetric. As (Pι) is a Cauchy net, there exists
a ιK,V with (Pι, Pκ) ∈ UK,V for all ι, κ ≥ ιK,V . Consider ι ≥ ιK,V and choose an arbitrary
q ∈ Pι ∩K. Then,

(q + V ) ∩ Pκ 6= ∅
for every κ ≥ ιK,V , as V is symmetric and Pι ∩K ⊂ Pκ + V by (Pι, Pκ) ∈ UK,V . Thus, (5)
gives existence of a p ∈ P with p ∈ q + V . In particular, invoking the symmetry of V once
more, we have q ∈ p+V ⊂ P +V . As q ∈ Pι∩K was arbitrary, we infer the desired inclusion
Pι ∩K ⊂ P + V .

These considerations prove the desired completeness statement.
Finally, we show compactness of C(G). As C(G) is complete, it suffices to prove it is

precompact. Thus, for any given K compact and V an open neighbourhood of 0 in G, we have
to provide a natural number n and Pi ∈ C(G), 1 ≤ i ≤ n, such that C(G) ⊂

⋃n
i=1 UK,V (Pi).

Since UK,V (P ) ⊃ UK,V ∩(−V )(P ) for all P ∈ C(G) and V ∩ (−V ) is symmetric, we can assume,
without loss of generality, that V is symmetric (i.e., V = −V ). As K is compact, there exists
a finite set D ⊂ K with K ⊂ D + V. Direct calculations then give

C(G) ⊂
n⋃
i=1

UK,V (Di),

where Di, 1 ≤ i ≤ n, is an enumeration of the power set of D.
The statement about metrisability is a direct consequence of [20, Thm. 6.13] and the remark

thereafter. �

Having topologised C(G), and thus UD(G) as well, we can now introduce our point dy-
namical systems. The natural action of G on C(G) by translation will also be denoted by α.
Explicitly, we define αt(P ) = t+ P for P ∈ C(G), where t+ P = {t+ x : x ∈ P} as usual.

Definition 5. Let Ω be a subset of G and α the translation action just defined.
(a) The pair (Ω,α) is called a set dynamical system if Ω is a closed subset of C(G)

which is invariant under α.
(b) A set dynamical system (Ω,α) is called a point dynamical system if Ω is a subset of
DV (G) for some open neighbourhood V of 0.

(c) A point dynamical system (Ω,α) is called a Delone dynamical system, if every element
of Ω is a relatively dense subset of G.

It follows from Theorem 3 that a set dynamical system is indeed a topological dynamical
system in the sense of Section 2.

A special way of obtaining set dynamical systems is the following: Choose P ∈ C(G). Then,
the LRT-closure X(P ) of the orbit {αt(P ) : t ∈ G} of P in C(G) is a closed α-invariant subset
of C(G), hence compact. Thus, (X(P ), α) is a set dynamical system. We say that P and P ′

are locally indistinguishable if P ⊂ X(P ′) and P ′ ⊂ X(P ), hence if X(P ) = X(P ′). The set
of all P ′ which are locally indistinguishable form P is called the RLI class of P , written as
RLI(P ). Here, as before, the letter R stands for “rubber”.

Given these notions, we can characterise minimality of a set dynamical system in the
following way, which extends [34, Prop. 3.1] to our setting.
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Proposition 3. Let P ∈ C(G) be given. Then, the following assertions are equivalent.
(a) The set dynamical system (X(P ), α) is minimal.
(b) X(P ) = RLI(P ).
(c) The set {t ∈ G : (t + P, P ) ∈ UK,V } is relatively dense in G for all compact K ⊂ G

and all open neighbourhoods V of 0.
(d) The set P is repetitive, i.e., for every K compact and every open neighbourhood V

of 0, there is a compact set C = C(K,V ) ⊂ G such that, for t1, t2 ∈ G, there is an
s ∈ C with (t1 + P, s+ t2 + P ) ∈ UK,V .

Proof. The equivalence of (a) and (b) is clear by the definition of minimality and the lo-
cal indistinguishability class. This is also known as Gottschalk’s Theorem, compare [29,
Thm. 4.1.2]. The remaining assertions can be shown by mimicking and slightly extending the
proof of [34, Prop. 3.1]. Since we do not use these results later on, we skip further details. �

Having discussed point dynamical systems, we can now relate them to special dynamical
systems on measures. The connection relies on the map

δ : UD(G) −→ M∞(G) , δ(Λ) :=
∑
x∈Λ

δx ,

Note that δ is indeed a map into M∞(G), as every Λ ∈ UD(G) is uniformly discrete.

Lemma 2. The map δ : UD(G) −→ M∞(G) is injective, continuous and compatible with
the action of G. The inverse δ−1 : δ(UD(G)) −→ UD(G) is continuous as well.

Proof. Injectivity and compatibility with the action of G are immediate. In particular, using
δt+x = δt ∗ δx, one can check that

δ(αt(Λ)) = δ(t+ Λ) = δt ∗ δ(Λ) = αt(δ(Λ)) .

To show continuity of δ, we have to show δ(Λι)(ϕ) −→ δ(Λ)(ϕ) for all ϕ ∈ Cc(G), whenever
Λι −→ Λ. Let V be an open neighbourhood of 0 in G such that Λ ∈ DV (G). Let ϕ ∈ Cc(G)
be given, so supp(ϕ) is compact. By a simple partition of unity argument, we can now write
ϕ =

∑n
j=1 ϕj , where each ϕj , j = 1, . . . , n, has its support in a set of the form W + tj , with

W +W ⊂ V . Now, for such ϕj , the convergence δ(Λι)(ϕj) −→ δ(Λ)(ϕj) follows easily. This
yields the desired convergence for ϕ. The continuity of δ−1 can be shown similarly. �

As can be seen from simple examples, δ(UD(G)) is, in general, not closed in M∞(G) and
the LRT is not the same as the vague topology on δ(UD(G)). For example, if (xn) is a
sequence in G with xn −→ 0 and xn 6= 0, then, Λn := {0, xn} ∈ UD(G) with Λn −→ {0}
in the LRT. However, δ(Λn) −→ 2δ0 in the vague topology, and 2δ0 does not belong to
δ(UD(G)). Nevertheless, the following still holds.

Proposition 4. Let V be an open neighbourhood of 0 in G. Then, DV (G) is compact in the
LRT and δ(DV (G)) is compact in the vague topology.

Proof. By compactness of C(G) and continuity of δ, it suffices to show that DV (G) is closed.
Since V is open, this is easy. �

Our main result on the relationship of point dynamical systems and the framework of
measure dynamical systems reads as follows.
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Theorem 4. If (Ω,α) is a point dynamical system, the restriction δ|Ω : Ω −→ δ(Ω) of δ to
Ω establishes a topological conjugacy between the dynamical systems (Ω,α) and (δ(Ω), α).

Proof. By Lemma 2, δ|Ω is an injective and continuous map which is compatible with the
group action. As Ω is compact, so is δ(Ω). By a standard argument [28, Prop. 1.6.8],
δ|Ω is then a homeomorphism between (Ω,α) and (δ(Ω), α). Together, this establishes the
topological conjugacy. �

We finish this section by briefly discussing the relationship of the LRT and the topology
usually considered for Delone dynamical systems with the FLC property. A thorough discus-
sion of the latter topology has been given in [34]. This discussion actually gives a topology
on the closed subsets of G (though this is not explicitly noted in [34]). This topology will be
called the local matching topology (LMT).

The definition of the LMT in [34] shows immediately that the LRT is coarser than the
LMT. Thus, the identity

id : (C(G),LMT) −→ (C(G),LRT) , P 7→ P

is continuous. This yields the following result, which essentially shows that our way of topol-
ogising the uniformly discrete sets coincides with the usual topology when restricted to sets
of finite local complexity.

Proposition 5. Let Ω be a subset of C(G). If Ω is compact in the LMT, then Ω is compact
in the LRT as well, and the two topologies agree on Ω.

Proof. The restriction idΩ : (Ω,LMT) −→ (Ω,LRT) of the identity to Ω is continuous. Thus,
as (Ω,LMT) is compact, so is its image (Ω,LRT). Now, continuity of the inverse is standard,
cf. [28, Prop. 1.6.8]. Thus, the two topologies agree. �

5. The diffraction spectrum

The basic concepts in the mathematical treatment of diffraction experiments are the auto-
correlation measure and the diffraction measure. In the context of Delone dynamical systems,
these concepts have been developed and investigated in a series of articles by theoretical physi-
cists and mathematicians [3, 5, 11, 17, 18, 33, 34]. This will now be generalized and extended
to our measure dynamical systems. More precisely, we show the existence of the autocorrela-
tion measure by a limiting procedure, provided certain ergodicity assumptions hold.

Let us mention that we will provide an alternative approach to these quantities later on.
It will be more general in that it does not need an ergodicity assumption.

To phrase our results, we need two more pieces of notation. Firstly, recall from [34] that a
sequence (Bn) of compact subsets of G is called a van Hove sequence if

lim
n→∞

|∂KBn|
|Bn|

= 0

for all compact K ⊂ G. Here, for compact B,K, the “K-boundary” ∂KB of B is defined as

∂KB := ((B +K) \B) ∪ (G \B −K) ∩B,
where the bar denotes the closure. The existence of van Hove sequences for all σ-compact
LCA groups is shown in [34, p. 249], see also Section 3.3 and Theorem (3.L) of [38, Appendix].
Moreover, every van Hove sequence is a Følner sequence, i.e., |Bn4(Bn +K)|/|Bn|

n→∞−−−→ 0,
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for every compact set K ⊂ G, where 4 denotes the operator for the symmetric difference
of two sets, compare Section 3.2 of [38, Appendix]; for a partial converse, consult Theorem
(3.K) of the same reference.

Secondly, for ϕ ∈ Cc(G) and µ ∈M(G), we define

fϕ(µ) :=
(
ϕ ∗ µ

)
(0) =

∫
G
ϕ(−s) dµ(s).

This gives a way to “push” functions from Cc(G) to C(Ω). In fact, up to the sign, fϕ is just
the canonical embedding of Cc(G) into its bidualM(G)∗. Basic features of the map ϕ 7→ fϕ
are gathered in the following lemma.

Lemma 3. Recall the definition αtµ = δt ∗ µ for measures µ, and set βt(ϕ) = δt ∗ ϕ for
functions ϕ. Then one has:

(a) The function fϕ : M(G) −→ C, µ 7→ fϕ(µ) is continuous, for all ϕ ∈ Cc(G).
(b) If (Ω,α) is a TMDS, the map f : Cc(G) −→ C(Ω), ϕ 7→ fϕ, is linear, continuous

and compatible with the action of G in that fϕ(αtµ) = fβt(ϕ)(µ).

Proof. (a) For ϕ ∈ Cc(G), we have fϕ(µ) = µ(ϕ ), where ϕ (t) = ϕ(−t). Thus, continuity of
fϕ is immediate from the definition of the topology on M(G).

(b) Linearity of the map f is obvious. To show continuity of f , recall that Cc(G) is equipped
with the inductive limit topology induced from the embeddings CK(G) ↪→ Cc(G) with K ⊂ G
compact. Thus, it suffices to show the continuity of the map

fK : CK(G) ↪→ Cc(G) , ϕ 7→ fϕ

for every compact K in G. So, let (ϕι) be a net in CK(G) converging to ϕ ∈ CK(G). Then,
‖ϕι−ϕ‖∞ −→ 0, and supp(ϕ), supp(ϕι) ⊂ K for all ι. As Ω ⊂MC,V (G) with suitable C, V ,
this easily implies fϕι −→ fϕ. Finally, a direct calculation shows fϕ(αtµ) = fβt(ϕ)(µ). �

Remark. The lemma is particularly interesting as there does not seem to exist any canonical
map from Ω to G or from G to Ω in our setting (let alone a map which is compatible with
the corresponding group actions). However, if one views a function ϕ as the Radon-Nikodym
derivative of a measure that is absolutely continuous with respect to the Haar measure of G,
the action αt induces βt as defined.

Now, our result on existence of the autocorrelation function reads as follows.

Theorem 5. Let α be the translation action of G on M∞(G) as introduced above.
(a) If (Ω,α) is a uniquely ergodic TMDS, there exists a translation bounded measure

γ on G such that the sequence ( 1
|Bn| ω̃Bn ∗ ωBn) converges, in the vague topology,

to γ for every van Hove sequence (Bn) and every ω ∈ Ω. Moreover, the equation(
ϕ̃ ∗ ψ ∗ γ

)
(t) = 〈fϕ, T tfψ〉 holds for arbitrary ϕ,ψ ∈ Cc(G) and t ∈ G.

(b) Let G have a topology with countable base. Let (Ω,α) be a TMDS with ergodic
probability measure m. Then, there exists a translation bounded measure γ on G such
that the sequence ( 1

|Bn| ω̃Bn
∗ωBn

) converges, in the vague topology, to γ for m-almost
every ω ∈ Ω, whenever (Bn) is a van Hove sequence along which the Birkhoff ergodic
theorem holds. Moreover, the equation

(
ϕ̃ ∗ ψ ∗ γ

)
(t) = 〈fϕ, T tfψ〉 holds for arbitrary

ϕ,ψ ∈ Cc(G) and t ∈ G.
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Remarks. (a) Every LCA group with a countable base of the topology admits a van Hove
sequence along which the Birkhoff ergodic theorem holds, as follows from recent results of
Lindenstrauss [24], see also Tempelman’s monograph [38], in particular its Appendix, for
background material. More precisely, every van Hove sequence is a Følner sequence, and thus
contains a so-called tempered subsequence with the desired property, compare [24]. Note also
that G second countable implies σ-compactness as well as metrisability of G.
(b) The theorem generalises the corresponding results of [11, 34, 18].

To prove Theorem 5, we need some preparation in form of the following results.

Lemma 4. Let D be a dense subset of Cc(G). Let C > 0 and a relatively compact open V
in G be given. If (µι) is a net of measures in MC,V (G) such that µι(ϕ) converges for every
ϕ ∈ D, then there exists a translation bounded measure µ ∈ M(G) such that (µι) converges
vaguely to µ.

Proof. As D is dense, every µ inM(G) is uniquely determined by its values on D. Thus, all
converging subnets of (µι) have the same limit. AsMC,V (G) is compact by Theorem 2, there
exist converging subnets. Putting this together, we arrive at the desired statement. �

Lemma 5. [34, Lemma 1.2] Let µ, ν be translation bounded measures on G and (Bn) a van
Hove sequence. Then, in the vague topology, limn→∞

1
|Bn|(µBn

∗ νBn
− µ ∗ νBn

) = 0. �

Lemma 6. [34, Lemma 1.1 (2)] Let (Bn) be a van Hove sequence in G and µ a translation
bounded measure. Then, the sequence

(
|µ|(Bn)/|Bn|

)
is bounded. �

Proof of Theorem 5. (a) As ω ∈MC,V (G), Lemma 6 and a short calculation give a constant
C ′ > 0 and and a relatively compact open V ′ ⊂ G such that the sequence

(
(ω̃Bn

∗ωBn
)/|Bn|

)
is contained in MC′,V ′ . Moreover, the set {ϕ ∗ ψ : ϕ,ψ ∈ Cc(G)} is dense in Cc(G) by
standard arguments involving approximate units [32]. Thus, by Lemma 4 and Lemma 5, it
suffices to show limn→∞

1
|Bn|

(
ϕ̃ ∗ ψ ∗ ω̃Bn

∗ ωBn

)
(t) = 〈fϕ, T tfψ〉 for arbitrary ϕ,ψ ∈ Cc(G)

and t ∈ G. By Lemma 5, it suffices to show

lim
n→∞

1
|Bn|

(
ϕ̃ ∗ ψ ∗ ω̃ ∗ ωBn

)
(t) = 〈fϕ, T tfψ〉.

This follows by unique ergodicity and a Dworkin type calculation [11, 34, 22]. As the details
are somewhat more involved than in the case of Delone sets, we include a sketch for the
convenience of the reader. We define Zn :=

(
ϕ̃ ∗ ψ ∗ ω̃ ∗ ωBn

)
(t). Then,

Zn =
∫
G

(
ϕ̃∗ψ

)
(t−u) d(ω̃ ∗ωBn

)(u) =
∫
G

∫
G

∫
G
ϕ(v− t+ r)ψ(v− s)1Bn(s) dv dω̃(r) dω(s),

where 1Bn denotes the characteristic function of Bn. Using Fubini’s Theorem and sorting the
terms, we arrive at

Zn =
∫
G

(∫
G
ϕ(v − t+ r) dω̃(r)

) (∫
G
ψ(v − s)1Bn(s) dω(s)

)
dv .

We will now study the two terms in brackets. A short calculation shows
∫
G ϕ(v−t+r) dω̃(r) =

fϕ(αt−vω). As for the other term, we consider the difference function

D(v) :=
∫
G
ψ(v − s) 1Bn(s) dω(s)−

∫
G
ψ(v − s) dω(s) 1Bn(v) .
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Let K be a compact set with K = −K, 0 ∈ K and supp(ψ) ⊂ K. Then, it is not hard to
see that the difference D(v) (and in fact each of its terms alone) vanishes for v /∈ Bn + K.
Similarly, one can show that D(v) is supported in ∂KBn. Apparently, |D(v)| is bounded
above by C := 2‖ψ‖∞ sup {|ω|(t + supp(ψ)) : t ∈ G} < ∞. As (Bn) is a van Hove sequence,
we conclude that

0 ≤ 1
|Bn|

∫
G

∣∣∣D(v)fϕ(αt−vω)
∣∣∣ dv ≤ C‖fϕ‖∞

|∂KBn|
|Bn|

n→∞−−−→ 0 .

Noting that
∫
G ψ(v − s) dω(s) = fψ(α−vω), and putting these considerations together, we

arrive at

lim
n→∞

Zn
|Bn|

= lim
n→∞

1
|Bn|

∫
G
fϕ(αt−vω)fψ(α−vω) 1Bn(v) dv .

This yields

lim
n→∞

Zn
|Bn|

=
∫
Ω
fϕ(αtω)fψ(ω) dm(ω) =

∫
Ω
fϕ(ω)fψ(α−tω) dm(ω)

=
∫
Ω
fϕ(ω)(T tfψ)(ω) dm(ω) = 〈fϕ, T tfψ〉 ,

where we used the pointwise ergodic theorem for continuous functions on a uniquely ergodic
system in the first step and α-invariance of m in the second step. (Note that this ergodic
theorem only relies on compactness of the underlying spaceΩ and does not require separability
of G. This can easily be seen by going through a proof of this theorem as presented, e.g., in
[39, Thm. 6.19].)

(b) This can be seen similarly: After replacing the pointwise ergodic theorem for uniquely
ergodic systems by the Birkhoff ergodic theorem, the considerations of (a) can be carried
through to show that, for each function ϕ̃ ∗ ψ, there exists a set Ωϕ,ψ ⊂ Ω of full measure
such that

1
|Bn|

(
ϕ̃ ∗ ψ ∗ ω̃Bn ∗ ωBn

)
(0) n→∞−−−→ 〈fϕ, fψ〉

for every ω ∈ Ωϕ,ψ. As G is second countable, there exists a countable set D in Cc(G) such
that D and {ϕ̃ ∗ ψ : ϕ,ψ ∈ D} are dense in G. Thus, there is a set Ω0 ⊂ Ω of full measure
such that

1
|Bn|

(
ϕ̃ ∗ ψ ∗ ω̃Bn ∗ ωBn

)
(0) n→∞−−−→ 〈fϕ, fψ〉

for all ϕ,ψ ∈ D and all ω ∈ Ω0. By the density of {ϕ̃ ∗ψ : ϕ,ψ ∈ D} in Cc(G) and Lemma 4,
the vague convergence of

(
ω̃Bn ∗ ωBn

)
/|Bn| towards a translation bounded measure γ with(

ϕ̃ ∗ ψ ∗ γ
)
(0) = 〈fϕ, fψ〉 for all ϕ,ψ ∈ D follows. This gives the desired vague convergence.

It remains to show the last part of the statement: As D is dense in Cc(G) and f is a
continuous map, the formula (

ϕ̃ ∗ ψ ∗ γ
)
(0) = 〈fϕ, fψ〉

does not only hold for ϕ,ψ ∈ D, but for arbitrary ϕ,ψ ∈ Cc(G). For t ∈ G, this implies(
ϕ̃ ∗ ψ ∗ γ

)
(t) =

(
δ−t ∗ ϕ̃ ∗ ψ ∗ γ

)
(0) =

(
ϕ̃ ∗ (δ−t ∗ ψ) ∗ γ

)
(0) = 〈fϕ, fδ−t∗ψ〉 .

By Lemma 3, we have

fδ−t∗ψ(ω) = fβ−t(ψ)(ω) = fψ(α−tω) = T tfψ(ω) .
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Thus, we can conclude (
ϕ̃ ∗ ψ ∗ γ

)
(t) = 〈fϕ, fδ−t∗ψ〉 = 〈fϕ, T tfψ〉 .

This finishes the proof. �

Remark. By Lemma 5, the convergence of |Bn|−1ω̃Bn ∗ ωBn towards γ discussed in the
previous theorem implies convergence of |Bn|−1ω̃ ∗ ωBn towards γ as well.
The measure

γ = γω = lim
n→∞

1
|Bn|

ω̃Bn
∗ ωBn

appearing in the theorem is called the autocorrelation measure (or autocorrelation for short)
of ω ∈ Ω. It is obviously positive definite, and hence transformable. By Bochner’s Theo-
rem, compare [7, Ch. I.4], its Fourier transform is then a positive measure on Ĝ, called the
diffraction measure of ω ∈ Ω. We will have to say more about autocorrelation and diffraction
measures in the next section.

6. Relating diffraction and dynamical spectrum

In this section, we show that the diffraction spectrum is equivalent to the spectrum of
a certain subrepresentation of T . This type of result is implicit in essentially every work
using the so-called Dworkin argument [11, 17, 34, 36]. However, it seems worthwhile to make
this connection explicit. In fact, this is one of the two cornerstones of our approach to the
characterisation of pure pointedness, the other being Theorem 1. A key ingredient in our
considerations will be Proposition 7 below.

We start by giving a closed formula for the autocorrelation measure. This closed formula
does not rely on any ergodicity assumptions. Thus, via this formula, an autocorrelation
measure can be attached to any TMDS with an invariant probability measure m. We should
like to mention that this is inspired by recent work of Gouéré [15], who gives a closed formula
in the context of Palm measures and point processes.

Proposition 6. Let (Ω,α) be a TMDS with invariant probability measure m. Let a function
σ ∈ Cc(G) be given with

∫
G σ(t) dt = 1. For ϕ ∈ Cc(G), define

γσ,m(ϕ) :=
∫
Ω

∫
G
fϕ(α−tω)σ(t) dω(t) dm(ω).

This leads to the following assertions.
(a) The map γσ,m : Cc(G) −→ C is continuous, i.e., γσ,m ∈M(G).
(b) For ϕ,ψ ∈ Cc(G), the equation

(
ϕ̃ ∗ ψ ∗ γσ,m

)
(t) = 〈fϕ, T tfψ〉 holds.

(c) The measure γσ,m does not depend on σ ∈ Cc(G), provided
∫
G σ dt = 1.

(d) The measure γσ,m is positive definite.

Proof. Note that fϕ(αsω) = fϕ(αs(ω)).
(a) Obviously, |fϕ(ω)| ≤ ‖ϕ‖∞ sup {|ω|(t + supp(ϕ)) : t ∈ G}. As σ has compact support,
γσ,m(ϕ) is then finite. Moreover, ϕι −→ ϕ implies ϕι −→ ϕ which, in turn, yields fϕι −→ fϕ
by continuity of f . As σ has compact support and Ω ⊂MC,V (G), this gives∫

G
fϕι(α−t(ω))σ(t) dω(t) −→

∫
G
fϕ(α−t(ω))σ(t) dω(t) ,
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uniformly on Ω. The desired continuity statement follows.
(b) We first show the statement for t = 0. To this aim, we define

Z :=
(
ϕ̃ ∗ ψ ∗ γσ,m

)
(0) =

∫
G

(
ϕ̃ ∗ ψ

)
(−s) dγσ,m(s) =

∫
Ω

∫
G
f ẽϕ∗ψ(α−tω)σ(t) dω(t) dm(ω).

Then, we can calculate

Z =
∫
Ω

∫
G

∫
G

(ϕ̃ ∗ ψ)(s− t) dω(s)σ(t) dω(t) dm(ω)

=
∫
Ω

∫
G

∫
G

∫
G
ϕ̃(u)ψ(s− t− u) du dω(s)σ(t) dω(t) dm(ω)

=
∫
Ω

∫
G

∫
G

∫
G
ϕ̃(u+ s)ψ(−t− u) du dω(s)σ(t) dω(t) dm(ω)

=
∫
G

∫
Ω

∫
G
fϕ(αuω)ψ(−t− u)σ(t) dω(t) dm(ω) du,

where we used the translation invariance of the Haar measure in the second last step, and
Fubini’s Theorem and

∫
G ϕ̃(u+ s) dω(s) = fϕ(αuω) in the last step. By the invariance of m,

and Fubini’s Theorem together with
∫
σ(t) dt = 1, this gives:

Z =
∫
G

∫
Ω

∫
G
fϕ(ω)ψ(−t− u)σ(t) d(α−uω)(t) dm(ω) du

=
∫
G

∫
Ω

∫
G
fϕ(ω)ψ(−t)σ(t− u) dω(t) dm(ω) du

=
∫
Ω
fϕ(ω)fψ(ω) dm(ω) = 〈fϕ, fψ〉 .

The case of arbitrary t ∈ G can now be treated by mimicking the last part of the proof of
part (b) of Theorem 5.
(c) This is immediate from (b) and (a) as {ϕ̃ ∗ ψ : ϕ,ψ ∈ Cc(G)} is dense in Cc(G).
(d) This is a direct consequence of (b). �

Part (b) of the Lemma shows, in particular, that the measure γσ,m equals the autocor-
relation measure introduced in the last section if m is ergodic. Part (d) shows that γσ,m is
positive definite. Thus, by Bochner’s Theorem, see [7], its Fourier transform is a positive
measure on the dual group Ĝ.

Definition 6. Let (Ω,α) be a TMDS with invariant probability measure m. The measure
γm := γσ,m, where σ ∈ Cc(G) with

∫
G σ dt = 1, is called the autocorrelation measure of the

dynamical system (Ω,α) with invariant measure m. Its Fourier transform γ̂m is called the
diffraction measure of the dynamical system (Ω,α) with invariant measure m.

We summarise the preceding considerations in the following lemma, where we use ψ for
the function defined by ψ (t) = ψ(−t).

Lemma 7. Let (Ω,α) be a TMDS with invariant probability measure m. Then, there exists
a unique measure on G assigning the value 〈fϕ, fψ〉 to the function ϕ ∗ ψ , for ϕ,ψ ∈ Cc(G).
This measure is the autocorrelation measure γm of (Ω,α).
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Proof. Uniqueness is clear as the set {ϕ ∗ ψ : ϕ,ψ ∈ Cc(G)} is dense in Cc(G). Existence
follows from Proposition 6, as

γm(ϕ ∗ ψ ) =
(
ϕ̃ ∗ ψ ∗ γm

)
(0) = 〈fϕ, fψ〉.

This proves the lemma. �

Remark. This definition of the autocorrelation and the diffraction of a dynamical system
is to be compared with the corresponding objects of a single measure (namely an element in
Ω) studied in the last section. In the latter case, one faces the problem of its dependence of
the measure m, or of the averaging sequence (Bn). It is reasonable, both mathematically and
physically, to replace this by the objects defined in Definition 6, at least for most aspects of
the spectral theory connected with it.

Having cast the diffraction measure in an abstract context, we will now briefly discuss the
basic quantities in the spectral theory of dynamical systems: Let (Ω,α) be a TMDS. By
Stone’s Theorem (compare [25, Sec. 36D]), there exists a projection valued measure

ET : Borel sets on Ĝ −→ Projections on L2(Ω,m)

with
〈f, T tf〉 =

∫
bG(ŝ, t) d〈f,ET (ŝ)f〉 =

∫
bG(ŝ, t) dρf (ŝ) ,

where ρf is the measure on Ĝ defined by ρf (B) := 〈f,ET (B)f〉. It is then not hard to see that
T has pure point spectrum (in the sense defined in Section 2) if and only if all the measures
ρf , with f ∈ L2(Ω,m), are pure point measures.

To ϕ ∈ Cc(G), we have associated the function fϕ ∈ L2(Ω,m) in the last section. It turns
out that the measure ρfϕ

can be calculated in terms of the diffraction measure. While this
connection is not hard to prove, it is underlying the main result of this section. Therefore,
we isolate it in the following proposition (compare [7, 14]).

Proposition 7. Let (Ω,α) be a TMDS with invariant probability measure m. Then, the
equation ρfϕ

= |ϕ̂|2 γ̂m holds for every ϕ ∈ Cc(G).

Proof. By the very definition of ρfϕ above, the (inverse) Fourier transform (on Ĝ) of ρfϕ
is

t 7→ 〈fϕ, T tfϕ〉. By Lemma 6, we have 〈fϕ, T tfϕ〉 =
(
ϕ̃ ∗ϕ ∗ γm

)
(t). Thus, taking the Fourier

transform (on G), we infer ρfϕ
= |ϕ̂|2 γ̂m. �

Note that every closed T -invariant subspace V of L2(Ω,m) gives rise to a representation
T |V of G on V by restricting the representation T to V. The spectral family of T |V will
be denoted by ET |V . With the canonical inclusion iV : V −→ L2(Ω,m) and projection
PV : L2(Ω,m) −→ V, we obviously have

T |V = PV T iV and ET |V = PV ET iV .

In our setting, a translation invariant subspace appears naturally. This is discussed next.

Lemma 8. Let (Ω,α) be a TMDS with invariant probability measure m. The set of functions
U0 := {fϕ : ϕ ∈ Cc(G)} is a translation invariant subspace of L2(Ω,m), and so is its closure.

Proof. The first part of the statement follows from Lemma 3 (b). The second part of the
statement is then immediate. �
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Definition 7. Let U be the closure of the space U0 from Lemma 8 in L2(Ω,m).

Before we can give a precise version of the relationship between γ̂m and T we need one
more definition.

Definition 8. Let ρ be a measure on Ĝ and S be an arbitrary unitary representation of G
on L2(Ω,m). Then, ρ is called a spectral measure for S if the following holds for all Borel
sets B: ES(B) = 0 if and only if ρ(B) = 0.

Now, the relationship between γ̂m and T = Tm can be phrased as follows.

Theorem 6. Let (Ω,α) be a TMDS with invariant probability measure m. Then, the measure
γ̂m is a spectral measure for the restriction T |U of T to U .

Proof. Let B be a Borel set in Ĝ. Then, obviously, ET |U (B) = 0 if and only if we have
0 = 〈fϕ, ET |U (B)fϕ〉 for every ϕ ∈ Cc(G). As 〈fϕ, ET (B)fϕ〉 = 〈fϕ, ET |U (B)fϕ〉 for every
ϕ ∈ Cc(G), by the very definition of U and ET |U , we infer that ET |U (B) = 0 if and only if

〈fϕ, ET (B)fϕ〉 = 0 , for every ϕ ∈ Cc(G) .

By Proposition 7, we have ρfϕ
= |ϕ̂|2γ̂m and, in particular,

〈fϕ, ET (B)fϕ〉 = ρfϕ(B) =
∫
B
|ϕ̂|2 dγ̂m .

These considerations show that ET |U (B) = 0 if and only if 0 =
∫
B |ϕ̂|

2 dγ̂m for every function
ϕ ∈ Cc(G). Thus, it remains to be shown that γ̂m(B) = 0 if and only if 0 =

∫
B |ϕ̂|

2 dγ̂m
for every ϕ ∈ Cc(G). The only if part is clear. As for the converse, recall that the image of
L1(G, dt) under the Fourier transform separates points in Ĝ, see [32]. As Cc(G) is dense in
in L1(G, dt), the same holds for the image of Cc(G) under the Fourier transform. Therefore,
for every ŝ ∈ Ĝ, there exists a ϕ ∈ Cc(G) with ϕ̂(ŝ) 6= 0. Thus, γ̂m(B ∩ K) = 0 for every
compact K is a direct consequence of 0 =

∫
B |ϕ̂|

2 dγ̂m for every ϕ ∈ Cc(G). As γ̂m is regular,
γ̂m(B) = 0 follows. �

We finish this section with a brief discussion of some consequences of the above results for
the definition of γm. We thank the referee for useful comments on this point.

The following is a consequence of Proposition 7 (compare [5, Prop. 3] and discussion pre-
ceding it for similar considerations).

Corollary 1. Let (ϕι) be an approximate unit in Cc(G) with respect to convolution, i.e.,
ϕι ∗ψ −→ ψ in Cc(G) for every ψ ∈ Cc(G). Then, the measures ρfϕι

converge vaguely to γ̂m.

Proof. As (ϕι) is an approximate unit in Cc(G), the continuous functions ϕι ∗ ϕ̃ι, viewed as
absolutely continuous measures with respect to the Haar measure on G, converge vaguely
towards δ0, the unit point measure at 0 ∈ G. Thus, Levy’s continuity theorem [7, Thm 3.13]
gives us compact convergence of |ϕ̂ι|2 towards δ̂0 ≡ 1. This easily implies vague convergence of
the measures |ϕ̂ι|2 γ̂m towards γ̂m. As ρfϕ = |ϕ̂|2 γ̂m by Proposition 7, we infer the statement
of the corollary. �

Note that Corollary 1 gives another way to define the diffraction measure γ̂m. Namely, we
can define γ̂m to be any accumulation point of the net (ρfϕι

) whenever (ϕι) is an approximate
unit in Cc(G). The result is unique, once m is chosen.
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7. The main result

In this section, we state and prove our main result. It shows equivalence of pure point
diffraction and pure point dynamical spectrum for rather general measure theoretic dynamical
systems.

Theorem 7. Let (Ω,α) be a TMDS with invariant probability measure m. Let Tm be the as-
sociated unitary representation of G by translation operators and γ̂m the associated diffraction
measure. The following assertions are now equivalent.

(a) The diffraction measure γ̂m is pure point.
(b) The representation Tm has pure point spectrum.

Proof of Theorem 7. (a) =⇒ (b). This is a consequence of Theorem 1. More precisely, we
will show that the vector space

V := {fϕ : ϕ ∈ Cc(G)}

satisfies assertion (b) of this theorem:
As γ̂m has pure point spectrum by (a), Theorem 6 gives that T |U has pure point spectrum,

where U is the closure of V. Thus, in particular, fϕ belongs to Hpp(T ) for every ϕ ∈ Cc(G).
As every element of the form fϕ is continuous by Lemma 3, we see that V is indeed a subspace
of Hpp(T ) ∩ C(Ω).

It remains to be shown that V separates points. Let ω1 and ω2 be two different points of
Ω. Then, ω1 and ω2 are different measures on G. Therefore, there exists a ϕ ∈ Cc(G) with
ω1(ϕ) 6= ω2(ϕ). This implies fϕ (ω1) 6= fϕ (ω2) with ϕ (t) := ϕ(−t).

(b) =⇒ (a). This is immediate from Theorem 6. �

8. Spectral properties determined by subrepresentations

The ideas of the preceding sections can be refined to give some further information on
how spectral properties of T are determined by spectral properties of TU . This concerns
the continuity of the eigenfunctions, and the set of eigenvalues. While the TMDS are the
application we have in mind here, the underlying result can be phrased rather abstractly.

We need a special concept on “density of a subspace with respect to multiplication”. This
is defined next.

Definition 9. A subspace V of L2(Ω,m) is said to satisfy condition MD if the set of products
f1 · . . . · fn with n ∈ N, fi ∈ V ∩ L∞(Ω,m) or fi ∈ V ∩ L∞(Ω,m), 1 ≤ i ≤ n, is total in
L2(Ω,m).

Theorem 8. Let (Ω,α) be a topological dynamical system over G with α-invariant measure
m. Let V be a closed T -invariant subspace of L2(Ω,m) satisfying MD. If T |V has pure point
spectrum, then the following assertions hold:

(a) T has pure point spectrum.
(b) The group of eigenvalues of T is generated by the set of eigenvalues of T |V .
(c) If V has a basis consisting of continuous eigenfunctions of T |V , then L2(Ω,m) has

a basis consisting of continuous eigenfunctions of T , provided the multiplicity of each
eigenvalue of T is at most countably infinite.
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Remarks. (a) The countability assumption in (c) is trivially satisfied if the Hilbert space
L2(Ω,m) is separable, (which holds, e.g., if Ω is metrisable). It is also satisfied if α is ergodic
with respect to m. In this case, the multiplicity of each eigenvalue is one.
(b) While we have stated the theorem for topological dynamical systems, its proof does not use
the topology on Ω. It can therefore be carried over without changes to give the corresponding
result for measurable actions of G on a measure space Ω.

Proof. (a)/(b) Let S1 be an orthonormal basis of V consisting of eigenfunctions of T |V . Set

S2 := {fN : f ∈ S1 or f ∈ S1, N ∈ N},

where, for N ∈ N and a function f , the function fN is defined in (2). As mentioned there,
fN is again an eigenfunction of T . However, fN need not belong to V. Let S3 be the set of
finite products of elements of S2. In particular, all elements of S3 are bounded functions, and
the same is true of all finite linear combinations of elements of S3.

Claim. Every finite product f1 · . . . · fn with n ∈ N, and fi or fi in V ∩ L∞(Ω,m), can be
approximated arbitrarily well (in L2(Ω,m)) by finite linear combinations of elements of S3.

Proof of the Claim. This is shown by induction. The case n = 1 is simple, as S1 is an
orthonormal basis of V. Assume that the claim holds for fixed n ∈ N. As in Lemma 1, we
use again a variant of Lee, Moody and Solomyak [22]. Let ε > 0 be given. By the induction
assumption, there exists a finite linear combination g of elements of S3 with

‖f1 · . . . · fn − g‖2 ≤
ε

‖fn+1‖
.

Here, g is a bounded function (as all functions in S3 are bounded). Thus, there exists a finite
linear combination h of elements in S3 with

‖fn+1 − h‖2 ≤
ε

‖g‖∞
.

The proof of the claim can now be finished as in Lemma 1. �

The claim shows that S3 is total in L2(Ω,m), as the products appearing in its statement
are total in L2(Ω,m) by the density assumption MD. Now, obviously, the elements of S3 are
eigenfunctions of T and the corresponding eigenvalues are just the group generated by the
eigenvalues of T |V . This proves (a) and (b).

To prove (c), we consider a basis S1 of V consisting of continuous eigenfunctions of T |V
and define

S4 := {f1 · . . . · fn : n ∈ N, fi ∈ S1 or fi ∈ S1} .
As above, one can show that S4 is total in L2(Ω,m). Apparently, the elements in S4 are
continuous eigenfunctions of T . Moreover, by general principles, eigenfunctions belonging to
different eigenvalues are orthogonal. We now apply the Gram-Schmidt orthogonalisation pro-
cedure in each eigenspace, compare [28, Sec. 3.1.13]. This is possible because the multiplicity
of each eigenspace is at most countably infinite by (c). As a result, we obtain a basis of
eigenfunctions which are continuous. (Note that Gram-Schmidt deals only with finite sums
in each step and therefore does not destroy continuity. ) �

The preceding considerations can be applied to any TMDS. This will briefly be discussed
next. To apply Theorem 8, we need the following reformulation of previous results.
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Proposition 8. Let (Ω,α) be a TMDS with invariant probability measure m, let U be the
space introduced in Definition 7 and denote the characteristic function of Ω by 1Ω. Then,
the subspace V := U + {c 1Ω : c ∈ C} is closed, invariant and satisfies assumption MD.

Proof. The subspace S := {c 1Ω : c ∈ C} is one-dimensional. So, as U is closed, V = U + S
is closed as well. As U and S are T -invariant, so is V. It remains to be shown that MD
is satisfied. This is a consequence of the Stone-Weierstraß Theorem as {fϕ : ϕ ∈ Cc(G)}
separates points (see the proof of Theorem 7). �

It is possible to base the proof of our main result, Theorem 7, on Theorem 8 and Proposi-
tion 8. Here, our focus is in a somewhat different direction.

Theorem 9. Let (Ω,α) be a TMDS with invariant probability measure m, Tm be the corre-
sponding unitary representation of G by translation operators, and γ̂m the associated diffrac-
tion measure. Let U be the space of functions defined in Definition 7. If γ̂m is a pure point
measure, the following assertions hold.

(a) The group of eigenvalues of Tm is generated by the set of points in Ĝ of positive γ̂m
measure, i.e., the points ŝ with γ̂m({ŝ}) > 0.

(b) If U has a basis of continuous eigenfunctions of Tm, then so has L2(Ω,m), provided
the multiplicity of each eigenvalue is at most countably infinite.

Proof. As γ̂m is a pure point measure, T |U has pure point spectrum by Theorem 6. Set
V := U + {c 1Ω : c ∈ C}. As 1Ω is obviously a (continuous) eigenfunction of T (to the
eigenvalue 1), TV has pure point spectrum as well. Moreover, by Proposition 8, V is invariant,
closed and satisfies assumption MD. Thus, the conditions of Theorem 8 are satisfied, and our
assertions follow. �
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Appendix A. The local rubber topology is a Fell topology

The aim of this appendix is to show that the topology introduced in Section 4 is a special
case of a topology introduced by Fell in [13] on the closed subsets of an arbitrary locally
compact space.

We start by recalling the definition of Fell’s topology: The locally compact space in question
is G. For a compact set C in G and a finite family F of open sets in G, we define U(C,F) by

U(C,F) : {C ∈ C(G) : Λ ∩ C = ∅ and Λ ∩A 6= ∅ for every A ∈ F}.

The family of all U(C,F) with C compact in G and F a finite family of open sets in G is a
basis of the Fell topology. This is a typical example of a so-called “hit and miss” topology,
where U(C,F) consists of all closed sets which hit the sets of F and miss the set C.

This topology agrees with the one introduced in Section 4, as follows from the next lemma.
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Lemma 9. (a) Let C ⊂ G compact and F a finite family of open subsets of G be given
with U(C,F) 6= ∅. Then, there exists a closed set H in G, a compact K ⊂ G and an open
neighbourhood V of 0 ∈ G with

UK,V (H) ⊂ U(C,F).

(b) Let a closed set H in G, a compact subset K ⊂ G and an open neighbourhood V of 0 ∈ G
be given. Then, there exists a compact C ⊂ G and a finite family of open sets F in G with
U(C,F) 6= ∅ and

U(C,F) ⊂ UK,V (H).

Proof. (a) By U(C,F) 6= ∅, we have A \C 6= ∅ for every A ∈ F . Thus, in every A ∈ F there
exists an xA ∈ A \C. As A \C is open and F is a finite family, we can find a neighbourhood
V of 0 in G with V = −V such that

(6) xA + V ⊂ A \ C for every A ∈ F .
Define H := {xA : A ∈ F} and K := C ∪ (H +V ). Then, K is the disjoint union of C and
H + V by the very construction of H.

Now, let an arbitrary L ∈ UK,V (H) be given. We have to show that L ∈ U(C,F):
By L ∈ UK,V (H), we have L ∩K ⊂ H + V ⊂ H + V ⊂ K \ C and, as C ⊂ K, this implies

L ∩ C = L ∩ C ∩K = ∅.
Moreover, for every A ∈ F , we have xA ∈ H = H∩K ⊂ L+V and therefore (xA−V )∩L 6= ∅.
By V = −V and (6), this implies

∅ 6= (xA + V ) ∩ L ⊂ (A \ C) ∩ L ⊂ A ∩ L
for every A ∈ F . These considerations show L ∈ U(C,F). As L ∈ UK,V (H) was arbitrary,
we infer UK,V (H) ⊂ U(C,F).

(b) Let W be an open neighbourhood of 0 in G with W = −W and W +W ⊂ V . Define
C := K \ (H +W ), where H and K are given by assumption. As K ∩H is compact, there
exist t1, . . . , tn ∈ G with

(7) K ∩H ⊂
n⋃
i=1

(ti +W ) and (tj +W ) ∩ (K ∩H) 6= ∅ for 1 ≤ j ≤ n.

Set F := {tj +W : 1 ≤ j ≤ n}.
Let now L ∈ U(C,F) be arbitrary. We have to show that L ∈ UK,V (H):

By L ∈ U(C,F) and the definition of C, we have ∅ = L ∩ C = L ∩ (K \ (H +W )), so

L∩K = L∩ (K ∩ (H +W ))∪L∩ (K \ (H +W )) = L∩ (K ∩ (H +W )) ⊂ H +W ⊂ H + V.

By L∩ (tj +W ) 6= ∅, 1 ≤ j ≤ n, and W −W ⊂ V , we also have tj +W ⊂ L+ V . Combined
with (7), this implies

H ∩K ⊂
n⋃
j=1

(tj +W ) ⊂ L+ V

and we infer L ∈ UK,V (H). As L ∈ U(C,F) was arbitrary, the inclusion U(C,F) ⊂ UK,V (H)
is established. Moreover, U(C,F) is not empty, as it obviously contains H. �
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DEFORMATION OF DELONE DYNAMICAL SYSTEMS

AND PURE POINT DIFFRACTION

MICHAEL BAAKE AND DANIEL LENZ

Abstract. This paper deals with certain dynamical systems built from point sets and, more
generally, measures on locally compact Abelian groups. These systems arise in the study
of quasicrystals and aperiodic order, and important subclasses of them exhibit pure point
diffraction spectra. We discuss the relevant framework and recall fundamental results and
examples. In particular, we show that pure point diffraction is stable under “equivariant”
local perturbations and discuss various examples, including deformed model sets. A key step
in the proof of stability consists in transforming the problem into a question on factors of
dynamical systems.

1. Introduction

Aperiodic order has become a topic of intense research over the last two decades [34, 38, 7,
47, 49]. While the term is not rigorously defined (yet), it roughly refers to forms of order at the
very verge between periodic and non-periodic structures. As such, it has attracted attention in
various branches of mathematics including geometry, combinatorics, ergodic theory, operator
theory and harmonic analysis.

An important trigger in these developments has been the actual discovery of physical
substances with strong aperiodic order [42], which are now called quasicrystals. They owe
their discovery to their remarkable diffraction patterns: These patterns imply a high degree
of order as they are pure point spectra (or Bragg spectra), while, at the same time, they
exclude periodicity by their non-crystallographic symmetries. Accordingly, the study of pure
point diffraction has been an important topic in this context ever since.

This paper is concerned with pure point diffraction. More precisely, we study the stability
of pure point diffraction under certain deformations. This issue is a very natural one, both
from the physical and the mathematical point of view. In order to study stability under
deformations, we need to review the undeformed case first. To make the paper essentially
self-contained, this discussion is carried out at some length, including relevant concepts and
examples. Moreover, we hope that the paper can serve as an introductory survey over the
treatment of diffraction via dynamical systems for the reader unfamiliar with the field.

Delone sets provide an important model class for the description of aperiodic order. In
particular, they can be viewed as a mathematical abstraction of the set of atomic positions
of a physical quasicrystal (at zero temperature, or at a given instant of time). Many of
the rather intriguing spectral properties of quasicrystals can be formulated, in a simplified
manner, on the basis of Delone sets. This is also a rather common class of structures in
the mathematical theory of aperiodic order [29]. It is attractive because it admits a direct
geometric interpretation with two Delone sets being close to one another if large patches
(around some fixed point of reference, say) coincide, possibly after a tiny local rearrangement
of the individual points.

205
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However, from a more physical point of view, other scenarios are also very important. In
particular, the description of an aperiodic distribution of matter by means of (continuous)
quasi- or almost periodic density functions has been emphasized right from the very beginning
of quasicrystal theory [9]. Here, closeness of two structures is more adequately described by
means of the supremum norm, as in the theory of almost periodic functions.

As is apparent, these two pictures are not compatible — unless they are embedded into
a larger class of structures that admit both the Delone (or tiling) picture and the contin-
uous density description as special cases. One possibility is the use of translation bounded
(complex) measures, equipped with the vague topology. Here, two structures (i.e., measures)
are close if their evaluations with continuous functions supported on a large compact set K
are close. This entails both situations mentioned above, one being described by pure point
measures, the other by absolutely continuous measures with continuous Radon-Nikodym den-
sities.

In view of the fact that the original distinction between the discrete and the continuous
approach led to rather hefty disputes on the justification and appropriateness of the two
approaches, we believe that the systematic development of a unified frame is overdue. We take
this as our main motivation for a dynamical systems approach based on measures, though we
will also spell out the details for the more conventional (and perhaps more intuitive) approach
via Delone sets.

As mentioned already, one important issue in this context is that of the stability of certain
features, e.g., stability under slight modifications or deformations. The question of stability
of pure point diffractivity is addressed in this paper.

Our main abstract result shows that pure point diffraction is stable under local “equivari-
ant” perturbations. The proof relies on two steps: We use a recent result of ours [3] (see
[30, 22] for related material) which establishes when pure point dynamical spectrum is equiv-
alent to pure point diffraction spectrum. This effectively transforms the stability problem into
a question on dynamical systems. This question is then solved by studying certain factors of
the original dynamical system.

To give the reader a flavour of this procedure, we include the following rather informal
statement of our main result, when restricted to Delone sets.

Result. The hull of an admissibly deformed Delone set is a topological factor of the hull of
the original Delone set. In particular, if a Delone set has pure point diffraction spectrum, its
deformation has pure point diffraction spectrum as well.

A precise version of this result is given in Theorem 3. As mentioned already, our setting
is general enough to treat not only the case of Delone sets but rather the case of arbitrary
measure dynamical systems. This is made precise in Theorem 4.

The abstract result is applied to various examples. In particular, we study perturbations
of model sets in the context of cut and project schemes. This generalizes the corresponding
considerations of Hof [24] and Bernuau and Duneau [11]. It also shows that related results of
Clark and Sadun [12] fall well within our framework.

Our results should be compared to complementary results of Hof [26]. They show that
random perturbations do not leave a pure point spectrum unchanged, but rather introduce
an absolutely continuous component, see also [2, 5] for further examples.

We are well aware of the fact that considerable parts of the following investigation dealing
with topological dynamical systems can be generalized to measurable dynamical systems.
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However, by its very nature, the subject of aperiodic order seems to be a topological one. For
this reason, we stick to the topological category.

The paper is organized as follows. In Section 2, we introduce some basic notation concerning
topological dynamical systems. In Section 3, we recall and establish various facts on factors.
These considerations are the abstract core behind our deformation procedure. Section 4 is
devoted to a discussion of diffraction in the context of dynamical systems of Delone sets and
measures. The abstract deformation procedure and the stability of pure point diffraction
under this type of deformation is discussed in Section 5. Applications to model sets are
studied in Section 6, which also contains a brief summary of their general definition. The
various concepts and results will then be illustrated with a concrete example, the silver mean
chain, in Section 7. Further aspects of the deformation procedure, in particular concerning
topological conjugacy, are discussed in Section 8.

2. Generalities on dynamical systems

Our considerations are set in the framework of topological dynamical systems. We are
dealing with σ-compact locally compact topological groups and compact spaces. Thus, we
start with some basic notation and facts concerning locally compact topological spaces used
throughout the paper.

Whenever X is a σ-compact locally compact space (by which we mean to include the
Hausdorff property), we denote the space of continuous functions on X by C(X) and the
subspace of continuous functions with compact support by Cc(X). This space is equipped
with the locally convex limit topology induced by the canonical embeddings CK(X) ↪→ Cc(X),
where CK(X) is the space of complex continuous functions with support in a given compact
set K ⊂ X. Here, each CK(X) is equipped with the topology induced by the standard
supremum norm.

As X is a topological space, it carries a natural σ-algebra, namely the Borel σ-algebra
generated by all closed subsets of X. The set M(X) of all complex regular Borel measures
on G can then be identified with the space Cc(X)∗ of complex valued, continuous linear
functionals on Cc(G). This is justified by the Riesz-Markov representation theorem, compare
[39, Ch. 6.5] for details. In particular, we can write

∫
X f dµ = µ(f) for f ∈ Cc(X) and

simplify the notation this way. The spaceM(X) carries the vague topology, i.e., the weakest
topology that makes all functionals µ 7→ µ(ϕ), ϕ ∈ Cc(X), continuous. The total variation of
a measure µ ∈M(X) is denoted by |µ|.

We now fix a σ-compact locally compact Abelian (LCA) group G for the remainder of the
paper. The dual group of G is denoted by Ĝ, and the pairing between a character ŝ ∈ Ĝ
and t ∈ G is written as (ŝ, t). Whenever G acts on the compact space Ω (which is then also
Hausdorff by our convention) by a continuous action

α : G×Ω −→ Ω , (t, ω) 7→ αt(ω) ,

where G × Ω carries the product topology, the pair (Ω,α) is called a topological dynamical
system over G. We will often write αtω for αt(ω). If ω ∈ Ω satisfies αtω = ω, t is called a
period of ω. If all t ∈ G are periods, ω is called G-invariant, or α-invariant to refer to the
action involved.

The set of all Borel probability measures on Ω is denoted by P(Ω), and the subset of
α-invariant probability measures by PG(Ω). As Ω is compact, Cc(Ω) equipped with the
supremum norm is a Banach space. The vague topology on M(Ω) is then just the weak-∗
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topology. By Alaoglu’s theorem on weak-∗ compactness of the unit sphere (compare [39,
Thm. 2.5.2]), we easily conclude that P(Ω) is compact. As PG(Ω) is obviously closed in
P(Ω), it is then compact as well. Apparently, PG(Ω) is convex. More importantly, it is
always non-empty. For G = Z, this is standard, compare Section 6.2 in [50]. This proof only
uses the existence of a van Hove sequence and the compactness of P(Ω). Thus, it can be
carried over to our setting (for the existence of van Hove sequences, we refer the reader to
[44, p. 145] and [48, Appendix, Sec. 3.3]).

An α-invariant probability measure is called ergodic if every (measurable) invariant subset
of Ω has either measure zero or measure one. The ergodic measures are exactly the extremal
points of the convex set PG(Ω). The dynamical system (Ω,α) is called uniquely ergodic if
PG(Ω) is a singleton set, i.e., if it consists of exactly one element. As usual, (Ω,α) is called
minimal if, for all ω ∈ Ω, the G-orbit {αtω : t ∈ G} is dense in Ω. If (Ω,α) is both uniquely
ergodic and minimal, it is called strictly ergodic.

Given an m ∈ PG(Ω), we can form the Hilbert space L2(Ω,m) of square integrable mea-
surable functions on Ω. This space is equipped with the inner product

〈f, g〉 = 〈f, g〉Ω :=
∫
Ω
f(ω) g(ω) dm(ω).

The action α gives rise to a unitary representation T = TΩ := T (Ω,α,m) of G on L2(Ω,m) by

Tt : L2(Ω,m) −→ L2(Ω,m) , (Ttf)(ω) := f(α−tω) ,

for every f ∈ L2(Ω,m) and arbitrary t ∈ G.
An f ∈ L2(Ω,m) is called an eigenfunction of T with eigenvalue ŝ ∈ Ĝ if Ttf = (ŝ, t)f

for every t ∈ G. An eigenfunction (to ŝ, say) is called continuous if it has a continuous
representative f with f(α−tω) = (ŝ, t)f(ω), for all ω ∈ Ω and t ∈ G. The representation T
is said to have pure point spectrum if the set of its eigenfunctions is total in L2(Ω,m). One
then also says that the dynamical system (Ω,α) has pure point dynamical spectrum.

By Stone’s theorem, compare [32, Sec. 36D], there exists a projection valued measure

ET : Borel sets of Ĝ −→ projections on L2(Ω,m)

with

〈f, Ttf〉 =
∫

bG(ŝ, t) d〈f,ET (ŝ)f〉 :=
∫

bG(ŝ, t) dρf (ŝ) ,

where ρf = ρΩf := ρ
(Ω,α,m)
f is the measure on Ĝ defined by ρf (B) := 〈f,ET (B)f〉. In fact,

by Bochner’s theorem [41], ρf is the unique measure on Ĝ with 〈f, Ttf〉 =
∫ bG (ŝ, t) dρf (ŝ) for

every t ∈ G.

3. Factors

Factors of dynamical systems and the corresponding subrepresentations will be an impor-
tant tool in our study of deformation. In this section, we recall their basic theory, most of
which is well known. Since details are somewhat scattered in the literature, we sketch some
of the proofs for the sake of completeness, or give precise references. Readers who are familiar
with it, or are more interested to first learn about diffraction, may skip this section at first
reading.
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Let (Ω,α) and (Θ, β) be two topological dynamical systems under the action of G, with a
mapping Φ : Ω −→ Θ that gives rise to the following diagram:

(1)

Ω
α−−−−→ Ω

Φ

y yΦ
Θ

β−−−−→ Θ

Definition 1. Let two topological dynamical systems (Ω,α) and (Θ, β) under the action of
G and a mapping Φ : Ω −→ Θ be given. Then, (Θ, β) is called a factor of (Ω,α), with
factor map Φ, if Φ is a continuous surjection that makes the diagram (1) commutative, i.e.,
Φ(αt(ω)) = βt(Φ(ω)) for all ω ∈ Ω and t ∈ G.

Factors inherit many features from the underlying dynamical system. Due to the commu-
tativity of diagram (1), a period t ∈ G of ω is also a period of Φ(ω). Clearly, the converse need
not be true, as we will see in an example later on. Let us next recall three other properties
of dynamical systems which are inherited by factors.

Fact 1. Let (Θ, β) be a factor of (Ω,α) with factor map Φ : Ω −→ Θ. Then, U ⊂ Θ is open
if and only if Φ−1(U) is open in Ω.

Proof. As Φ is continuous, the only if part is clear. So, assume that U ⊂ Θ is given with
Φ−1(U) open. Then, Φ−1(Θ \U) = Ω \Φ−1(U) is closed and thus compact, as Ω is compact.
Thus, by continuity and surjectivity of Φ, the set Θ \ U = Φ(Φ−1(Θ \ U)) is compact and, in
particular, closed. Thus, U is open. �

Clearly, Φ induces a mapping Φ∗ : M(Ω) −→M(Θ), µ 7→ Φ∗(µ), via
(
Φ∗(µ)

)
(g) := µ(g◦Φ)

for all g ∈ C(Θ). If µ is a probability measure on Ω, its image, Φ∗(µ), is a probability measure
on Θ. Moreover, if Φ is a factor map, invariance under the group action is preserved. So, in
this case, we obtain the mapping

(2) Φ∗ : PG(Ω) −→ PG(Θ) , µ 7→ Φ∗(µ) ,

where we stick to the same symbol, Φ∗, for simplicity.

Fact 2. Let (Θ, β) be a factor of (Ω,α) with factor map Φ : Ω −→ Θ. Then, Φ∗ of (2) is a
continuous surjection. Moreover, it satisfies Φ∗

( ∑
i ciµi

)
=

∑
i ci Φ∗(µi), whenever

∑
i ciµi

is a finite convex combination of measures µi ∈ PG(Ω). Finally, Φ∗ maps ergodic measures
to ergodic measures, and thus extremal points of PG(Ω) to extremal points of PG(Θ).

Proof. By [15, Prop. 3.2], the mapping Φ∗ is continuous, and by [15, Prop. 3.11], it is onto.
Direct calculations show Φ∗

( ∑
i ciµi

)
=

∑
i ci Φ∗(µi) for every finite convex combination∑

i ciµi of measures in PG(Ω).
Let µ ∈ PG(Ω) be ergodic, i.e., any α-invariant measurable subset A of Ω satisfies either

µ(A) = 0 or µ(A) = 1. Consider ν := Φ∗(µ) ∈ PG(Θ), and let B be a β-invariant measurable
subset of Θ, i.e., βt(B) = B for all t ∈ G. Clearly, one has ν(B) = µ(Φ−1(B)), where
A := Φ−1(B) = {ω ∈ Ω : Φ(ω) ∈ B} is α-invariant, as a consequence of (1). So, ν(B) = µ(A)
is either 0 or 1, and ν is also ergodic. The final claim about the extremal points is then
standard, compare [15, Prop. 5.6]. �

Fact 3. Let (Θ, β) be a factor of (Ω,α) with factor map Φ : Ω −→ Θ. If (Ω,α) is uniquely
ergodic, minimal or strictly ergodic, the analogous property holds for (Θ, β) as well.
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Proof. If (Ω,α) is uniquely ergodic, PG(Ω) is a singleton set, and PG(Θ) = Φ∗(PG(Ω)) must
then also be a singleton set, by Fact 2. So, also (Θ, β) is uniquely ergodic. Apparently, every
G-orbit in Θ is the image of a G-orbit in Ω, under the factor map Φ. Continuity of Φ implies
Φ(C) ⊂ Φ

(
C

)
⊂ Φ(C) for arbitrary C ⊂ Ω. If C is dense, C = Ω, and Φ(C) = Φ(C) = Θ

because Φ is onto. This shows that minimality is properly inherited, and the last claim on
strict ergodicity is then obvious. �

Now, let (Θ, β) be a factor of (Ω,α) with factor map Φ : Ω −→ Θ and let m ∈ PG(Ω) be
fixed. For the remainder of this section, we denote the induced measure on Θ by n = Φ∗(m).
Consider the mapping

(3) iΦ : L2(Θ,n) −→ L2(Ω,m) , f 7→ f ◦ Φ ,

and let pΦ : L2(Ω,m) −→ L2(Θ,n) be the adjoint of iΦ. The maps iΦ and pΦ are partial
isometries. More precisely, iΦ is even an isometric embedding because

〈iΦ(g), iΦ(f)〉Ω =
∫
Ω

(g ◦ Φ) (f ◦ Φ) dm =
(
Φ∗(m)

)
(gf) = 〈g, f〉Θ

for arbitrary f, g ∈ L2(Θ,n). As iΦ is an isometry from L2(Θ,n) with range iΦ(L2(Θ,n)),
standard theory of partial isometries (compare [51, Thm. 4.34]) implies

pΦ ◦ iΦ = idL2(Θ,n) and iΦ ◦ pΦ = PiΦ(L2(Θ,n)) ,

where idL2(Θ,n) is the identity on L2(Θ,n) and PiΦ(L2(Θ,n)) is the orthogonal projection of
L2(Ω,m) onto V := iΦ(L2(Θ,n)).

Given these maps, we can discuss the relation between the spectral theory of TΩ and TΘ.

Theorem 1. Let L2(Ω,m) and L2(Θ,n) be the canonical Hilbert spaces attached to the
dynamical systems (Ω,α) and (Θ, β), with factor map Φ and n = Φ∗(m). Then, the partial
isometries iΦ and pΦ are compatible with the unitary representations TΩ and TΘ of G on
L2(Ω,m) and L2(Θ,n), i.e.,

iΦ ◦ TΘt = TΩt ◦ iΦ and TΘt ◦ pΦ = pΦ ◦ TΩt ,

for all t ∈ G. Similarly, the spectral families ETΘ and ETΩ satisfy

iΦ ◦ ETΘ(·) = ETΩ (·) ◦ iΦ and ETΘ(·) ◦ pΦ = pΦ ◦ ETΩ (·).

The corresponding measures satisfy ρΘg = ρΩ
iΦ(g)

for every g ∈ L2(Θ,n).

Proof. Let g ∈ L2(Θ,n) be given. As Φ is a factor map, a short calculation gives(
TΩt (iΦ(g))

)
(ω) = g(Φ(α−tω)) = g(β−tΦ(ω)) =

(
(iΦTΘt )(g)

)
(ω)

and the first of the equations stated above follows. The second follows by taking adjoints.
Choose g ∈ L2(Θ,n). As discussed above, ρΘg is the unique measure on Ĝ with

〈g, TΘt g〉Θ =
∫

bG(ŝ, t) dρΘg (ŝ) , for all t ∈ G.

Similarly, ρΩ
iΦ(g)

is the unique measure on Ĝ with

〈iΦ(g), TΩt i
Φ(g)〉Ω =

∫
bG(ŝ, t) dρΩiΦ(g)(ŝ) , for all t ∈ G.
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Moreover, as iΦ is an isometry, we obtain from the statements proved so far that

〈g, TΘt g〉Θ = 〈iΦ(g), iΦ(TΘt g)〉Ω = 〈iΦ(g), TΩt i
Φ(g)〉Ω .

Putting the last three equations together, we obtain∫
bG(ŝ, t) dρΘg (ŝ) =

∫
bG(ŝ, t) dρΩiΦ(g)(ŝ)

for every t ∈ G. By the mentioned uniqueness of the involved measures, this gives

ρΘg = ρΩiΦ(g) .

This, in turn, implies

〈g,ETΘ(B)g〉Θ = ρΘg (B) = ρΩiΦ(g)(B) = 〈iΦ(g), ETΩ (B)iΦ(g)〉Ω = 〈g, pΦETΩ (B)iΦ(g)〉Ω

for all Borel measurable B ⊂ Ĝ and every g ∈ L2(Θ,n). As g ∈ L2(Θ,n) is arbitrary, we infer
ETΘ(·) = pΦETΩ (·)iΦ. �

One succinct way to summarize the core of Theorem 1 is to say that the following diagram
is commutative, with the map iΦ (resp. pΦ) being injective (resp. surjective).

(4)

L2(Θ,n)
iΦ−−−−→ L2(Ω,m)

pΦ−−−−→ L2(Θ,n)

TΘ

y TΩ

y TΘ

y
L2(Θ,n)

iΦ−−−−→ L2(Ω,m)
pΦ−−−−→ L2(Θ,n)

Corollary 1. Assume the situation of Theorem 1 and define V = iΦ(L2(Θ,n)). Then,
U : L2(Θ,n) −→ V, f 7→ iΦ(f), is a unitary map, the subspace V of L2(Ω,m) is invariant
under TΩ, and the restriction TΩ|V of TΩ to V is unitarily equivalent to TΘ via U .

Proof. As iΦ is an isometric embedding, the map U : L2(Θ,n) −→ iΦ(L2(Θ,n)) is unitary. By
Theorem 1, we have iΦ ◦TΘt = TΩt ◦ iΦ. Consequently, the space V = iΦ(L2(Θ,n)) is invariant
under TΩ, with TΩ|VUg = UTΘg for every g ∈ L2(Θ,n). �

The foregoing results describe the relationship between TΘ and TΩ in the general case. In
the special case of pure point spectrum, we can be more explicit as follows.

Proposition 1. Let (Θ, β) be a factor of the dynamical system (Ω,α), with factor map
Φ : Ω −→ Θ. Let m ∈ PG(Ω) be given, n = Φ∗(m), and let L2(Θ,n) and L2(Ω,m) be the
corresponding Hilbert spaces. Then, the following assertions hold.

(a) If g is an eigenfunction of TΘ to the eigenvalue ŝ, iΦ(g) = g ◦ Φ is an eigenfunction
of TΩ to the eigenvalue ŝ.

(b) If TΩ has pure point dynamical spectrum, the same is true of TΘ.

Proof. (a): Let g be an eigenfunction of TΘ. Then, iΦ(g) = g ◦ Φ is an eigenfunction of TΩ,
as iΦ ◦ TΘt = TΩt ◦ iΦ by Theorem 1.
(b): If TΩ has pure point dynamical spectrum, there exists an orthonormal basis of L2(Ω,m)
which entirely consists of eigenfunctions of TΩ. Now, by Theorem 1, we have TΘt pΦ = pΦT

Ω
t .

Therefore, pΦf is an eigenfunction of TΘ (or zero) if f is an eigenfunctions of TΩ. As pΦ is
onto, the statement follows. �
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Let us now discuss the continuity of eigenfunctions. Recall that a sequence (Bn)n∈N of
compact sets in G with non-empty interior is called van Hove, if it exhausts G and if

lim
n→∞

|∂KBn|
|Bn|

= 0

for every compact K in G, where ∂KB := ((B +K) \B) ∪ ((G \B −K) ∩B).
For G = Rd and G = Zd, the following lemma (and much more) was shown by Robinson

in [40]. His proof carries over easily to our situation. For the convenience of the reader, we
include a brief discussion.

Lemma 1. Let (Ω,α) be a uniquely ergodic dynamical system. Denote the unique invariant
probability measure on Ω by m. Let ŝ be an eigenvalue of T = T (Ω,α,m). Then, the following
assertions are equivalent.

(i) There exists a continuous eigenfunction f to ŝ (i.e., f is continuous with f(α−t(ω)) =
(ŝ, t)f(ω) for all t ∈ G and ω ∈ Ω).

(ii) The sequence ABn(h) of continuous functions on Ω, defined by

ABn(h)(ω) :=
1
|Bn|

∫
Bn

(ŝ, t)h(α−t(ω)) dt,

converges uniformly, for every van Hove sequence (Bn) and every h ∈ C(Ω).

Proof. (i) =⇒ (ii) (cf. [40]). If f is the continuous eigenfunction, |f | is invariant and continu-
ous. As (Ω,α) is uniquely ergodic, we may assume, without loss of generality, that |f(ω)| = 1
for every ω ∈ Ω. Let h ∈ C(Ω) be given. Apparently, the function g = hf is continuous.
Therefore, by unique ergodicity, the functions

1
|Bn|

∫
Bn

g(α−t(ω)) dt =
1
|Bn|

∫
Bn

h(α−t(ω))f(α−t(ω)) dt =
f(ω)
|Bn|

∫
Bn

(ŝ, t)h(α−t(ω)) dt

converge uniformly in ω ∈ Ω. Multiplying by f and using f f = 1, we infer (ii).

(ii) =⇒ (i). As ŝ is an eigenvalue of T , the projection E({ŝ}) onto the eigenspace of ŝ is
not zero. Since C(Ω) is dense in L2(Ω,m), there exists an h ∈ C(Ω) with E({ŝ})h 6= 0.
Now, by the von Neumann ergodic theorem, see [28, Thm. 6.4.1] for a formulation that allows
its derivation in the generality we need it here, the sequence ABn(h) converges in L2(Ω,m)
to E({ŝ})h. By assumption (ii), this sequence converges uniformly to a function g. Thus,
g = E({ŝ})h in L2(Ω,m). Moreover, by uniform convergence, g is continuous and satisfies
g(α−t(ω)) = (ŝ, t)g(ω) for every ω ∈ Ω and t ∈ G. This gives (i). �

Lemma 1 has the following interesting consequence.

Proposition 2. Let (Ω,α) be a uniquely ergodic dynamical system, all eigenfunctions of
which are continuous. If (Θ, β) is a factor of (Ω,α) with factor map Φ, it is a uniquely
ergodic dynamical system, all eigenfunctions of which are continuous as well.

Proof. Fact 3 gives that (Θ, β) is uniquely ergodic. Let ŝ be an eigenvalue of TΘ. Then, ŝ is
an eigenvalue of TΩ by Proposition 1. We now apply Lemma 1 to infer continuity. To that
end, choose an arbitrary g ∈ C(Θ), wherefore h = g ◦ Φ belongs to C(Ω). By (i) =⇒ (ii) of
Lemma 1, the sequence (ABn(h)) converges uniformly for every van Hove sequence (Bn). A
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short calculation then gives

ABn(h)(ω) =
1
|Bn|

∫
Bn

(
g ◦ Φ

)
(α−t(ω))(ŝ, t) dt =

1
|Bn|

∫
Bn

g(β−t(Φ(ω)))(ŝ, t) dt.

As Φ is onto, this shows uniform convergence of θ 7→ 1
|Bn|

∫
Bn
g(β−t(θ))(ŝ, t) dt. As g ∈ C(Θ)

was arbitrary, this gives the desired continuity statement, by (ii) =⇒ (i) of Lemma 1. �

Although we have not made use of it so far, it is possible to express pΦ via a disintegration.
Since it is instructive and also useful in applications, we finish this section by giving the
details for the case when Ω and Θ are metrizable. We are in the somewhat simpler situation
that a continuous map Φ : Ω −→ Θ exists. By standard theory, compare [19, Thm. 5.8] and
[37, Thm. 4.5], there exists a measurable map

k : Θ −→ M(Ω) , ϑ 7→ kϑ

that satisfies the following three properties.
(1) For n-almost every ϑ ∈ Θ, kϑ is a probability measure on Ω supported in Φ−1(ϑ).
(2) For all f ∈ L1(Ω,m), the function f{k} : Θ −→ C, ϑ 7→ kϑ(f), is integrable with

respect to n = Φ∗(m).
(3) For all f ∈ L1(Ω,m), one has n(f{k}) = m(f).

In terms of integrals, the last property reads∫
Θ
f{k} dn =

∫
Θ

∫
Φ−1(ϑ)

f(ω) dkϑ(ω) dn(ϑ) =
∫
Ω
f dm.

Remarks. (1) Note that [37, Thm. 4.5] only deals with bounded functions f . However, using
standard monotone class arguments, it is not hard to extend the statements given there to
functions f ∈ L1(Ω,m). This yields (2) and (3).
(2) The function fk can also be considered as a conditional expectation of f (see part (i) of
[19, Thm. 5.8] or part (b) of [37, Thm. 4.5]).

Given this disintegration, one can now describe the action of pΦ on f ∈ L2(Ω,m) explicitly,
namely in terms of partial averages over the fibres Φ−1(ϑ).

Proposition 3. Assume that Ω and Θ are compact metric spaces, and let n = Φ∗(m) as
before. Then, the equation

(
pΦ(f)

)
(ϑ) = kϑ(f) holds for all f ∈ L2(Ω,m) and n-almost

every ϑ ∈ Θ.

Proof. Fix f ∈ L2(Ω,m), and let g ∈ L2(Θ,n) be arbitrary. Then, f belongs to L1(Ω,m),
since Ω is compact and g◦Φ · f belongs to L1(Ω,m), as it is the product of two L2 functions.
Using the properties of k, we can then calculate

〈g, f{k}〉Θ =
∫
Θ
gf{k} dn =

∫
Θ
g(ϑ)

∫
Φ−1(ϑ)

f(ω) dkϑ(ω) dn(ϑ)

=
∫
Θ

∫
Φ−1(ϑ)

g(Φ(ω)) f(ω) dkϑ(ω) dn(ϑ) = n
((
iΦ(g)f

){k})
= m

(
iΦ(g)f

)
=

∫
Ω
g(Φ(ω))f(ω) dm(ω) = 〈iΦ(g), f 〉Ω

= 〈g, pΦ(f)〉Θ .
As g ∈ L2(Θ,n) is arbitrary, this gives f{k} = pΦ(f) in L2(Θ,n), and our claim follows. �
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4. Diffraction theory of measure and Delone dynamical systems

In this section, we specify the dynamical systems we are dealing with and discuss the
necessary background from diffraction theory. The material is taken from [3], where the
proofs and further details can be found. For related material dealing with point dynamical
systems, we refer the reader to [16, 23, 30, 44, 45, 46].

As discussed in the introduction, our main focus is on measure dynamical systems which
includes the case of point dynamical systems. For the convenience of the reader, however, we
start this section with a short discussion of point dynamical systems and discuss the general
case of measures only afterwards.

Let V be an open neighbourhood of 0 in G. A subset Λ of G is called V-discrete if every
translate of V contains at most one point of Λ. Such sets are necessarily closed. A set is
uniformly discrete if it is V-discrete for some open neighbourhood V of 0. The set of V-discrete
point sets in G is abbreviated as DV (G), while the set of all uniformly discrete subsets of G
is denoted by UD(G). The set UD(G) (and actually even the set C(G) of all closed subsets
of G) can be topologized by a uniformity as follows. For K ⊂ G compact and V an open
neighborhood of 0 in G, we set

UK,V := {(P1, P2) ∈ UD(G)× UD(G) : P1 ∩K ⊂ P2 + V and P2 ∩K ⊂ P1 + V }.
It is not hard to check that {UK,V : K compact, V open with 0 ∈ V } generates a uniformity
(see [27, Ch. 6] for basics about uniformities), and hence, via the neighbourhoods

UK,V (P ) := {Q : (Q,P ) ∈ UK,V } , P ∈ UD(G),

a topology on UD(G). This topology is called the local rubber topology (LRT). For each open
neighbourhood V of 0 in G, the set DV (G) is compact in LRT. Apparently, G acts on UD(G)
by translation. By slight abuse of notation, this action is again called α, i.e., we define

αt(Λ) := {t+ x : x ∈ Λ} = t+ Λ.

To distinguish (compact) sets of measures ω from sets of point sets Λ, we will use the suggestive
notation Ω and Ωp from now on.

Definition 2. The pair (Ωp, α) is called a point dynamical system if Ωp is a closed α-
invariant subset of DV (G) for a suitable neighbourhood V of 0 in G.

Apparently, every Λ ∈ UD(G) gives rise to a point dynamical system (Ω(Λ), α), where
Ω(Λ) is the closure of {αt(Λ) : t ∈ G} in LRT and α is the action induced from the natural
action of G on UD(G).

After this short look at point dynamical systems, we now introduce our main object of
interest: measure dynamical systems. As mentioned already, they generalize point dynamical
systems (see below for details).

Let C > 0 and a relatively compact open set V in G be given. A measure µ ∈ M(G) is
called (C, V )-translation bounded if |µ|(t+V ) ≤ C for all t ∈ G. It is called translation bounded
if there exists such a pair C, V so that µ is (C, V )-translation bounded. The set of all (C, V )-
translation bounded measures is denoted by MC,V (G), the set of all translation bounded
measures byM∞(G). In the vague topology, the setMC,V (G) is a compact Hausdorff space.
There is an obvious action of G onM∞(G), again denoted by α, given by

α : G×M∞(G) −→ M∞(G) , (t, µ) 7→ αtµ with (αtµ) := δt ∗ µ.
Restricted to MC,V (G), this action is continuous.
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Here, the convolution of two convolvable measures µ, ν is defined by

(µ ∗ ν)(ϕ) =
∫
G
ϕ(r + s) dµ(r) dν(s).

Definition 3. (Ω,α) is called a dynamical system on the translation bounded measures on G
(TMDS for short) if there exist a constant C > 0 and a relatively compact open set V ⊂ G
such that Ω is a closed α-invariant subset of MC,V (G).

It is possible to consider a point dynamical system as a TDMS. Namely, define

δ : UD(G) −→ M∞(G) , δ(Λ) :=
∑

x∈Λ δx ,

where δx is the unit point (or Dirac) measure at x. The mapping δ is continuous and injective.

Lemma 2. If (Ωp, α) is a point dynamical system, the mapping δ : Ωp −→ Ω := δ(Ωp)
establishes a topological conjugacy between the point dynamical system (Ωp, α) and its image,
the TMDS (Ω,α).

Proof. By [3, Lemma 2], δ : Ωp −→ δ(Ωp) is a homeomorphism that is compatible with the
G-action α, i.e., δ

(
αt(Λ)

)
= αt

(
δ(Λ)

)
for all Λ ∈ Ωp and all t ∈ G. So, δ provides a topological

conjugacy as claimed. �

Having introduced our models, we can now discuss some key issues of diffraction theory.
Let (Ω,α) be a TMDS, equipped with an α-invariant measure m ∈ PG(Ω). We will need the
mapping

f : Cc(G) −→ C(Ω) , fϕ(ω) :=
∫
G
ϕ(−s) dω(s).

Then, there exists a unique measure γ = γm on G, called the autocorrelation (often called
Patterson function in crystallography [14], though it is a measure in our setting) with

γ(ϕ ∗ ψ ) = 〈fϕ, fψ〉
for all ϕ,ψ ∈ Cc(G), where ψ (s) := ψ(−s). The convolution ϕ ∗ ψ is defined by (ϕ ∗ ψ)(t) =∫
ϕ(t − s)ψ(s) ds. For a more explicit formulation in terms of a weighted average, see [3,

Prop. 6].
The measure γ is positive definite. Therefore, its Fourier transform is a positive measure

γ̂; it is called the diffraction measure. This measure describes the outcome of a diffraction
experiment, see [14] for background material.
Remark. This concept of an autocorrelation is defined via the entire dynamical system,
which implicitly involves a local averaging procedure. The conventional approach uses a limit
of a sequence of finite measures along a van Hove averaging sequence in G. If the dynamical
system is (uniquely) ergodic, the two notions coincide [3]. In general, the definition we use here
has the advantage of removing the dependence of the averaging sequence and automatically
deals with the typical autocorrelation, at least with reference to the measure m.

In view of the fact that, in reality, one always faces finite structures, one can give a justifica-
tion along the following lines. Among all elements of the full system that are compatible with
a given finite part, “typical” ones are those to be considered, if no other piece of information
is available. This means to take into account all structures which, after a small translation
and/or up to some tiny local deformation, coincide with a fixed finite patch. One way to do
so is to take an average over all these possibilities (on the level of their autocorrelations),
which is essentially what our γ does. In the situation of unique ergodicity, compare [3], the
precise method for forming the average is irrelevant – the result is independent of it.
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Theorem 2 (Theorem 7 in [3]). Let (Ω,α) be a TMDS with invariant measure m. Then,
the following assertions are equivalent.

(i) The measure γ̂ is a pure point measure.
(ii) TΩ has pure point dynamical spectrum. �

Theorem 2 links pure point diffraction spectrum to pure point dynamical spectrum. This
is of particular relevance for our considerations. It will allow us to set up a perturbation and
stability theory for pure point diffraction spectrum by studying (perturbations of) dynamical
systems. This is the abstract core of our investigation, to be analyzed next.

5. Deforming measure and Delone dynamical systems: Abstract setting

In this section, we introduce a deformation procedure for dynamical systems that, under
certain conditions, is isospectral, i.e., the deformation does not change the dynamical spec-
trum. In particular, we will later consider deformations of regular model sets and show that
a relevant class of deformations preserves their pure point diffraction property. As discussed
in the introduction, these considerations are motivated by questions from the mathematical
theory of quasicrystals. They generalize the corresponding results in [24, 11].

For pedagogic reasons, we start with a short discussion of deformations of Delone dynamical
systems. This results in Theorem 3. The general case of measure dynamical systems is treated
afterwards.

Let (Ωp, α) be a Delone dynamical system with Ωp contained in DV (G) and consider a
continuous mapping q : Ωp −→ G whose image then is a compact set. In fact, let us assume
that q(Ωp)− q(Ωp) ⊂ V for some neighbourhood V of 0 ∈ G. Note that there exists an open
neighbourhood V ′ of 0 in G with

V ′ + q(Ωp)− q(Ωp) ⊂ V.

In particular, for arbitrary Λ ∈ Ωp and y, z ∈ Λ with y 6= z, we have y+q(Λ−y) 6= z+q(Λ−z)
as well as

(5) Λq := {x+ q(Λ− x) : x ∈ Λ} ⊂ DV ′(G).

Λq can be viewed as a “deformed” version of Λ, which exlains the terminology. Moreover,
Ωq

p := {Λq : Λ ∈ Ωp} can rather directly be seen to be α-invariant and closed in DV ′(G).
Thus, (Ωq

p, α) is a point dynamical system, and we have a mapping Φq : Ωp −→ Ωq
p given by

Φq(Λ) = Λq. This map can easily be seen to be a factor map.
In fact, it turns out that we do not need q to be defined on the whole of Ωp to obtain a

factor map. It suffices to have it defined on a “transversal”. To be more precise here, we
introduce the following subset of Ωp,

(6) Ξ := {Λ ∈ Ωp : 0 ∈ Λ}.
Since the elements of Ωp are non-empty point sets of G, it is clear that each G-orbit in Ωp

contains at least one element of Ξ. Moreover, the following holds.

Lemma 3. If Ωp is a point dynamical system under the action of the LCA group G, the
subset Ξ of (6) is compact.

Proof. By definition, Ωp is a closed subset of DV (G) for a suitable neighbourhood V of 0 in
G. As DV (G) is compact in LRT, Ωp is compact in LRT as well. So, we need to show that
Ξ ⊂ Ωp is a closed set.
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Let (Γι) be a net in Ξ (so, 0 ∈ Γι for all ι) which converges to some Λ, where the latter
must then lie in Ωp. Assume that 0 6∈ Λ. Since Λ is itself a closed subset of G, we know
that G \ Λ is an open set. By assumption, this open set would contain 0, and hence also an
entire open neighbourhood of 0. This, however, contradicts the convergence Γι −→ Λ in the
LRT. �

As Ξ is compact, every continuous function q on Ξ can be extended to a continuous function
q̃ on Ωp (the latter being compact and hence normal) by Tietze’s extension theorem, compare
[39, Prop. 1.5.8]. The very definition of Ωq̃

p, compare (5), shows that it only depends on q
(and not on the extension chosen). In this situation, we can thus consistently define

(7) Ωq
p := Ωq̃

p .

Now, we can state our result on Delone dynamical systems.

Theorem 3. Let (Ωp, α) be a point dynamical system under the action of the LCA group G
with Ωp ⊂ DV (G) for a suitable neighbourhood V of 0 in G. Let q : Ξ −→ G be continuous
with q(Ωp)− q(Ωp) ⊂ V . Then, the following assertions hold.

(a) If (Ωp, α) has pure point diffraction spectrum (w.r.t. an invariant probability measure
m), so does (Ωq

p, α) (w.r.t. the measure Φq∗(m)).
(b) If (Ωp, α) is minimal or uniquely ergodic, then so is (Ωq

p, α).
(c) If (Ωp, α) is uniquely ergodic with pure point diffraction spectrum and all of its eigen-

functions are continuous, the same holds for (Ωq
p, α).

Proof. Let q̃ be a continuous extension of q from Ξ to Ωp. As discussed above in (7), we then
have a factor map Φq : Ωp −→ Ωq

p. Now, we can prove the assertions.

(a): If (Ωp, α) has pure point diffraction spectrum, it has pure point dynamical spectrum,
by Theorem 2. As (Ωq

p, α) is a factor of (Ω,α), it has pure point dynamical spectrum as well,
by Proposition 1. Now, another application of Theorem 2 shows that (Ωq

p, α) has pure point
diffraction spectrum.

(b): This follows from Fact 3.

(c): The statement about continuity of the eigenfunctions is immediate from Proposition 2.
The other statements follow by (a) and (b). �

Having discussed the special case of point dynamical systems, we now treat the general
case. Let (Ω,α) be a TMDS. We will deform (Ω,α) by means of a measure-valued mapping

λ : Ω −→ M(G) , ω 7→ λω,

which satisfies the following two properties.

(D1) The mapping Ω × Cc(G) −→ C, (ω, ϕ) 7→ λω(ϕ), is continuous.
(D2) There exists a compact K ⊂ G such that supp(λω) ⊂ K for all ω ∈ Ω.

Such a deformation map λ will be called admissible. This definition entails the case that
λω ≡ δ0, which we will call the trivial deformation map.

Proposition 4. Let (Ω,α) be a TMDS and let λ : Ω −→M(G) be an admissible deformation
map. Then, ω 7→ |λω|(1) is bounded.



218 MICHAEL BAAKE AND DANIEL LENZ

Proof. Let K be given according to (D2), and let V ⊂ G be open and relatively compact.
Since K + V is compact, one has

|λω|(1) = |λω|(K + V ) = sup{|λω(ϕ)| : supp(ϕ) ⊂ K + V , ‖ϕ‖∞ ≤ 1},
where we used [3, Prop. 1] in the last step. Due to compactness of Ω, the statement now
follows from (D1) and the uniform boundedness principle (see [39, Thm. 2.2.9]). �

For ω ∈ Ω and ϕ ∈ Cc(G), we define the actual deformation of ω into Φλ(ω) via(
Φλ(ω)

)
(ϕ) :=

∫
G

∫
G
ϕ(r + s) dλα−r(ω)(s) dω(r),

where the double integral exists by (D1) and (D2). The constant deformation map λω ≡ δt,
with t ∈ G, results in a translation, i.e., Φλ(ω) = δt ∗ω in this case, for all ω ∈ Ω. The trivial
deformation map thus induces the identity. In general, the following is true.

Proposition 5. Let a TMDS (Ω,α) be given and let λ be an admissible deformation map.
Then, the following assertions hold.

(a) For every ω ∈ Ω, the map Φλ(ω) : Cc(G) −→ C, ϕ 7→
(
Φλ(ω)

)
(ϕ), is continuous,

i.e., Φλ(ω) belongs to M(G). Moreover, the map Φλ : Ω −→ M(G), ω 7→ Φλ(ω), is
continuous as well.

(b) There exists a constant C > 0 and an open neighbourhood V of 0 in G such that
Φλ(ω) belongs to MC,V (G), for all ω ∈ Ω.

(c) For all t ∈ G and ω ∈ Ω, one has Φλ(αt(ω)) = αt(Φλ(ω)).

Proof. (a): Let K be compact according to (D2). For fixed ω ∈ Ω and ϕ ∈ Cc(G) with
support in the compact set L, the function

r 7→
∫
G
ϕ(r + s) dλα−r(ω)(s)

has support contained in L−K. Moreover, this function is continuous, since it can easily be
expressed as a composition of continuous functions. In fact, extending this type of reasoning,
one can show that

F : Ω × Cc(G) −→ Cc(G) , F (ω, ϕ)(r) :=
∫
G
ϕ(r + s) dλα−r(ω)(s),

is continuous. In particular, Cc(G) −→ C, ϕ 7→ ω(F (ω, ϕ)), is continuous for fixed ω ∈ Ω
and Ω −→ C, ω 7→ ω(F (ω, ϕ)), is continuous for ϕ ∈ Cc(G). As

Φλ(ω)(ϕ) = ω((F (ω, ϕ))),

we infer (a).
(b): Let L be an arbitrary non-empty open set with compact closure. Let 1L−K be the
characteristic function of L −K, where K is taken from (D1). Then, for every ϕ ∈ CL(G),
we have

|Φλ(ω)(ϕ)| ≤
∫
G
|λ|α−rω(1) ‖ϕ‖∞ 1

L−K(r) d|ω|(r) ≤ C(λ)‖ϕ‖∞ |ω| (L−K),

where C(λ) is the bound on ω 7→ |λω|(1) obtained in Proposition 4. Thus,

|Φλ(ω)|(L+ t) = sup{|Φλ(ω)(ϕ)| : ϕ ∈ CL+t(G), ‖ϕ‖∞ ≤ 1}
≤ C(λ)‖ϕ‖∞ |ω| (t+ L−K)
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is uniformly bounded in t ∈ G, as ω is translation bounded, and (b) follows.
(c): This is immediate from(

Φλ(αtω)
)
(ϕ) =

∫
G

∫
G
ϕ(r + s) dλα−r+t(ω)(s) d(αtω)(r)

=
∫
G

∫
G
ϕ(r + s+ t) dλα−r(ω)(s) dω(r)

=
(
αt(Φ

λ(ω))
)
(ϕ),

which is valid for every ϕ ∈ Cc(G). �

Define the set of periods of a measure ω as

(8) Per(ω) := {t ∈ G : αtω = ω}.

We then have the following consequence.

Corollary 2. Let (Ω,α) be given and let λ be an admissible deformation map. For any
ω ∈ Ω, with resulting deformation Φλ(ω), one has

Per(ω) ⊂ Per(Φλ(ω)).

Moreover, if any ω ∈ Ω exists where Per(Φλ(ω)) is a true superset of Per(ω), the mapping
Φλ : Ω −→M(G) fails to be injective.

Proof. The first claim follows at once from part (c) of Proposition 5. For the second claim,
let t be a period of Φλ(ω) that is not a period of ω. Then, ω 6= αtω, but their images under
Φλ are equal. �

Part (a) of Proposition 5 implies that, for a given TMDS (Ω,α), the set

Ωλ := {Φλ(ω) : ω ∈ Ω}

is compact, as it is the image of a compact set under a continuous map. Furthermore, by
part (c) of the same proposition, Ωλ is invariant under α. In fact, by part (b) of Proposition
5, Ωλ is a subset of MC,V (G) for suitable C, V . Putting this together, we have proved the
following result.

Lemma 4. Let (Ω,α) be a TMDS and let λ : Ω −→ M(G) be an admissible deformation
map. Then, (Ωλ, α) is a TDMS. Moreover, (Ωλ, α) is a factor of (Ω,α), with factor map
Φλ : Ω −→ Ωλ. �

If the situation of Lemma 4 applies, we call (Ωλ, α) an admissible deformation of (Ω,α),
with deformation map λ. The main abstract result of this paper now reads as follows.

Theorem 4. Let (Ω,α) be a TMDS and let λ : Ω −→M(G) be an admissible deformation
map. Then, the following assertions hold.

(a) If (Ω,α) has pure point diffraction spectrum (w.r.t. some invariant probability measure
m), so does (Ωλ, α) (w.r.t. the corresponding induced measure).

(b) If (Ω,α) is minimal or uniquely ergodic, then so is (Ωλ, α).
(c) If (Ω,α) is uniquely ergodic with pure point diffraction spectrum and all of its eigen-

functions are continuous, the same holds for (Ωλ, α).
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Proof. The proof is essentially the same as the proof of Theorem 3.
(a): If (Ω,α) has pure point diffraction spectrum, it has pure point dynamical spectrum,

by Theorem 2. As (Ωλ, α) is a factor of (Ω,α) by Lemma 4, it has pure point dynamical
spectrum as well, by Proposition 1. Now, another application of Theorem 2 shows that
(Ωλ, α) has pure point diffraction spectrum.

(b): This follows from Fact 3.
(c): The statement about continuity of the eigenfunctions is immediate from Proposition 2.

The other statements follow by (a) and (b). �

Remarks. (1) Of course, the previous discussion of TMDS includes the case of Delone dy-
namical systems treated at the beginning of the section. To see this, one has to apply the
mapping δ : Ωp −→ Ω introduced in the previous section.
(2) The discussion of point dynamical systems given above requires a non-overlapping con-
dition under deformation, here written as q(Ωp) − q(Ωp) ⊂ V for a suitable open set V . In
the TMDS setting, such a restriction is not necessary, which shows once more the greater
flexibility of the approach via measures.

6. Model sets and their deformation

Model sets probably form the most important class of examples of aperiodic order. In their
case, one starts with a periodic structure in a high dimensional space and considers a partial
“image” in a lower dimensional space. This image will not be periodic any more but still
preserve many regularity features due to the periodicity of the underlying high dimensional
structure. For a survey and further references, we refer the reader to [33, 35].

Let us start with a brief recapitulation of the setting of a cut and project scheme and the
definition of a model set. We need two locally compact Abelian groups, G and H, where G is
also assumed to be σ-compact, see [44] for the reasons why this is needed. As usual, neutral
elements will be denoted by 0 (or by 0G, 0H , if necessary). A cut and project scheme emerges
out of the following collection of groups and mappings:

(9)

G
π←−−− G×H

πint−−−→ H
∪ ∪ ∪ dense

L
1−1←−−− L̃ −−−→ L?

‖ ‖

L
?−−−−−−−−−−−−−−−−→ L?

Here, L̃ is a lattice in G×H, i.e., a cocompact discrete subgroup. The canonical projection
π is one-to-one between L̃ and L (in other words, L̃ ∩ {0G} × H = {0}), and the image
L? = πint(L̃) is dense in H, which is often called the internal space. In view of these properties
of the projections π and πint, one usually defines the ?-map as (.)? : L −→ H via x? :=(
πint ◦ (π|L)−1

)
(x), where (π|L)−1(x) = π−1(x) ∩ L̃, for all x ∈ L.

A model set is now any translate of a set of the form

(10) f(W ) := {x ∈ L : x? ∈W}

where the window W is a relatively compact subset of H with non-empty interior. Without
loss of generality, we may assume that the stabilizer of the window,

(11) HW := {c ∈ H : c+W = W},
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is the trivial subgroup of H, i.e., HW = {0}. If this were not the case (which could happen
in compact groups H for instance), one could factor by HW and reduce the cut and project
scheme accordingly [44, 4]. Furthermore, we may assume that 〈W −W 〉, the subgroup of H
that is algebraically generated by the subset W −W , is the entire group, i.e., 〈W −W 〉 = H,
again by reducing the cut and project scheme to this situation, compare [43] for details.

There are variations on the precise requirement to W which depend on the fine properties
of the model sets one is interested in, compare [35, 44]. In particular, a model set is called
regular if ∂W has Haar measure 0 in H, and generic if, in addition, ∂W ∩ L? = ∅.

As discussed immediately after Definition 2, every model set Λ gives rise to the dynamical
system (Ω(Λ), α). It is one of the central results of this area, compare [35, 44] and references
given there, that model sets provide a very natural generalization of the concept of a lattice.

Theorem 5. [44] Regular model sets are pure point diffractive. In fact, (Ω(Λ), α) is uniquely
ergodic with pure point dynamical spectrum and continuous eigenfunctions. �

For our purposes, it is sufficient to restrict our attention to regular model sets where W is
a compact subset of H with W ◦ = W (in particular, W then has non-empty interior and, due
to regularity, a boundary of Haar measure 0). This is motivated by the fact that diffraction
cannot distinguish two model sets f(W ) and f(W ′) if the symmetric difference W4W ′ of
the windows has Haar measure 0 in H.

A regular model set with compact window W can be deformed as follows [23, 11]. Let
ϑ : H −→ G be a continuous function with compact support, which, in view of the discussion
around (7), we may assume to include W if necessary. If Λ = f(W ), one defines

(12) Λϑ := {x+ ϑ(x?) : x ∈ Λ} = {x+ ϑ(x?) : x ∈ L and x? ∈W}.

To make sure that Λϑ is still a Delone set, one usually requires that the compact set K :=
ϑ(H)−ϑ(H) satisfies K ⊂ V where V is an open neighbourhood of 0 ∈ G so that Λ ∈ DV (G).

Note that Λϑ (if it is Delone) has a well defined density, and one obtains

(13) dens(Λϑ) = dens(Λ).

In other words, an admissible deformation does not change the density.
Our aim is now to show that the continuous mapping ϑ induces a deformation map q on

Ξ. To do so, we will need the following lemma. It essentially says that the ?-map on Λ can
be extended to a unique continuous map on Ξ.

Lemma 5. Let Λ = f(W ), with W = W ◦ compact, be a regular model set and assume that
HW = {0}. Then, the set {Λ−x : x ∈ Λ} is dense in the compact set Ξ and there is precisely
one continuous mapping σ : Ξ −→W with σ(Λ− x) = x? for every x ∈ Λ.

Proof. First, let us show that {Λ − x : x ∈ Λ} is dense in Ξ, the latter being compact by
Lemma 3.

To this end, let Γ ∈ Ξ be given and consider an arbitrary neighbourhood UK,V (Γ ) of Γ ,
where K ⊂ G is compact and V is an open neighbourhood of 0 in G. Replacing K by K∪{0}
if necessary, we can assume 0 ∈ K without loss of generality. We have to provide an element
of the form Λ− p with p ∈ Λ which belongs to UK,V (Γ ).

To do so, choose a compact neighbourhood V ′ of 0 ∈ G with

V ′ + V ′ ⊂ V and V ′ = −V ′.
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As Ξ is a subset of Ωp(Λ), which is the orbit closure of {t+ Λ : t ∈ G}, there exists a t ∈ G
with

t+ Λ ∈ UK+V ′,V ′(Γ ).
As 0 belongs to both Γ and K, we infer that

0 ∈ Γ ∩K ⊂ Γ ∩ (K + V ′) ⊂ (t+ Λ) + V ′.

Therefore, 0 = t + p + v′ with p ∈ Λ and v′ ∈ V ′, or, put differently, p = −t − v′ ∈ Λ. This
gives

Λ− p = Λ+ t+ v′ ∈ UK+V ′,V ′(Γ ) + v′ ⊂ UK,V (Γ ),
where the last inclusion follows by our choice of V ′. As discussed above, this proves the
density statement.

It remains to show the existence and uniqueness of a continuous map σ : Ξ −→ H with
σ(Λ − x) = x? for every x ∈ Λ, where the uniqueness will be an immediate consequence of
the continuity of σ and the already established denseness of {Λ− x : x ∈ Λ} in Ξ.

Existence: By [44, Lemma 4.1], for every Γ ∈ Ξ, the set

(14) σ(Γ ) =
⋂
y∈Γ

(W − y?)

is a singleton set in H (note that the sign change in our formulation does not affect this
statement). In the sequel, we will tacitly identify the singleton set σ(Γ) with its unique
element. Then, σ can be considered as a map on Ξ with values in H.

By (14), Γ ? ⊂ W − σ(Γ ). As 0 ∈ Γ ?, we infer 0 = w − σ(Γ ) for some w ∈ W , and hence
σ(Γ ) ∈W . If Γ = Λ−x for some x ∈ Λ, then we claim that x? ∈ σ(Λ−x) =

⋂
y∈Λ−x(W−y?).

This is so because y ∈ Λ−x implies y = `−x for some ` ∈ Λ, hence W −y? = W −(`?−x?) =
(W − `?) + x?. Clearly, `? ∈W , so 0 ∈W − `?, and this gives x? ∈W − y?. With y ∈ Λ− x
arbitrary, we obtain σ(Λ− x) = {x?}, as σ(Γ) is a singleton set.

Next, following [44, Prop. 4.3], we can show continuity of the mapping σ. Let Γ ∈ Ξ, and
let V = V (σ(Γ )) be an open neighbourhood of σ(Γ ) in H. Since σ(Γ ) =

⋂
y∈Γ (W − y?) is a

singleton set, one has ⋂
y∈Γ

(W − y?) \ V = ∅.

As V is open, each (W − y?) \ V is closed, hence also compact. So, there must be a finite set
F ⊂ Γ such that we already have

⋂
y∈F (W − y?) \ V = ∅. This implies that a compact set

K exists such that
⋂
y∈Γ∩K(W − y?) \ V = ∅, so⋂

y∈Γ∩K
(W − y?) ⊂ V .

This inclusion means that Γ ′∩K = Γ ∩K, for any Γ ′ ∈ Ξ, implies σ(Γ ′) ⊂ V . By a standard
argument, this can now be turned into the claimed continuity of σ. �

We can now show how ϑ induces a deformation q.

Proposition 6. Let Λ = f(W ), with W = W ◦ compact, be a regular model set and assume
that HW = {0}. Let ϑ : W −→ G be continuous. Then, there is precisely one continuous
mapping q : Ξ −→ G with q(Λ− x) = ϑ(x?) for all x ∈ Λ.

Proof. This follows directly from Lemma 5: Uniqueness follows because {Λ − x : x ∈ Λ} is
dense in Ξ. Existence follows as we can simply define q := ϑ ◦ σ with the σ of Lemma 5. �
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Remark. Let us point out that continuity of ϑ is not necessary to obtain continuity of ϑ ◦σ.
In fact, it is easy to construct examples where ϑ may even have countably many points of
discontinuity (at points of L?, in fact).

Based on Proposition 6, we can now directly prove our result on deformed model sets.

Theorem 6. Let Λ be a regular model set and ϑ : H −→ G a continuous map. Let Λϑ be
defined according to (12), with the restriction that it is still a Delone set. Then, Λϑ is pure
point diffractive. In fact, the dynamical system (Ω(Λϑ), α) is uniquely ergodic with pure point
dynamical spectrum and continuous eigenfunctions.

Proof. Consider the map q : Ξ −→ G constructed in Proposition 6. Plugging in the definitions,
we easily find Λq = Λϑ. This, in turn, gives

(Ω(Λ))q = Ω(Λq) = Ω(Λϑ).

Thus, it suffices to show that
(
(Ω(Λ))q, α

)
is uniquely ergodic with pure point dynamical

spectrum and continuous eigenfunctions. This, however, is immediate from Theorem 3. �

Remark. Let us mention that the abstract result of Theorem 6 has a very concrete extension
in that it is possible to calculate the diffraction of Λϑ explicitly. For the Euclidean setting,
this is explained in [24, 11], and we illustrate it below in a concrete example.

7. Example: The silver mean chain

Let us explain the various notions with a simple example in one dimension, compare [6,
Sec. 8.1]. To this end, consider the two letter substitution rule

(15) σ : a 7→ aba
b 7→ a

which allows the construction of a bi-infinite (and reflection symmetric) fixed point as follows.
Starting from the (admissible) seed w1 = a|a, where | denotes the reference point, and defining
wn+1 = σ(wn), one obtains the iteration sequence

a|a σ7−→ aba|aba σ7−→ abaaaba|abaaaba σ7−→ ...
n→∞−−−−→ w = σ(w)

where w is a bi-infinite word in the alphabet {a, b} and convergence is in the obvious product
topology as generated from the alphabet together with the discrete topology.

The corresponding substitution matrix reads

Mσ =
(

2 1
1 0

)
where Mk` is the number of symbols of type ` in the word σ(k), for k, ` ∈ {a, b}. This
matrix is primitive, with Perron-Frobenius eigenvalue s = 1 +

√
2, which happens to be a

Pisot-Vijayaraghavan number. It is often called the silver mean, due to its continued fraction
expansion (s = [2; 2, 2, 2, . . .], in contrast to [1; 1, 1, 1, . . .] = (1+

√
5 )/2 for the golden mean).

The corresponding eigenvectors (left and right) code the frequencies of the letters a and b in
w, and also the information for a proper geometric representation of w as a point set in R,
such that the substitution turns into a geometric inflation rule. One convenient choice here
is to represent a by an interval of length 1 +

√
2, and b by one of length 1. Their frequencies

are 1
2

√
2 and 1

2

(
2−
√

2
)
, respectively.

This is an example of a so-called Pisot substitution with two symbols, and the derived
point set is known to be a regular model set (with the projection scheme yet to be derived).
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Also, the fixed point is a non-singular (or generic) member of the LI-class defined by it. At
the same time, it is a Sturmian sequence, and we could have started with a concrete cut and
project scheme (then with the compatibility with the inflation to be established). We prefer
the former possibility here, as there is a rather elegant number theoretic formulation which
we will now use.

Let Λa and Λb denote the left endpoints of the intervals of type a and b, with our reference
point (formerly marked by |) being mapped to 0 in this process. Both point sets are subsets
of the Z-module

Z[
√

2] := {m+ n
√

2 : m,n ∈ Z}
which happens to be the ring of integers in the quadratic field Q(

√
2). There is one non-trivial

algebraic conjugation in this field, defined by ? :
√

2 7→ −
√

2, which maps Z[
√

2] onto itself.
This will take the rôle of the ?-map in the cut and project scheme, which looks as follows.

R π←−−− R × R
πint−−−→ R

dense ∪ ∪ ∪ dense

Z[
√

2] 1−1←−−− L̃
1−1−−−→ Z[

√
2]

where L̃ = {(x, x?) : x ∈ Z[
√

2]} is a (rectangular) lattice in R2. In comparison to the
standard situation of model sets, compare [35], this cut and project scheme is self-dual, see
also [33, p. 418]. In particular, the ?-map is then one-to-one on Z[

√
2].

An explicit geometric realization of L̃ with basis vectors is

(16) L̃ =
〈( √

2
−
√

2

)
,

(
1
1

)〉
Z

which has the nice property that we can directly work with the standard Euclidean scalar
product for our further analysis (rather than with the quadratic form defined by the lattice).

In particular, we will later also need the dual lattice

(17) L̃∗ = {y ∈ R2 : xy ∈ Z for all x ∈ L̃} =
〈1

4

( √
2

−
√

2

)
,
1
2

(
1
1

)〉
Z

(note the different star symbol), which has the projections

L◦ = π(L̃∗) =
{1

2
(
m+

n√
2

)
: m,n ∈ Z

}
= πint(L̃

∗) = (L◦)? .

Note that the ?-map is well defined on the rational span of L which includes L◦.
Let us continue with the construction of our model set. By standard theory for the fixed

point of a primitive substitution, the sets Λa and Λb satisfy the equations

Λa = sΛa
.
∪

(
sΛa + (1 + s)

) .
∪ sΛb

Λb = sΛa + s

with s = 1 +
√

2 from above, and
.
∪ denoting the disjoint union of sets. Under the ?-map

followed by taking the closure, one obtains a new set of equations for the windows Wa = Λ?a
and Wb = Λ?b ,

Wa = s?Wa ∪
(
s?Wa + (1 + s?)

)
∪ s?Wb

Wb = s?Wa + s?

where s? = 1 −
√

2 is less than 1 in absolute value. This new set of equations constitutes a
coupled iterated functions system that is a contraction. By standard Hutchinson theory, there
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is a unique pair of compact sets Wa and Wb that solves this system, compare [6, Thm. 1.1
and Sec. 4] for details. It is easy to check that this solution is given by

(18) Wa =
[√

2−2
2 ,

√
2

2

]
, Wb =

[
−

√
2

2 ,
√

2−2
2

]
.

From here, one can also see that W = Wa ∪Wb =
[
−

√
2

2 ,
√

2
2

]
is the window for the full set

Λ = Λa∪̇Λb, with W = W ◦. Moreover, since ±1/
√

2 are not elements of Z[
√

2], we see that
Λ = f(W ) = f(W ◦), so that Λ (and also Λa and Λb) are regular, generic (or non-singular)
model sets. The density of Λ is dens(Λ) = 1/2.

The deformation is now achieved by a suitable function ϑ : R −→ R which is continuous on
W and vanishes on its complement. This is consistent with (7) because the deformation rule
(12) does not require the knowledge of ϑ for any value outside of W . A simple but interesting
candidate is

(19) ϑ(y) =

{
αy + β, y ∈W
0, y 6∈W

with some constants α, β ∈ R. For admissible values of α, the affine nature of ϑ on W has
the effect of changing the relative length ratio of the a and b intervals, with β being a global
translation. It is easy to check that the admissible values of α include

−1 < α < 3 +
√

2

which results in the ratio

(20) % =
length(aϑ)
length(bϑ)

= 1 +
1− α
1 + α

√
2.

Here, we use aϑ and bϑ for the intervals that result from the deformation (19). For a given
ratio, the parameter α is given by α = (

√
2 + 1− %)/(

√
2− 1 + %). We will come back to this

discussion in the next section.
Of particular interest is the fact that one does not only get the theoretical result of pure

point diffraction, but also an explicit formula for the diffraction measure. A detailed account
for its calculation can be found in [11], which can also be derived explicitly via Weyl’s lemma
on uniform distibution, compare [43, 36] for a formulation of the latter in the context of model
sets. The result is

(21) γ̂Λϑ
=

∑
k∈L◦
|Aϑ(k)|2 δk

where the so-called Fourier-Bohr coefficients (or diffraction amplitudes) are given by

(22) Aϑ(k) =
1

2
√

2

∫
W
e2πi(k

?y−kϑ(y)) dy

for all k ∈ L◦, and Aϑ(k) = 0 otherwise. Note that Aϑ(0) ≡ 1/2 = dens(Λ) in agreement
with a previous remark.

To arrive at (21) and (22), one first shows that Aϑ(k) must vanish for all k 6∈ L◦, which
is part of [11, Thm. 2.6]. Then, let k ∈ L◦, and consider the points of Λ in a (large) finite
patch, e.g., in the ball Br(0) of radius r around 0. We denote such a patch by Λ(r) and set

Λ
(r)
ϑ = {x+ ϑ(x?) : x ∈ Λ(r)}.
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If we place unit point measures at the points of Λ(r)
ϑ , we obtain a finite measure whose Fourier

transform exists and reads∑
x′∈Λ(r)

ϑ

e−2πikx′ =
∑
x∈Λ(r)

e−2πi(kx+kϑ(x?)) =
∑
x∈Λ(r)

e2πi(k
?x?−kϑ(x?))

where the last step used the fact that e−2πi(kx+k?x?) = 1 for k ∈ L◦ and x ∈ L. Now, after
dividing by the volume of Br(0), one obtains the coefficient Aϑ(k) by taking the limit as
r →∞, which exists and gives (22) by Weyl’s lemma.

Let us also mention that, if we use the formulation via measures, the diffraction formula
(21) remains valid for all (continuous) functions ϑ, not just for those which preserve the
Delone property.

For our special choice (19), one obtains

(23) Aα,β(k) = e−2πiβk sin(z)
2z

∣∣∣
z=π(αk−k?)

√
2

for all k ∈ L◦.

8. Topological conjugacy and further aspects

In this section, we briefly comment on the question whether (Ωλ, α) is topologically conju-
gate to (Ω,α). A deformed model set need not be topologically conjugate to the undeformed
system. In our silver mean example, with the deformation function ϑ of (19), we can find
values of the scaling parameter α where the factor becomes periodic, while Λ itself (which
corresponds to α = β = 0) is aperiodic. In such a case, in view of Corollary 2, we cannot
have topological conjugacy. Note that, in contrast to [12], we do not keep track of the type
of the intervals here. If we did that (e.g., by giving different weights to the points of a and b
intervals), topological conjugacy would always be preserved under the deformation.

In particular, α = 1 (which gives % = 1) results in Λϑ = 2Z + β. Eq. (21) then reduces
to γ̂Λϑ

= 1
4δZ/2, as it has to. This is a concrete example of the phenomenon of an extinction

rule, which can often be used to detect situations where topological conjugacy fails. Here, by
analyzing (23) in detail, one finds that the Fourier-Bohr spectrum

Σα,β := {k ∈ R : Aα,β(k) 6= 0}
is independent of β, but depends on α. Concretely, one has〈

Σα,β
〉

Z =

{
1
2Z, α = 1
L◦ , otherwise.

Here, the Z-span is needed because one can have systematic extinctions also for α 6= 1. This
happens for α ∈ Q and for α = 1 + r

√
2 with r ∈ Q, through solutions of sin(z) = 0 in

(23). Such an extinction phenomenon is usually linked to the existence of symmetries. In our
case, for these special values of α, the point set Λϑ admits an inflation symmetry, and the
extinctions can be understood from that [17], see [18] for a general discussion.

Whenever α 6= 1, the deformed model Λϑ set is actually topologically conjugate to the
original model set Λ, though in general not via a local derivation rule, compare [13] for a
recent clarification of the relation between these concepts.

Another interesting phenomenon is the appearance of periodic diffraction, even if the un-
derlying structure is non-periodic. For simplicity, let us concentrate on the case β = 0.
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Whenever % of (20) is a rational number, % = p/q say with p, q coprime, the set of positions
of Λϑ is a subset of a lattice in R (of period λ = length(aϑ)/p = length(bϑ)/q). Consequently,
by [1, Thm. 1], the diffraction measure of the corresponding Dirac comb is periodic, with
period 1/λ. As the diffraction is also pure point, by our Theorem 6, it is of the form µ ∗ δZ/λ,
where µ is a finite positive pure point measure on [0, 1/λ). Unless α = 1, the Fourier-Bohr
spectrum is dense in R, and the underlying Dirac comb based on Λϑ is not periodic. So, in
our example, failure of topological conjugacy coincides with the existence of periods for Λϑ.

In the example, and also in our general discussion, we started from a model set and con-
structed a deformation scheme. In general, a deformation will not result in another model
set, though its Fourier-Bohr spectrum remains unchanged. The latter is of central importance
for the actual structure determination in crystallography, e.g., from a diffraction experiment.
It is often implicitly assumed that the underlying structure is a model set, but our above
analysis shows that this need not be the case. An important open question is thus how to ef-
fectively characterize model sets versus deformed model sets by means of intrinsic properties,
preferably by easily accessible ones. Some first results can be infered from [4], but more has
to be done in this direction.
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[2] M. Baake and M. Höffe, Diffraction of random tilings: Some rigorous results, J. Stat. Phys. 99
(2000) 219–261; math-ph/9904005.

[3] M. Baake and D. Lenz, Dynamical systems on translation bounded measures: Pure point dynamical
and diffraction spectra, Ergodic Th. & Dynam. Syst. (2004), in press; math.DS/0302061.

[4] M. Baake, D. Lenz and R.V. Moody, A characterization of model sets by dynamical systems, in
preparation.

[5] M. Baake and R.V. Moody, Diffractive point sets with entropy, J. Phys. A: Math. Gen. 31 (1998)
9023–9039; math-ph/9809002.

[6] M. Baake and R.V. Moody, Self-similar measures for quasicrystals, in: [7], pp. 1–42;
math.MG/0008063.

[7] M. Baake and R.V. Moody (eds.), Directions in Mathematical Quasicrystals, CRM Monograph
Series, vol. 13, AMS, Rhode Island (2000).

[8] M. Baake and R.V. Moody, Weighted Dirac combs with pure point diffraction, J. Reine Angew.
Math. (Crelle) 573 (2004) 61–94; math.MG/0203030.

[9] P. Bak, Icosahedral crystals from cuts in six-dimensional space, Scripta Met. 20 (1986) 1199–1204.
[10] C. Berg and G. Forst, Potential Theory on Locally Compact Abelian Groups, Springer, Berlin

(1975).
[11] G. Bernuau and M. Duneau, Fourier analysis of deformed model sets, in: [7], pp. 43–60.
[12] A. Clark and L. Sadun, When size matters: Subshifts and their related tiling spaces, Ergodic Th.

& Dynam. Syst. 23 (2003) 1043–1057; math.DS/0201152.
[13] A. Clark and L. Sadun, When shape matters: Deformations of Tiling spaces, Ergodic Th. &

Dynam. Syst. (2004), in press; math.DS/0306214.



228 MICHAEL BAAKE AND DANIEL LENZ

[14] J.M. Cowley, Diffraction Physics, 3rd ed., North-Holland, Amsterdam (1995).
[15] M. Denker, C. Grillenberger and K. Sigmund, Ergodic Theory on Compact Spaces, Lecture Notes

in Mathematics, vol. 527, Springer, Berlin (1976).
[16] S. Dworkin, Spectral theory and X-ray diffraction, J. Math. Phys. 34 (1993) 2965–2967.
[17] B.N. Fisher, private communication (2004).
[18] B.N. Fisher and D.A. Rabson, Group cohomology and quasicrystals, I: Classification of two-

dimensional space groups, Ferroelectrics 305 (2004), 37–40; and II: The three crystallographic
invariants in two and three dimensions, Ferroelectrics 305 (2004), 25–28.

[19] H. Furstenberg, Recurrence in Ergodic Theory and Combinatorial Number Theory, Princeton
Univ. Press, Princeton, NJ (1981).

[20] J. Gil de Lamadrid and L.N. Argabright, Almost Periodic Measures, Memoirs of the AMS, vol.
85, no. 428, AMS, Providence, RI (1990).
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