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ABSTRACT

The effects of optimal initial error on the short-range prediction of transition processes between theKuroshio

Extension (KE) bimodalities are analyzed using a reduced-gravity shallow-water model and the singular vector

(SV) approach. Emphasis is placed on the spatial structures, growing processes, and effects of the SVs. The

results show that the large values of the SVs are mainly located in the first crest region of the KE (around 358N,

1448E) and in the Kuroshio large meander (KLM) region south of Japan (around 328N, 139.58E). The fast

growths of the SVs have important impacts on the prediction of transition of theKEbimodality. The initial error

with1SVpattern (with positive anomalies in the first crest region of theKEand negative anomalies in theKLM

region) tends to strengthen theKE and shift it toward the high-energy state, while the error with2SVpattern is

prone to weaken the KE and shift it toward the low-energy state. In addition, the SV-type initial errors grow

more quickly in the transition phase of the KE from the high-energy to the low-energy state than in the opposite

transition phase. A perturbation energy analysis illustrates that different physical processes are responsible for

the error growth in the KE region for different transition phases of the KE; barotropic instability plays a

dominant role in the error growth in the low-to-high (LH) energy phase, while the error evolution in the high-to-

low (HL) energy phase is mainly caused by advection processes.

1. Introduction

The Kuroshio Extension (KE) is a strong eastward

inertial meandering jet originating from the east coast-

line of Japan and formed by the confluence of the

Kuroshio andOyashio western boundary currents of the

North Pacific wind-driven subtropical and subpolar gyres,

respectively (e.g., Qiu 2002). Qiu and Chen (2005, 2010)

showed that the KE exhibits a distinctive low-frequency

variability (LFV) of bimodal character on the decadal

time scale, which exhibits transitions between a highly

energetic elongated state (characterized by two stable

anticyclonic meanders known as ‘‘crests’’ between 1408
and 1528E and by a strong southern recirculation gyre)

and a weaker, more convoluted and variable, and less

zonally elongated contracted state.

That KE LFV has important effects on the weather,

climate, and fisheries. For example, Qiu (2000) and

Seager et al. (2001) pointed out that variations of the KE

state can bring about strong sea surface temperatureCorresponding author: Prof. Youmin Tang, ytang@unbc.ca
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(SST) anomalies. Some studies found that these SST

anomalies in the KE region have significant effects on

the Pacific storm tracks, the development of clouds, the

atmospheric transient eddy heat fluxes in the Northern

Hemisphere winter, and the large-scale atmosphere

circulation (O’Reilly and Czaja 2015; Tokinaga et al.

2009; Frankignoul et al. 2011; Kwon and Joyce 2013). In

addition, Nishikawa et al. (2011) found that the survival

rate of Japanese sardines has a significant correlation

with the variabilities of SST andmixed layer depth in the

KE region. Because of these influences, the dynamics

and predictability studies of the KE LFV have attracted

the attention of many researchers (e.g., Qiu 2003; Qiu

and Chen 2005, 2010; Kelly et al. 2010; Nonaka et al.

2012, 2016).

Different dynamical mechanisms potentially re-

sponsible for the KE LFV have been investigated. Qiu

and Chen (2005) showed that the KE LFV cannot be

explained as a direct response to atmospheric fluctua-

tions, which is not surprising since the KE jet is highly

nonlinear. Hence, the intrinsic oceanic mechanisms are

expected to play a dominant role. Nonetheless, the at-

mospheric variability does play an important role: by

analyzing the sea surface height (SSH) signal derived

from satellite altimetric data, Qiu and Chen (2005, 2010)

showed that westward-propagating Rossby wave anom-

alies generated in the eastern North Pacific by the wind

stress anomalies at different phases of the Pacific decadal

oscillation are in synchrony with the low-frequency po-

sitional shifts of the KE. This apparent paradox can be

resolved by considering the KE decadal cycle as a case of

intrinsic oceanic variability excited, and therefore paced,

by the atmospheric forcing (Pierini 2014).

The above-mentioned intrinsic oceanic mechanisms

have been explored in several modeling studies both in

the context of the double-gyre problem of the wind-

driven ocean circulation with different degrees of ide-

alizations (e.g., Dijkstra and Ghil 2005; Schmeits and

Dijkstra 2001; Pierini 2006) and with high-resolution

ocean general circulation models (OGCMs; e.g.,

Taguchi et al. 2007, 2010; Nonaka et al. 2006, 2012;

Douglass et al. 2012; Kurogi et al. 2013). It is worth

mentioning that Pierini (2006) and Pierini et al. (2009)

used a 1.5-layer reduced-gravity shallow-water model of

the North Pacific with a steady wind stress forcing to

simulate the LFV of the KE. Despite the relatively

idealized setting of themodel study, themain features of

the modeled LFV correspond fairly well with those de-

termined from observations. Although no general con-

sensus has been reached on the detailed dynamical

mechanisms that lead to the KE LFV, these model

studies provide useful guidance for the simulation and

prediction of the phenomenon.

Although no operational forecast has been developed

for the KELFV, predictability studies have been carried

out [e.g., Nonaka et al. 2012; Kramer et al. 2012; Qiu

et al. 2014; see Pierini et al. (2014) for a review]. By

considering the wind-forcing mechanism mentioned

above, Nonaka et al. (2012) estimated the predictability

time for the transitions between the KE states by cor-

relation analysis: they showed that the SSH anomalies in

the eastern North Pacific resulting from wind stress

anomalies will take about three years to propagate to

the KE region. Therefore, they suggested that the

transitions of the KE states could be predicted three

years in advance. Qiu et al. (2014) considered the cou-

pling between the KE and atmosphere and found that

the predictive time limit is 4–6 years.

In predictability studies of frontal-scale fluctuations such

as the KE LFV, consideration of the oceanic intrinsic in-

stabilities is very important. In fact, those instabilities may

cause the rapid growth of an initial error in a short term,

which will influence the results of the numerical prediction.

In the predictability study of the weather and climate, the

initial error growth has been investigated using various

approaches (e.g., Farrell 1990; Simmons et al. 1995; Mu

et al. 2007), among which the singular vector (SV) method

is widely used. For the predictability of ocean currents, the

SV method has been used to explore the optimal error

growths in the prediction of the Gulf Stream state (Moore

and Mariano 1999) and the Kuroshio large meander

(KLM) south of Japan (Fujii et al. 2008). As Ehrendorfer

and Tribbia (1997) pointed out, for numerical forecasts,

sampling the fastest growing errors among all possible ini-

tial errors is most important. The SV approach can in fact

determine this kind of initial error that grows most rapidly

under the assumption that the growth is linear in time.

In this context, we will employ the SV method to

explore the effects of the initial SSH error on the pre-

diction of the transition of the KE states in the shallow-

water model developed by Pierini (2006), which is able

to capture some relevant observational features of the

KE variations. Taking into account that the corre-

sponding adjoint model is not available, we will utilize

an adjoint-free ensemble-based strategy introduced by

Kleeman et al. (2003) to calculate the SV. This strategy

has also been applied to some realistic climate models to

obtain the climatically relevant SV (Tang et al. 2006;

Hawkins and Sutton 2011; Islam et al. 2016). Moreover,

we will analyze the spatial structure characteristic of the

optimal initial error obtained through the SV method

and its growing processes to reveal the dynamical

mechanism of the error growth. This study will con-

tribute to providing effective strategies for developing

the ensemble prediction system of the KE and useful

guidance for improving the prediction skills of the KE.
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The paper is organized as follows. In section 2, the

numerical model and the SV method are introduced.

The leading SV and its robustness are discussed in sec-

tion 3. In section 4 the evolution processes of the leading

SV are investigated. Finally, in section 5 conclusions

are drawn.

2. Model and method

a. The shallow-water model

In this study, we use the 1.5-layer reduced-gravity

shallow-water model of Pierini (2006) to simulate the

KE LFV. The same model has been extended to in-

vestigate the roles of North Pacific Ocean basin geom-

etry, stochastic winds, and time-dependent North Pacific

Oscillation (NPO) wind forcing in the simulation of the

KE LFV (Pierini 2008, 2010, 2014). The effects of the

ocean observations on the prediction of the KE state

have been analyzed by Kramer et al. (2012) with the

same modeling tool.

Despite the relative simplicity of this KE model, its

performance is good in many respects: see section 3 of

Pierini (2006) for the validation of the modeled mean jet

with climatological data and sections 4a and 4b of the

same article and section 2b of Pierini et al. (2009) for the

validation of the modeled KE decadal variability with

altimetric data. In those studies the limits of the model

are acknowledged and discussed, but it is significant that

such amodel can nonetheless produce relatively realistic

intrinsic KE cycles thanks to the inclusion of essential

elements of realism in the model implementation. KE

models that should in principle be more realistic yield

less realistic KE cycles, or they do not yield them at all.

For an explanation, see section 3 of Pierini (2014) and

section 2 of Pierini (2015) for a detailed analysis of the

modeling problems that can explain such an apparently

paradoxical situation.

Although baroclinic instability is known to play amajor

role in the dynamics of the Kuroshio Current south of

Japan (e.g.,Miyazawa et al. 2004; Tsujino et al. 2006;Usui

et al. 2008), the good performance of our model (that

does not include baroclinic instability processes) in the

KE LFV suggests that barotropic instability is likely to

play a major role in the KE jet transitions. The recent

work of Wang et al. (2016) based on altimetric and Argo

data support the conclusion that baroclinic instability is

not the dominant mechanism influencing the decadal

modulation of the mesoscale eddy field in the KE region,

while barotropic instability is found tomake an important

contribution to the decadal modulation.

The ocean model used here is, therefore, a valuable

tool to analyze basic aspects of the KE LFV and, thanks

to its limited computational cost compared to OGCMs,

is particularly suitable for implementing the complex

mathematical procedure developed in the present study

to investigate the effects of singular-vector-type initial

errors on the short-range prediction of the KE.

We now briefly describe the ocean model [for any

other details see Pierini (2006)]. The ocean is assumed to

consist of a single active layer superimposed on an

infinitely deep and quiescent lower layer. The ocean

dynamics is thus governed by the following reduced-

gravity shallow-water equations:
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where u and y are the zonal and meridional velocity

components, respectively, h 5 D 1 h is the upper-layer

thickness, where D 5 500m is the undisturbed layer

thickness and h is the interface displacement (positive

downward), t(x) is the wind stress, AH 5 220m2 s21

and g 5 5 3 1024m21 are the lateral eddy viscosity

and interfacial friction coefficients, respectively, g0 5
gDr/r 5 0.045m s22 is the reduced gravity, Dr/r is the

relative variation of density between the two layers, and

f is the Coriolis parameter.

To simulate the KE, the model domain is set as a part

of the Pacific basin (58S–558N, 1228E–1208W) with a

schematic coastline in the western boundary, as shown

in Fig. 1 [the importance of these geometric features has

been discussed in Pierini (2008)]. The spatial resolution

FIG. 1. The model domain (58S–558N, 1228E–1208W) and cli-

matological wind stress curl (31028 Nm23) used in the simula-

tions. The area A denotes the KE region.
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is Dx5Dy5 20 km and the time step is 20min. The flow

is driven by a steady zonal wind stress field (its curl is

shown in Fig. 1), which is an analytical approximation of

the climatological zonal wind field. The SSH ~h (positive

upward) is obtained from the following relation:

~h ffi hDr/r . (2)

Further details can be found in Pierini (2006).

The model is integrated for 300 yr from vanishing

initial conditions. The first 40 yr are discarded because

they belong to the spinup phase, so the subsequent

260 yr are used in the following analysis. Following

Pierini (2006), to characterize the different dynamical

states of the KE, the kinetic and potential energy in the

KE region denoted as A (Fig. 1) are used:

E
K
(t)5

1

2

ðð
A

h(u2 1 y2) dx dy; E
P
(t)5

1

2
g0
ðð

A

h2 dx dy .

(3)

It should be stressed that the kinetic energy EK(t) refers

to the total kinetic energy rather than the eddy kinetic

energy. Figures 2a and 2b show the time series of the

monthly averaged kinetic energy and potential energy.

The two time series are very similar with a correlation

coefficient of 0.99, and both exhibit the typical decadal

changes of the modeled KE, indicating that the two se-

ries can both represent the KE LFV. Pierini (2006)

showed that the high-energy state corresponds to the

elongated state of the KE, while the low-energy state

corresponds to the contracted state, which is consistent

with the result derived from SSH observations by Qiu

(2003). In addition, as already pointed out, Pierini et al.

(2009) have compared the simulations obtained by the

current model and the observational SSH data and

confirmed that the modeled KE bimodal cycle agrees

well with the observed one. This motivates us to in-

vestigate the predictability of the transition of the KE

states using this model. Notice that, for the sake of

FIG. 2. Time series of the monthly averaged (a) kinetic energy and (b) potential energy

(1013m5 s22) integrated over the KE region A (Fig. 1) using Eq. (3). The correlation co-

efficient between these two time series is 0.99. (c) The enlargement of the time series of the

potential energy in (b) and (d) the time series of the tendency of the potential energy

(106m5 s23), both for the years 140–170. The vertical dashed lines denote the start and end

points of each chosen transition process. The two gray lines in (d) correspond to the tendencies

0.3 and 20.26 3 106m5 s23, respectively.
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simplicity, the modeled bimodal states of the KE are

labeled as high- and low-energy states in the following

discussion.

b. Singular vector method

In this subsection, we will recall the SV method (e.g.,

Buizza and Palmer 1995; Kleeman et al. 2003). A gen-

eral dynamical system can be written formally as

X(t1Dt)5M[X(t)] , (4)

where X is the state vector of the system and M is a

nonlinear propagator. If there exists a ‘‘small’’ error x at

time t, Eq. (4) becomes

X(t1Dt)1 x(t1Dt)5M[X(t)1 x(t)] , (5)

where x(t 1 Dt) denotes the evolution of the error x(t).

Subtracting Eq. (4) from Eq. (5), the evolution of the

error can be approximated by the following linear

equation:

x(t1Dt)5Lx(t) , (6)

where L is the tangent linear approximation of the

nonlinear propagator M at time t with the expression

L 5 ›M[X(t)]/›X. For the linear system in Eq. (6), the

SV approach is to find the error that grows fastest among

all the errors with the same magnitude during the in-

tervalDt. The SV can then be obtained by calculating the

eigenvectors of LTL, where the superscript T denotes the

transpose.

In general, to obtain the SV, the tangent and adjoint

models of the original forward numerical model need to

be developed, but this is very difficult, or even intractable,

for complicated oceanic and atmospheric models. In ad-

dition, for seasonal or longer time scale predictions, it is

important to filter out small-scale noise while retaining

large-scale processes. To address these issues, we adopt

the ensemble-based strategy proposed by Kleeman et al.

(2003) to calculate the SV. The procedure of this strategy

is summarized in the following eight steps:

1) Choose the variables that are perturbed at the initial

time. In our reduced-gravity shallow-water model, a

streamfunction can be defined by the SSH ~h [i.e.,

u 5 (g/f)~h]. The velocities u and y can thus be

approximated by the spatial derivatives of ~h (the

Ekman component of flow velocity is assumed

negligible), according to u52›u/›y and y52›u/›x.
Thus, when the SSH field is perturbed, the veloc-

ity perturbation can be easily obtained during

the adjustment of the SSH perturbation. There-

fore, we only perturb the SSH ~h [or h according

to Eq. (2)].

2) Calculate the leading five empirical orthogonal func-

tion (EOF) modes of the SSH anomaly field. The last

260-yr monthly mean SSH anomaly data from the

300-yr control integration of the model are used to

compute the five EOFs, which are shown in Fig. 3.

The first EOF is an LFV mode of the KE associated

with the variability of the Kuroshio south of Japan

and explains 51% of the total variance. The second

EOF is a variability mode of the Kuroshio south of

Japan with 22.8% explained variance. The third,

fourth, and fifth EOFmodes represent the mesoscale

or higher-frequency variations in the KE region

with a small explained variance. Here we use the

covariance EOFs rather than the correlation EOFs

used by Kleeman et al. (2003) because the SV

derived from the correlation EOFs exhibits small-

scale structures (not shown) having no significant

effects on the prediction of the KE.

3) Choose the background states from the control

integration. This study mainly focuses on the transi-

tions between the KE bimodalities. For the sake of

simplicity, we denote the transition from the low- to

the high-energy state as the low-to-high (LH) energy

phase and the opposite as the HL phase. To define

the transition phases of the KE bimodality, we show

the time series of the potential energy for 140–170 yr

and its tendency in Figs. 2c and 2d.When the KE is in

any of the two (high or low energy) states, the ab-

solute value of the tendency is small; on the contrary,

when the KE is in a transition phase, the absolute

value attains a relative maximum. Hence, the KE

transition periods are defined as those in which the

absolute value of the tendency of the potential en-

ergy is large. More precisely, the LH energy phase

occurs when the tendency of the potential energy is

greater than 0.3 3 106m5 s23, while the high-to-low

(HL) energy phase occurs when the tendency is less

than20.263 106m5 s23 (see the two horizontal lines

in Fig. 2d). To confirm that the above criteria can

actually identify the KE transition phases, we also

examine the spatial structures of the SSH field in the

KE region. Since the transition processes are similar

for the same transition phase, we show the SSH map

for the two transition processes LH1 and HL1 in

Fig. 4. For LH1 (Figs. 4a–c), the KE starts with a low-

energy state at the initial time characterized by a

weak crest around (358N, 1438E); subsequently, the
crest becomes stronger as the KE transits toward the

high-energy state. The opposite process can be seen

in Figs. 4d–f for HL1: now the KE shifts from the

high-energy state to a low-energy state. Naturally,

the two transitions are asymmetrical in the model

(see Pierini 2006), as in SSH observations. According
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to the criteria each transition phase of the KE has a

period of;1 yr, which can also be seen from Fig. 2d.

In the following, we choose six transition processes

to determine the background states: three for the LH

phase (denoted by LH1, LH2, and LH3) and three

for the HL phase (denoted by HL1, HL2, and HL3).

These are shown in Fig. 2d (vertical dashed lines).

Each LH transition process begins when the ten-

dency is close to 0.3 3 106m5 s23, while for HL each

transition process begins when the tendency is close

to20.263 106m5 s23. The accurate starting time for

each transition process is listed in Table 1. Further-

more, for convenience the period for each process is

always taken as 360 days, which approximately cor-

responds to the period of the KE transition phase.

Based on this choice, it should be noted that, since

differences exist between any two transitions (even

for the same phase) due to the chaotic nature of the

flow (Pierini 2006), the tendencies of the final points

are only around 0.3 3 106m5 s23 for the LH phase

and 20.26 3 106m5 s23 for the HL phase, but not

exactly equal to them, as shown in Fig. 2d. Also, it is

worth pointing out that the potential energy of the

starting point for HL2 is greater than those for HL1

and HL3 (Fig. 2c). The reason is that the KE un-

dergoes faster transition inHL2 as shown by the larger

tendency in Fig. 2d. It should also be noted that al-

though the starting points are different, the potential

energies of the final points for HL1, HL2, andHL3 are

basically the same (Fig. 2c).

In this study, we mainly focus on the effects of

initial error growth on the short-range prediction of

theKE transition process. So the lead time is taken as

180 days. This choice is based on the following

consideration: the linear approximation is valid

during 180 days (see section 3b), which is a pre-

condition for applying the SV approach. We also

tested the validity of the linear approximation for a

longer lead time such as 360 days and found that the

approximation becomes invalid for such a lead time.

FIG. 3. The leading five EOFmodes of the monthly mean SSH anomaly field (cm). The explained variance (%) for

each EOF mode is reported in each panel.
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For each transition process, we consider that the

predictions with the lead time of 180 days are per-

formed starting at every 30 days until the predictions

cover the whole transition period of 360 days. Taking

LH1 as an example, suppose that its starting time is

day 0 (as shown in Fig. 4a); the starting prediction

times are day 0, day 30, until day 180, respectively. As

such, the seven predictions are performed for each

transition process. To investigate the effects of the SV-

type initial error on the prediction, the SV is calculated

for each prediction. Naturally, the state in the control

integration corresponding to each prediction is taken

as the background state. Hence, for each transition

process we obtain seven background states to compute

the SV. These states are labeled in Table 1.

4) Run an ensemble of m forecasts with the lead times

of Dt 5 180 days for each background state. In each

of the ensemble members, the initial SSH field is

perturbed by a random Gaussian white noise with

standard deviation 53 1024m. For each background

state, the ensemble mean of the forecasted SSH is

denoted by c0(t), where t 5 t0 1 Dt.

5) Add the leading five EOF modes ei (i 5 1, 2, . . . , 5)

obtained in step 2 to the initial conditions of step 4 to

generate five new forecast ensembles (each with m

members). To ensure the linearity of the error

growth and simultaneously ensure that the resulting

prediction errors are not too small, the EOF modes

are scaled by a factor of 0.85 (this choice is based on

sensitivity experiments). The corresponding ensem-

ble means of the SSH are denoted by ci(t).

6) Obtain the reduced-state space matrix ~L of the linear

propagator L by minimizing the residual term in the

following equations:

Le
i
5 dc

i
(t)[c

i
(t)2 c

0
(t)5�

5

j51
l
ij
e
j
1 residual, (7)

where lij is the element of the matrix ~L.

7) Define the initial and final norms to calculate the SV.

To measure the amplitude of the initial SSH error,

the initial norm is defined as the sum of the squares

of the initial errors over the whole model domain;

that is, k~h0(t0)k5 hN~h0(t0), N~h0(t0)i, where the angle

TABLE 1. Details for the chosen KE transition processes that are marked in Fig. 2c. For each transition process, seven background states

are determined to compute the SV.

The KE transition phase Transition process Starting time (yr) Transition period (days) Number of background state

LH phase LH1 141.918 360 7 (LH1bi, i 5 1, 2, . . . , 7)

LH2 152.690 360 7 (LH2bi, i 5 1, 2, . . . , 7)
LH3 161.480 360 7 (LH3bi, i 5 1, 2, . . . , 7)

HL phase HL1 147.274 360 7 (HL1bi, i 5 1, 2, . . . , 7)

HL2 156.397 360 7 (HL2bi, i 5 1, 2, . . . , 7)

HL3 166.877 360 7 (HL3bi, i 5 1, 2, . . . , 7)

FIG. 4. SSH components (cm) of the KE transition processes (a)–(c) LH1 and (d)–(f) HL1.
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bracket represents the inner product, ~h0(t0) repre-

sents the vector that consists of the initial SSH error,

and the projection matrix N equals the identity

matrix I. In addition, because the potential energy

over the KE region [Eqs. (3)] can well distinguish

the different states of the KE, as shown in Fig. 2b, the

final norm is defined as the sum of the squares

of the SSH predictive error at the final time within

the KE region A (Fig. 1); that is, k~h0(t0 1Dt)k 5
hP~h0(t0 1Dt), P~h0(t0 1Dt)i, where ~h0(t0 1Dt) repre-
sents the vector that consists of the SSH predictive

error, and the projection matrix P is defined to be

diagonal with unit entries for the area A and zero

elsewhere. Now we have to transform the initial and

final projection matrixes in the model space into the

reduced-state space, in which the SV is calculated.

According to the formulas derived by Tang et al.

(2006), the initial and final projection matrixes in the

reduced space can be written as follows:

N
R
5ETNTNE5 I; P

R
5ETPTPE . (8)

In Eq. (8), the columns of E are the EOF modes ei.

Note that the orthogonality of the EOF modes has

been used in Eq. (8).

8) Obtain the SV in the reduced-state space from the

following eigenvalue equation:

~LTP
R
~Ls

k
5s2

ksk , (9)

where sk is the kth SV, and sk is the kth singular

value. The SV sk can be transformed back into the

model space through Esk. Accordingly, the final

amplified vector on the model space is E(~Lsk).

It can be seen from the above steps that, unlike the

traditional procedure for calculating the SV, the ensemble-

based strategy does not require the tangent linear and

adjoint models. Hence, the strategy is very cost-effective.

3. Singular vector and its robustness

As stated above, the SV can be computed using the

ensemble approach. Here the SV is calculated using five

EOF modes and 20 ensemble members for each back-

ground state (notice that 25 members are used to test the

sensitivity for LH1b1 andHL1b1, as shown in section 3b).

In this section, wewill explore some properties of the SVs

for different background states and the sensitivity of the

SVs to various choices of the implementation scheme.

a. The leading SV

In this study, we consider the leading SV (i.e., the first

SV) that has maximum singular value. The average

singular value for each transition process is shown in

Fig. 5 (see the bars). For each transition process, the

maximal and minimal singular values obtained from

seven different background states are also plotted in the

figure, as indicated by the top and bottom error bars.

Interestingly, although the singular values for different

background states are different, the average singular

values for the HL transition phases are larger than those

for the LH phases. The minimal singular value for the

HL phase is also larger than the average value for the

LH phase. These indicate that the SVs generally grow

faster in the HL phases than in the LH phases. That is to

say, the growing rates of the SVs depend on the transi-

tion phases of the KE. From the point of view of the

error growth, the transition processes belonging to the

LH phase appear to be more predictable than those of

the HL phase, because the initial errors grow more

slowly in the LH phase. This is consistent with the result

derived from the Lyapunov exponents computed by

Pierini et al. (2009).

Figure 5 indicates that the average singular values are

close for the same transition phase of the KE. Further-

more, the singular values for the first background

states in the transition processes LH1 andHL1 (denoted

by LH1b1 and HL1b1; their patterns are shown in

Figs. 4a,b and 4d,e) are 2.0 and 3.0, respectively, which is

very close to the mean singular values for the LH and

HLphases. For simplicity, we choose LH1b1 andHL1b1

to present the results in the following analysis.

The spatial patterns of the SVs for LH1b1 and

HL1b1 are shown in Fig. 6 (shaded). It is found that

although the specific patterns for different background

states are different, both SVs have large negative

FIG. 5. Mean of singular values for seven background states in

each transition process. Blue and red bars denote the mean values

for the LH phase and the HL phase, respectively. Themaximal and

minimal singular values for each transition process are represented

as error bars.
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anomalies in the KLM region south of Japan [around

(328N, 139.58E)] and positive anomalies in the first crest

region of the KE [around (358N, 1448E)]. To further

investigate the pattern features of the SVs, the poten-

tial vorticity (PV) distributions of the initial back-

ground states are also plotted in Fig. 6 (contour). It is

found that the large values of the SV-type initial errors

almost lie in the PV frontal region and its adjacent area,

especially in the KLM region. As pointed out by

Kramer et al. (2012), these are areas where barotropic

instability may take place. Hence, the errors in these

regions can grow faster. The concretemechanism of the

error growth will be analyzed in section 4b.

The above discussion has illustrated the essential features

of the singular values and SVs for different background

states. In section 4, we will investigate the evolution pro-

cesses of the SV and its growing mechanism. Before that,

however, the robustness of the SV must first be assessed.

b. Robustness of the leading SV

We first examine the convergence of the leading SV

with respect to the number of the EOFs. Figure 7 shows

the patterns of the leading SVswith different numbers of

EOFs for LH1b1 and HL1b1, with a fixed ensemble size

m 5 20. The convergence of the SV pattern can be vi-

sually estimated from the figure. More specifically, the

dominant patterns are well represented by using three to

five EOFs for both LH1b1 and HL1b1. In addition, a

similar convergence can also be seen from the patterns

of the corresponding final amplified vector (not shown).

This implies that computing the leading SV based on the

leading five EOFs is appropriate, as done in this study.

In addition, the SV also depends on the choice of the

number of ensemble members. To examine this de-

pendence, we calculate the SV using different numbers of

ensemble members with five fixed EOFs. The obtained

singular values for a different number of ensemble

members are plotted in Fig. 8. For both LH1b1 and

HL1b1, the singular values converge to the individual

steady values when more than ;15 ensemble members

are used. We also investigate the changes of the patterns

of the SVs for LH1b1 and HL1b1 as the number of en-

semble members increases: the patterns are very similar

for different numbers of ensemble members (not shown).

Thus, the estimated SV and singular value are reliable

when using more than 15 ensemble members. In this

study, we use 20 ensemble members to compute the SV.

As discussed in section 2, the SV is obtained from the

tangent linear approximation of the nonlinear model,

which assumes that the growth of the error in the non-

linear model can be approximated by its linear growth.

To examine the validity of the linear approximation, we

superimpose the SVs shown in Fig. 6 (scaled by the factor

0.85) on the corresponding initial background state at

time t0 and then integrate the nonlinear model for Dt 5
180 days. The difference between the integration result

and the background state at time t0 1 Dt represents the
nonlinear growth of the SV. Figure 9 compares the non-

linear growth of the SV and its final amplified vector from

the linear propagator for LH1b1 and HL1b1. The figure

demonstrates that although there are some small differ-

ences between the nonlinear growth of the SV and the

final amplified vector, the main features of the patterns

are very similar. For example, the significant negative

anomalies in the KLM region and the positive anomalies

in the first crest region of the KE can be clearly seen for

both the nonlinear growth and the final amplified vector.

This reveals that the linear approximation is valid and the

calculations of the SVs are robust.

4. Growth of the SV and its mechanism

a. Growth process of the SV

The analysis of section 3a has revealed the basic

properties of the SVs and singular values. In this

FIG. 6. The first SV modes for SSH anomalies (shaded; cm) and

the PV distributions of the initial background states (contours,

interval5 1.3 3 1028 s21 m21) for (a) LH1b1 and (b) HL1b1. The

thick contour line denotes the 1.68 3 1027 s21 m21 PV level.
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subsection we investigate the growth processes of the

SVs and their effects on the short-range prediction of the

KE state. It is worthmentioning that the sign of the SV is

arbitrary because of the linear assumption. So we will

explore the growth processes for both the positive and

negative SVs (denoted by 1SV and 2SV) in the

nonlinear model.

To investigate the growth processes of the 1SV

and 2SV, we carried out two model integrations. In

these two integrations, the1SV and2SV (scaled by the

factor 0.85) are respectively superimposed on the initial

background state. The differences between the in-

tegration results and the background state at the corre-

sponding time reflect the growth processes of the 1SV

and2SV: these are shown in Figs. 10 and 11 for the SSH

anomaly components for LH1b1 and HL1b1. We can

see from the figures that the errors evolve gradually as

time increases and the growth processes are similar

for 1SV and 2SV but with opposite sign, especially

for LH1b1.

More specifically, for LH1b1, the evolution of

the1SV (Fig. 10, left) indicates that both the positive

anomalies located over the first crest of the KE

and the negative anomalies in the KLM region

strengthen. This may result in the intensification of the

first crest (anticyclonic meander) of the KE and the

cyclonic meander in the KLM region. To confirm this,

we examine the SSH patterns from the integrations

obtained with superimposing the 1SV and 2SV onto

the initial background states, for LH1b1 and HL1b1,

respectively, as shown in Fig. 12. Figure 12a indicates

that the first crest of the KE and cyclonic meander south

FIG. 7. The first SVs of SSH anomalies (cm) obtained by using different numbers of EOFs for

the background state (left) LH1b1 and (right) HL1b1.

FIG. 8. The evolution of the first singular values with the number

of ensemble members for the background states LH1b1 (solid line

left y axis) and HL1b1 (dashed line right y axis).

5970 JOURNAL OF CL IMATE VOLUME 30



of Japan are indeed stronger than the background state

shown in Fig. 4b. The enhancement of the first crest

further induces the KE to strengthen and to transit to-

ward the high-energy state. Considering that the back-

ground state LH1b1 represents the transition process of

the KE from the low-energy to the high-energy state,

the 1SV error promotes the forecasted KE to evolve

toward the high-energy state more quickly.

An almost opposite growth process for the 2SV can

be seen from Fig. 10 (right column). The intensifications

of the negative anomalies located over the first crest of

the KE and the positive anomalies in the KLM region

reduce the strength of the first crest and the cyclonic

meander south of Japan (cf. Figs. 12b and 4b), which

prevents the KE from shifting toward the high-energy

state, leaving it in the low-energy state (Fig. 12b).

For HL1b1, the evolution processes of the 1SV

and2SV are broadly similar to those for LH1b1, but the

transition process in the background state is opposite to

that of LH1b1. Hence, the 1SV error suppresses the

shift of the KE from the high-energy to the low-energy

state so that the forecasted KE remains in the high-

energy state (Fig. 12c). On the contrary, the 2SV en-

hances the transition process so that the forecasted KE

weakens. As shown in Fig. 12d, the first crest of the

forecasted KE can hardly be identified.

We have also analyzed the growth processes of the

SVs for other background states listed in Table 1. It is

found that although the details in the error growth

processes can slightly change for the same transition

phase, the main features are similar. For the LH phase,

the 1SV errors cause the forecasted KE to transit from

the low-energy to the high-energy state more quickly,

while the 2SV errors can suppress this transition pro-

cess. The opposite situation is found for the HL phase.

Furthermore, for most of the background states (17/21)

in the HL phase, the SV errors grow more quickly than

in the LH phase. This is consistent with the results ob-

tained by comparing the singular values, as illustrated in

section 3a.

In summary, the evolution of the SV type initial errors

has important impacts on the short-range prediction of

the transition processes of theKE bimodality. The initial

error with the 1SV pattern (the positive anomalies lo-

cated over the first crest of the KE and the negative

anomalies in the KLM region) tends to strengthen the

KE and shift the KE toward the high-energy state, while

the error with the2SV pattern tends to weaken the KE

and lead to the low-energy state. Also, the error growth

depends on the transition phases of the KE bimodality.

b. Analysis of the error growth mechanism

In this subsection, we will explore the dominant

mechanism causing the SV growth. Two questions will

be addressed: (i) What physical processes are re-

sponsible for the fast growth of the SV? (ii) Are the

FIG. 9. SSH anomaly components (cm) of the final amplified vector from (left) the linear propagator and (right)

the final state of the nonlinear growth of the SVs derived from the nonlinear model at time t0 1 Dt for the back-

ground states (top) LH1b1 and (bottom) HL1b1.
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mechanisms of the error growth different for the HL

phase and the LH phase?

To reveal the mechanism of the error growth, a per-

turbation energy analysis is performed. Here we exam-

ine the changes of the perturbation kinetic energies in

the growth processes of the SVs. The perturbation ki-

netic energy is defined as follows:

E 0
K(t)5

1

2

ðð
A

(h
b
1h0)[(u0)2 1 (y0)2]dx dy , (10)

where hb 5 D 1 hb is the upper-layer thickness com-

ponent of the background state and h0, u0, and y0 denote
the perturbations of the corresponding model variables

resulting from the growths of the SV initial errors. Be-

cause we mainly focus on the error growth in the KE

region, the integration domainA in Eq. (10) is chosen as

the KE region shown in Fig. 1.

We display the time series of the perturbation kinetic

energies caused by 1SV and 2SV for LH1b1 and

HL1b1 in Fig. 13. Obviously, the perturbation kinetic

energies for both LH1b1 andHL1b1 show the increasing

trend. Also, the perturbation kinetic energies are larger

for HL1b1 than for LH1b1 at day 180. This implies that

the errors for HL1b1 acquire more energy in their

growth processes.

To further investigate what physical process causes

the increase of the perturbation kinetic energy, we

derive the evolution equation of the perturbation ki-

netic energy based on the model Eq. (1), which is

shown in the appendix. For convenience, we denote

the perturbation kinetic energy at each model grid as

follows:

E 0
K,g(t)5

1

2
(h

b
1h0)[(u0)2 1 (y0)2] . (11)

FIG. 10. SSH anomaly components (cm) of the nonlinear evolution processes of the (left)

1SV and (right) 2SV for the background state LH1b1.
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As shown in the appendix, the evolution of the pertur-

bation kinetic energy can be formally written as

›E0
K,g(t)

›t
5ADV1BT1DIV1VF1WIND, (12)

where the first term on the right-hand side denotes the

advection (ADV)effect caused by the SVperturbation, the

second term is the barotropic (BT) conversion rate from

background kinetic energy to perturbation kinetic energy

caused by barotropic instability, the third term represents

the evolution of perturbation kinetic energy induced by the

velocity divergence (DIV) of perturbation field, the fourth

term is the contribution of the lateral eddy viscosity and the

interfacial friction (VF), and, finally, the fifth term denotes

the contribution of the wind stress (WIND). The expres-

sions of these terms are listed in the appendix.

To quantify the contribution of each term, we in-

tegrate them over the KE region A (Fig. 1). The results

are shown in Fig. 14. Interestingly, the figure indicates

that the dominant positive contribution to the evolution

of the perturbation kinetic energy in theKE region is the

BT term for LH1b1 and theADV term forHL1b1, while

the dominant negative contributions are provided by the

ADV and VF terms. The same analysis has also been

performed for other background states. Similar results

are obtained: the BT term plays a dominant role in the

growth of the SV errors within the KE region for the LH

phase, while for the HL phase the dominant role is the

ADV term. On the other hand, the ADV and VF terms

play the opposite roles in the error growth, respectively.

To explore why the dominant physical processes that

are responsible for the error growth in theKE region are

different for different transition phases, we first in-

vestigate the horizontal velocity shear in the background

states because this is related to the BT term [see Eq.

(A9)]. The spatial distribution of the magnitude of the

flow velocity shear, that is

FIG. 11. As in Fig. 10, but for the background state HL1b1.
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is shown in Fig. 15. It can be seen that the shear in the

KLM region is strong for both LH1b1 and HL1b1, while

it is stronger in the KE region for LH1b1 than for

HL1b1, especially after 90 days: this may be induced by

the position of the Kuroshio at the southeastern edge of

Japan in the background states. Figure 4 indicates that

the position of the Kuroshio in the background state

LH1b1 is closer to the southeastern edge of Japan [at

about (358N, 1418E)] than that in the HL1b1. Because of

the eddy viscosity, a stronger velocity shear is formed in

the KE region for LH1b1. This can explain why the

barotropic energy conversion associated with the ve-

locity shear plays a dominant role in the error growth

within the KE region for LH1b1.

As shown in Eq. (A9), the barotropic energy conver-

sion is also related to the error distribution. Only when

the error structure matches the horizontal velocity

shear, the barotropic energy conversion (BT term) is

significant. Hence, to check the barotropic energy con-

version, the distribution of the BT term should be ana-

lyzed. For simplicity, we only consider the BT terms

during the 1SV evolution for LH1b1 and the 2SV

evolution for HL1b1. These two cases are chosen be-

cause they exhibit theKE transition process between the

low- and high-energy states, so they can shed light on the

KE transition mechanism. However, for 2SV (1SV)

evolution in LH1b1 (HL1b1), the initial KE takes the

low (high) energy state and the final KE is still in the low

(high) energy state, as shown in Fig. 12b (Fig. 12c). Of

course, regardless of the 1SV and 2SV evolutions, the

qualitative results obtained for the BT term in the same

background state are basically similar because the ve-

locity shear is the same (Fig. 15). Figure 16 indicates the

distribution of the BT terms. For both LH1b1 and

HL1b1, the BT terms in the KLM region are positive

and large, indicating that the error growth in the KLM

region is mainly due to the barotropic energy conversion

FIG. 12. SSH patterns (cm) of the integrations of the nonlinear model from superimposing

the (a),(c) 1SV and (b),(d) 2SV on the initial background states for (top) LH1b1 and

(bottom) HL1b1. The black solid line in (d) is used to plot the Hovmöller diagrams of SSH in

Fig. 18.

FIG. 13. Time series of the perturbation kinetic energy corre-

sponding to the growths of the 1SV (lines without symbols) and

2SV (lines with symbols) for LH1b1 (solid line) and HL1b1

(dashed line). The kinetic energy is calculated using Eq. (10).
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associated with the barotropic instability. However, for

the KE region, the situations are different: the values of

the BT term are positive in the KE region for LH1b1,

while they are basically negative for HL1b1, which is

consistent with Figs. 14a and 14d. This implies that the

barotropic energy conversion can cause fast growth of

the SV error in the KE region for LH1b1 but not

for HL1b1.

It is worth noting that the ADV term acts against the

BT term for the1SV evolution in LH1b1 (Fig. 14a). The

spatial distribution of the ADV term shown in Fig. 17a

indicates that a weak positive ADV distribution exists

around (318N, 140.58E) and a negative distribution exists
to the eastern side after 90 days, which seems to corre-

spond to the advection of the positive SSH anomaly

from the KE region to the KLM region shown in the left

column of Fig. 10 (see the arrows). This causes the de-

crease of the perturbation kinetic energy in the

KE region.

In the following, we examine the role of the ad-

vection process in the error growth for –SV evolution

in HL1b1. Figure 17b shows the distribution of the

ADV term, which indicates that the ADV term ex-

hibits the large positive values in the KE region, im-

plying that the advection process plays an important

role in the error growth in the KE region. In addition,

we also examine the distribution of the VF term acting

against the ADV term. It is similar to that of the ADV

term but with opposite sign (figure not shown). This

evidences that part of the perturbation kinetic energy

induced by the advection effect is dissipated by the

eddy viscosity and interfacial friction and the re-

maining part contributes to the growth of the

perturbation.

As discussed above, the evolution of the perturbation

kinetic energy in the KE region is mainly caused by the

barotropic instability for LH1b1 and the advection

process for HL1b1, respectively. Hence, we can now

explain the evolution process of the perturbation and

the strengthening and weakening of the KE thus in-

duced. For the1SV evolution in LH1b1, the initial1SV

structure consists primarily of a negative SSH anomaly

in the KLM region and a positive anomaly in the KE

region. Because of barotropic instability related to the

horizontal velocity shear in the background states, these

two anomalies can achieve continuous growth, which

produces the growth process of the SSH anomalies evi-

denced in Fig. 10 (left column). The evolution of the

positive SSH anomaly in the KE region results in the

KE strengthening. For the 2SV evolution in LH1b1

FIG. 14. Contribution of each term in Eq. (12) integrated over the KE region A (Fig. 1) to

the evolution of the perturbation kinetic energy (106m5 s23) induced by the (a),(c)1SV and

(b),(d) 2SV for the (top) LH1b1 and (bottom) HL1b1.
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(Fig. 10, right), the pattern of the initial SSH anomaly is

opposite to that of the 1SV. In this situation, the evo-

lution process of the SSH anomalies caused by 2SV is

almost opposite to that induced by 1SV, which leads to

the weakening of the KE.

For HL1b1, different physical processes are re-

sponsible for the growth of the perturbation kinetic

energy in the KLM and KE regions. Barotropic in-

stability and advection processes play dominant roles

in the growth of the perturbation kinetic energy in the

KLM and KE regions, respectively. The barotropic

instability leads to the growth of the perturbation ki-

netic energy in the KLM region. Then, the growing

perturbation is advected toward the KE region, which

can be recognized in Fig. 11, especially in the right

column (see the arrows).More specifically, for the1SV

evolution in HL1b1 (Fig. 11, left), one should consider

that during the weakening process of the KE, the

Kuroshio meander acts as a barrier; in other terms,

when the Kuroshio meander is strong, the cyclonic

eddy is constricted between the main axis of the

Kuroshio meander and the southern coast of Japan

(e.g., see Fig. 4d), so that the positive vorticity advec-

tion toward the KE region is hindered. The positive

SSH anomaly in the KE region in the 1SV suppresses

the weakening of the KE. Simultaneously, the negative

SSH anomaly in the KLM region, which grows rapidly

due to barotropic instability, induces the increase in the

amplitude of the Kuroshio meander south of Japan.

Hence, the barrier role of the Kuroshio meander will

strengthen. In this situation, the negative SSH advec-

tion toward the KE region in the background state

will weaken.

To further analyze the advection effect, we investigate

the variations of the SSH field obtained after super-

imposing the SV errors. The results are presented in

FIG. 15. Horizontal velocity shear (1025 s21) in the background state (a) LH1b1 and

(b) HL1b1.
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Fig. 18, in which the Hovmöller diagrams of the SSH

along the transect in Fig. 12d are reported. Figure 18a

shows that a weak advection of the negative SSH from

the KLM to the KE region occurs after 140 days in the

background state, while the advection process in

the 1SV error evolution can hardly be seen (Fig. 18b).

This provides a further confirmation that the advection

effect induced by the 1SV error tends to suppress the

advection of the negative SSH in the background state,

which thus increases the positive SSH anomaly in the

KE region and causes the KE to be stronger than that in

the background state.

By contrast, for the2SV evolution in HL1b1 (Fig. 11,

right), the 2SV error structure tends to weaken the

barrier role, which tends to strengthen the advection of

the negative SSH. Indeed, Figs. 18a and 18c clearly

indicate that the advection is strengthened after

superimposing the2SV error. As such, the SSHover the

KE region in the background state is reduced, which

thus intensifies the negative SSH anomaly and contrib-

utes to the weakening of the KE.

The above analysis reveals that different physical

processes are responsible for the error growths in the

KE region for different KE transition phases. By com-

paring the top and bottom lines in Fig. 14, the values of

the BT term for LH1b1 are found to be much smaller

than those of the ADV term for HL1b1 (note that the

ordinate scale is different in the figures). This may ex-

plain why the error in the KE region grows faster in the

HL phase.

c. Connection between the KLM and the KE

The above analysis shows that the evolution of the

SSH anomaly in the KE region is related to that in the

FIG. 16. Spatial distribution of the BT term (1024 m3 s23) in Eq. (12) for (a) the 1SV

evolution in the LH1b1 and (b) the 2SV evolution in the HL1b1.
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KLM region. This implies that the KLM variation may

have an effect on the change in the KE states. To reveal

such effects, this subsection will investigate the KE

transition processes promoted by the 1SV evolution in

the LH1b1 and the 2SV evolution in the HL1b1.

The following numerical experiments are per-

formed: we first remove the SSH anomalies in the

KLM region (288–358N, 1368–1408E) from the initial

SV errors and then integrate the numerical model and

compare the results with those obtained without re-

moving the anomalies. For the 1SV in LH1b1, only

the negative SSH anomaly in the KLM region is re-

moved. This results in smaller prediction error in the

KE region (cf. Figs. 19a and 19b), although the dif-

ference is less than 5 cm, which reflects that the neg-

ative SSH anomaly in the KLM region plays a role in

promoting the positive SSH anomaly growth in the

KE region. The reason may be that the existence of

the negative SSH anomaly in the KLM region

produces a strong pressure gradient, which, in turn,

induces a northern flow velocity anomaly on the right-

hand side of the KLM. Such an anomaly will

strengthen the northern Kuroshio velocity around

1408E. So the KE will be intensified and simulta-

neously the horizontal velocity shear in the KE region

may also strengthen: this can enhance the evolution of

the positive SSH anomaly in the KE region. As we

know, a negative SSH anomaly in the KLM region

corresponds to the increase in the magnitude of the

KLM. Hence, the strengthening of the KLM may be

able to promote the KE to shift from the low- to the

high-energy state.

On the contrary, for the 2SV in HL1b1, only the

positive SSH anomaly in the KLM region is removed.

The results show that it has very significant effects on the

error growth in the KE region (cf. Figs. 19c and 19d),

FIG. 17. As in Fig. 16, but for the ADV term.
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implying that the error evolution in the KE region is

mainly caused by the growth of the positive SSH

anomaly in the KLM region. This is because the latter

evolution reduces the strength of the Kuroshio mean-

der, which will in turn weaken the barrier role of the

Kuroshio meander and strengthen the advection of the

negative SSH in the KLM region toward the KE region

(see the previous subsection). Eventually, the KE will

weaken remarkably. So the weakening of the Kuroshio

meander will enhance the KE transition from the high-

to the low-energy state.

5. Conclusions

We have investigated the effects of the optimal initial

error on the short-range prediction of transition pro-

cesses of the KE bimodality through the SV approach

using a reduced-gravity shallow-water ocean model.

Based on two almost opposite transition phases of the

KE, the SV-type optimal initial errors are calculated

using an adjoint-free ensemble-based strategy. The

robustness of the SV has been examined through sen-

sitivity experiments. The spatial structures, growth

processes, and impacts of the SVs have been analyzed

in detail.

Our results show that the large values of the SVs are

mainly located in the first crest region of the KE and in

the KLM region south of Japan. Also, the SVs can

achieve fast growth and have important impacts on the

short-range prediction of transition processes between

the KE bimodalities. More specifically, although the

dynamic mechanisms of the error growths in the KE

region are different for different KE transition phases,

their effects on the KE prediction are similar: the initial

error with1SV pattern (with positive anomalies in the

first crest region of the KE and negative anomalies in

the KLM region) tends to strengthen the KE and shift

the KE path toward the high-energy state, while the

initial error with 2SV pattern (which is opposite

with1SV pattern) is prone to weaken the KE and shift

the KE path toward the low-energy state. In addition,

the growth rates of the SVs depend on the transition

phases of the KE. In the HL transition phase, the SVs

growmore quickly than those in the opposite transition

phase, implying that the predictability of the transition

process in the HL phase is lower than that in the LH

phase. The perturbation energy analysis indicates that

the dominant physical processes responsible for the

error growths in the KE region are different for dif-

ferent transition phases of the KE. In the LH phase,

FIG. 18. Hovmöller diagrams of SSH (cm) for (a) the background state HL1b1 and obtained after superimposing

(b) 1SV and (c) 2SV along the transect in Fig. 12d. The dashed line marks the separation between the KLM and

the KE regions.
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barotropic instability plays a dominant role in the error

growths, while in the opposite phase the error evolu-

tion in the KE region is mainly caused by advection

processes.

Furthermore, the SV analysis also reveals the possible

connection between the KLM and the KE. The

strengthening of the KLM tends to promote the KE to

shift from the low- to the high-energy state, while the

weakening of theKuroshiomeander is prone to enhance

the opposite transition. Interestingly, studies based on

observational data (e.g., Sugimoto and Hanawa 2012;

Seo et al. 2014) also revealed that the changes in the KE

and those in the Kuroshio south of Japan are in-

terrelated. Of course, we should note that this study

mainly focus on the short-range prediction of the KE

transition. So the discussion about the relationship be-

tween the Kuroshio meander south of Japan and the KE

state is based on the short time scale. For the decadal

time scale, the connection between them needs to be

further analyzed.

This study has shed light on the important link be-

tween the SV error growth and the intrinsic oscillation

of the KE bimodality. As discussed in section 4b, the

oceanic intrinsic process causes the SV errors to grow

rapidly; the growing errors change the strength of the

first crest of the KE and the Kuroshio meander south of

Japan (Figs. 10–12), which plays a key role in sustaining

the intrinsic oscillation of the KE bimodality as Pierini

(2006) pointed out, and therefore enhance or suppress

the intrinsic shifting process between the KE bimo-

dalities. This indicates that the initial error growth has

significant effects on the short-range prediction of the

KE transition process. Hence, the correlation analysis

between the wind field and the KE [e.g., as done by

Nonaka et al. (2012) and Qiu et al. (2014)] may not be

sufficient to predict the variations of the KE system.

It is therefore suggested that both the error growth

and the correlation between atmosphere and the KE

should be considered to predict future variations of the

KE state.

The current study has demonstrated some features of

the optimal initial errors, including the spatial patterns

and growing processes, using the SV method. These

results could allow us to effectively generate initial

perturbations for the development of an ensemble

prediction system of the KE. In addition, the patterns

FIG. 19. Distribution of the SSH prediction error (cm) at day 180 caused by (b),(d) the SV error

and (a),(c) the error obtained through removing the SSH anomaly in the KLM region from the

initial SV error for (top) the 1SV evolution in the LH1b1 and (bottom) the 2SV evolution in the

HL1b1.
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of the SVs exhibit interesting spatial characteristics:

they yield large values over the first crest of the KE and

in the KLM region south of Japan. This means that that

intensive observations carried out in these areas may

reduce the initial error and improve the forecast skill of

the transition processes of the KE. In fact, by using a

particle filter method, Kramer et al. (2012) also found

that these two regions are important for improving the

prediction of the KE system. However, Kramer et al.

(2012) mainly focused on the long-range (more than

2 years) prediction of the KE, while our SV analysis can

significantly contribute to designing an observation

system for the short-range prediction of the KE.

The model used in this study is relatively simple com-

pared to OGCMs; nonetheless, it was shown to provide a

mean jet and KE cycles in significant agreement with

observations (Pierini 2006; Pierini et al. 2009). In addi-

tion, its computational cost is limited compared to

OGCMs. This makes such a model an ideal tool to im-

plement the complexmathematical procedure developed

in the present study to investigate the effects of singular-

vector-type initial errors on the short-range prediction of

the KE. Of course, the results might be model dependent

and result from some deficiencies of the model dynamics.

The next step will be to perform an analogous pre-

dictability analysis and related ensemble prediction ex-

periments of the KE using an OGCM.

Although we have successfully validated the hypoth-

esis that the linear processes play a dominant role in the

error growth during the period of 180 days, we also

noted that there exist some differences between the

linear and nonlinear evolutions of the SV errors (Fig. 9),

which suggests that nonlinearity may play a role in the

error evolutions. The role of nonlinearity will be ana-

lyzed in detail in a future model study.
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APPENDIX

Derivation of the Evolution Equation for the
Perturbation Kinetic Energy

The evolution of the perturbation kinetic energy de-

fined in Eq. (11) can be written as follows:

›E0
K,g(t)

›t
5 (h

b
1h0)

›f[(u0)2 1 (y0)2]/2g
›t

1
1

2
[(u0)2 1 (y0)2]

›(h
b
1h0)
›t

, (A1)

where the subscript b denotes the values of the back-

ground states.

For convenience, we define

P5
1

2
[(u0)2 1 (y0)2], and H5 h

b
1h0. (A2)

To obtain the evolution equations of perturbation

(u0, y 0), we substitute (ub 1 u0, yb 1 y 0, hb 1 h) and

(ub, yb, hb) into Eqs. (1a) and (1b), respectively, and

obtain two equations, whose difference gives the

following:
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If we multiply Eqs. (A3) and (A4) by u0 and y0, respectively, and then add the equations, we get the following:
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On the other hand, according to Eq. (1c), we can get the

following equation for H:
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Substituting Eqs. (A5) and (A6) into Eq. (A1) and then

rearranging, we get
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In Eq. (A7), the expression of each term is
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We have discussed each term in section 4b. By di-

agnosing the contribution of each term, the dominant

physical process responsible for the error growth can be

revealed.
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