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We report a systematic study of the anomalous rapid oscillafi®® phenomena in the quasi-one-
dimensional organic metérMTSF),CIO, in pulsed magnetic fields up to 51 T. We argue that the temperature
and magnetic-field dependence of the RO amplitudes in the high-field state result from the reconstructed,
nested Fermi surface topology at low temperatures in high magnetic fields. In this topology, the RO amplitudes
depend on competing magnetic breakdown and Bragg reflection probabilities, along with Lifshitz-Kosevich
reduction factors[S0163-182@06)01422-1]

Organic conductors based on the TMT@&tramethyltet- standard closed orbit quasi-two-dimensional metals. Al-
raselenafulvaleriemolecule are model systems in which to though a number of theories have been proposed for the
investigate the fundamental physics of low-dimensional elecrapid oscillations'=*° none are completely consistent, even
tronic systems.When slowly cooled through its anion order- qualitatively, with all the effects that are observed.
ing transition at 24 K(TMTSF),CIO, exhibits a number of In this paper we explore the rapid oscillatitalso known
magnetic-field-dependent phases, as shown in the inset a “RO") behavior in the high-field state iTMTSF),CIO,.

Fig. 1. Here the magnetic field is parallel to tt axis, the  Previous pulsed-field studies by Agosthall® (see also
least conducting direction. At ambient pressureOsadaet all’) have shown that the more well ordered the
(TMTSF),CIO, is a superconductor below 1.3 K and up to sample is(the CIQ, anions order at about 24)Kthe greater

30 mT. A cascade of phase transitions into field-inducedis the ratio of the first-to-second harmonic amplitude, as seen
spin-density-wavéFISDW) phases occurs at fields above 4 in the Fourier transforn{FT) spectrum. Although the tem-

T. Near 15 T the second-order FISDW transition temperatur@erature dependence of the FT amplitude of both the first
reaches a maximum o£5.5 K. Another phase boundary is (F1~265 T) and second(F2~530 T) harmonics has a
present aBre~28 T, and the high-field statéHFS) above  maximum at about 2.1 Kvithin the FISDW phases, about
Bge is also known as the reentrant phdsRecently exten- Bge the magnetoresistance and amplitudeFdf increases
sive studies of transport and magnetization have indicatedith magnetic field. In the present work, we systematically
that the Bge line is not connected to the second-orderinvestigate the temperature and field dependence of the mag-
FISDW line, and hence the HFS is not a reentrant metallicietoresistance and RO amplitualeove B in the HFS. We
state® Aside from the complication of thBr phase bound- find the temperature and field dependence of the oscillation
ary, the HFS strongly represents the filkd=0 nested state amplitudes bears a strong similarity to the behavior of a sys-
predicted by the “standard modef-” tem with competing magnetic breakdown and Bragg reflec-

As a function of fieldguantum oscillationsreminiscent of  tion probabilities, along with the Lifshitz-KosevidhK) re-
de Haas-van Alphen and Shubnikov-de H&8dH) oscilla-  duction factor$® expected for closed orbits in conventional
tions seen in conventional metals, are observed inmetals.
transport:™® thermodynamié,”® far-infrared reflectivity? The experiments reported here were carried out at the
and acoustit? properties. In Figs. (B and Xb) these oscil- National Pulsed Magnet Laboratory at the University of New
lations are clearly seen, superimposed on the backgroun@outh Waleg? Two samples were studied in a top loading
magnetoresistance, for transport in both taexis and °He refrigerator. Both were aligned with thg axis along
c*-axis directions in the title material. However, since thethe magnetic field. The voltage and current were along the
zero-field Fermi surface is open, their origin must arise fromc* -axis (125 uA) anda-axis (180 uA) directions for the first
some explanation other than quantum oscillations seen iand second sample, respectively. The samples were cooled
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FIG. 2. (a) Temperature dependence of HFS magnetoresistance
(prefactorR, of quadratic field dependent teyrfor a- andc* -axis
transport.(b) Temperature dependence of the RO amplitude enve-
lopes at low and high fields within the HFS for bathandc* -axis
data. Also shown is tha-axis RO amplitude within the FISDW
phase(determined by FTwhich exhibits the well established maxi-
mum near 2.1 K. In all cases solid lines are guides to the eye.

by first loading from room temperature into tiele system

at 4.2 K. The system was then allowed to warm and remain
at 20 K (just below the anion ordering temperatufer pe-
riods of up to 48 h. Test field shots taken periodically
showed that the samples became very well ordered after sev-
eral days. The magnet system was pulsed up to 51 T with a
duration of 20 ms. Measurements were made with dc con-
stant current sources and low noise, differential preamplifi-
ers. Pickup from thalB/dt term was never more than 50%
of the signal above 25 T. The pickup term was eliminated
from the data in two ways. In some cases forward, reverse,
and zero current traces were taken to subtract out and to
observe directly thalB/dt term. This term scaled directly
with the dB/dt term obtained from the pickup coil used to
monitor the field. Hence in cases where time did not permit
forward and reverse sequences, a sca®&idt term was
used to correct the raw data. Both methods applied to the
same data agree within 10% at high fields. Eheaxis trans-
port data, due to the parallel configuration of the leads and

FIG. 1. Magnetoresistance and quantum oscillation behavior ofield, gave a superior cancellation of pickup signal at low

(TMTSF),CIO, in pulsed magnetic field§a) Transport along the
c* axis. InsetT-B phase diagraniRef. 3. (b) Transport along the

fields where thedB/dt term was the greatest, whereas the
pickup signal was more apparent in theaxis data at low

a axis. Inset: Temperature dependent FT spectrum in FISDW anfields. A RuQ thermometer mounted within 5 mm of the

HFS regions of the phase diagram. Note the different temperaturé@mple was used to monitor the temperature before and after
dependence of the1 amplitude in the two phases, and the rela- each pulse. No systematic changes in temperature were ob-
tively small F2 amplitude compared with that &f1.

served as a result of the pulse. Possible heating effects of the
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FIG. 3. Magnetic-field dependence of the RO
amplitude envelopes normalized by the quadratic
background magnetoresistance for the data in
Fig. 1. The rapid rise in the signal at low fields
and low temperatures is due to the crossing of the
Bre phase boundary.
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sample during the pulse were checked by doubling the curescillatory component of the magnetoresistance, which
rent. For the worst case—the -axis measurements where yields both field and temperature dependent information, is
the magnetoresistance is the largest and the current path déensistent with FT and individual peak-to-valley methods.
the shortest—we observed no systematic difference in th&he resulting amplitudes for the HFS quantum oscillations at
resistance signal within the uncertainty of the measurementsw and high fields within the HFS are shown as a function
(10%) at 0.37 K. Likewise, when the sample was warmed toof temperature in Fig. ®). Again, no activated behavior of
1.35 K, the temperature dependence of the signal faithfullthe RO amplitudes was observed.
followed the trends shown in Fig. 1. Power dissipation in the The main results of this paper are shown in Fig. 3. Here
a-axis data was three times less, and the current path was thnee have plotted the RO amplitudetivided bythe back-
longest. Since both configurations yield the same resultgground magnetoresistance. When SdH oscillations are mea-
Joule heating did not play a critical role in the measurementssured in a metal, the background magnetoresistance must be
In Figs. 1@ and Xb) the field dependence of the resis- divided out prior to applying the Lifshitz-Kosevich
tance forc*-axis anda-axis current orientations, respec- formalism® Hence in the present case, if the RO behavior is
tively, are shown at several temperatures. The peak indethe result of(effectively) closed orbit motion, then this must
versus inverse field is linear, and we note that the sixth quaralso be the case. We find that at high temperatures, the RO
tum level is reached by 47 T. The inset in Figbjlshows the reduced amplitudes grow monotonically with field, but at
FT spectrum in the FISDW and HFS phases, indicating difiow temperatures the RO reduced amplitudes actuddly
ferent temperature dependence in these two phases. In theeasein the high-field limit. We note that nedBge the
HFS, the rapid oscillation amplitude increases monotonicallyeduced RO amplitudes appear to increase rapidly since they
with decreasing temperature. In contrdsee Fig. )], attenuated within the FISDW state, and appear to suddenly
within the FISDW state the oscillation amplitude has a maxi-“grow” as the HFS is entered. This is most evident in the
mum at 2.1 K, consistent with previous wofk!”?°The fun-  very low-temperature data. Due to the superior signal-to-
damental frequenc¥1 observed in both samples was 265 noise in thec*-axis data(less pick-up and higher sample
T—an indication that the* axes is both cases were well resistanck the temperature and field dependence of the re-
aligned with respect to the magnetic fiéft. duced RO amplitudes in Fig(l3 best describe the behavior.
Temperature dependence of the magnetoresistance afithe relative variation in the absolute values of the reduced
RO amplitudes are shown in Fig. 2. The background magneRO amplitudegwhich are~1/2 thec* -axis valueg are most
toresistance for both the*- and a-axis data was param- likely the result of experimental and analytical uncertainties.
etrized with a quadratic function of the form The temperature and field dependence of the magnetore-
Rpg=const+Ry(B— B,)2, which provided an excellent fit to  sistance and quantum oscillations above the phase boundary
the results(We note that the offset field fact®;, was in the at 28 T, and below 5.5 Ki.e., in the HF$ are best described
range of 22 to 25 T, as can be seen by inspection of the dats follows.First, the quantum oscillation amplitudeefore
in Fig. 1) The temperature dependence of the quadratic prefdivision by the magnetoresistancies at best weakly qua-
actorR, is shown in Fig. 2a) for both a- andc* -axis data.  dratic, if not linear, with magnetic field, and the temperature
There is no evidence in our data for activated behavior irdependence is not activate8econdthe magnetoresistance
Rpg- is quadratic in field, and its amplitude increases with de-
The RO amplitude was determined from the differencecreasing temperature, but not in an activated manner. To ad-
(envelopg of second-order polynomial fits to the peaks anddress the origin of the observed behavior of the RO in the
valleys of the wave forms. This method of extracting theHFS, we consider the evolution of the Fermi surfdE®)
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Figures 4b) and 4c) serve as the basis for comparison
with our results. We first address the behavior of the RO
I amplitudes. We note that a very similar topologies have re-
2b BR stoctron cently been considered by Kishigi and MacHiland by
orbit —> McKernanet al2 In the former cas€), was considered, but
in the latter case two different nesting vectors were used to
o, 2% hole explain the data in the vicinity of thBgz phase boundary. In
v orbit our estimationQ, is more physicalbased on the topology
ka at least in very high fields. In Figs.(d) and 4c), there are
a) b) c) several mechanisms which control the motion of carriers on
the Fermi surface. First, the area of the very small, closed
orbit pockets, represent a frequency of 3% Hience even if
these pockets remain, they are in the quantum limit in the
HFS, and cannot contribute directly to the RO behavior. Sec-
ondly, because of the topology of the nested/reconstructed
FS, magnetic breakdown and Bragg reflection can occur at
the points indicated in Fig.(8), thereby producing the larger
frequency orbits shown. The magnetic breakdown probabil-
ity at any one vertex i¥yg=exp(—Hy/H) where we take
Ho=3 T72° and for the Bragg points isPgg=1—
exp(—Hy/H). The appropriate LK reduction factors are the
Dingle termRp=exp(— 14.7Tp;m*/myH) and the tempera-
ture term Ry=(14.7m* T/myH)/sinh(14.™* T/myH). For
0.0l the sake of definiteness, we have taken the Dingle tempera-
0 10 20 30 40 ture Tp to be 1.5 K andn* to be 1.4m,. Hence the tem-
Magnetic Field (T) perature and field dependence of the amplitudes of the result-
ing electron and hole orbits, each of which involves four

FIG. 4. Consequences of Fermi surface reconstruction and nesti)_reakdown and two Bragg points is proportional to

4 2 . . . . .
ing in (TMTSF),CIO,. (a) Reconstructed FS based on original _PMBPBRRD_RT as is shown in Fig. @). Of note_ln Flg._4d)
band-structure calculationdRef. 22. The final nesting vector is IS that at fields of order 30 T, the RO amplitudes increase
indicated.(The b-axis dispersior, has been exaggerated by a fac- With field at high temperature, but actually decrease with
tor of about 3 to reveal details(b) Resulting field-dependent field at low temperature. Although there are some uncertain-
closed orbit pockets, with magnetic breakdo@iB) and Bragg ties in the RO amplitude data in Fig. 3, bath andc* -axis
reflection(BR) points indicated(c) Electron and hole orbits which data exhibit the same basic behavior. Hence the above
result from the lowest order MB and BR processes. Arrows in allpreakdown/reflection model provides the essential features
cases refer to trajectories for magnetic field applied out of the papeheeded to describe the RO mechanism in the HES.

(d) Predicted RO amplitude behavior based on the MB/BR model. Finally, we turn to the temperature and field dependence

In the .h'gh'f'eld limit, the amplitude must vanl_sh since th? BR of the background magnetoresistance in the HFS. The form
probability goes to zero. Note that the model is only applicable fh i ist ted f ted closed
above the(temperature-dependérqg field. of the magnetoresistance exgezc ed for a compensated close
orbit system isR,~Ry(1+ w7°). Here the residual resis-
tivity goes asR,=m*/néer. HenceR,,4 should be quadratic
in field, and sincer and therefordr, saturate at low tempera-

with temperature and magnetic field, as is shown in Figstures, so should the temperature dependend®,gf This is
4(a)—4(c). At the anion ordering temperature the original exactly what is observed.

quasi-one-dimensional FS reconstructs due to the doubling | conclusion, by following the basic principles of FS

of the unit cell along thé axis. This topology alone can give reconstruction, the “standard model” for nesting, and a
rise to Stark interference orbits in the metallldS) state,  syrajghtforward application of a semiclassical model for
the field and temperature dependence of which has been rgiagnetic breakdown and Bragg reflection, we can capture
cently treated by Ujiet al*® In sufficiently high magnetic the essential features of the RO behavior in the HFS of
fields, this reconstructed FS nests with a quantizediT\mTSF),ClO,. We further note that recent Hall-effect

magnetic-field-dependent  nesting  vectorQn=2ke  gatf3 indicates that the Hall sign oscillates about zero in the
+N(beH/7), as described by the “standard modelHere  HEs, This may be a result of the oscillation in the nearly

N=0, 1, 2, 3, et9.The nesting is imperfect, and small pock- perfect electron/hole compensation which is a property of the
ets remain, giving rise to a quasi-SdH oscillation frequency-s i Fig. 40).

(since the nesting vector is field dependeht the high-field
limit, the standard model predicts a final nesting vector This work was supported by the Australian Research
N=0, i.e.,Qu=2kg as shown in Fig. &). Council and NSF DMR 92-14889 and 95-10427.
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