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ABSTRACT 

Carbon nanotube field-effect transistor (CNFET) is one of the promising candidates as 

extensions to silicon CMOS devices. The CNFET, which is a 1-D structure with a near-

ballistic transport capability, can potentially offer excellent device characteristics and 

order-of-magnitude better energy-delay product over standard CMOS devices. Significant 

challenges in CNT synthesis prevent CNFETs today from achieving such ideal benefits. 

CNT density variation and metallic CNTs are the dominant type of CNT 

variations/imperfections that cause performance variation, large static power consumption, 

and yield degradation. 

We present an imperfection-aware design technique for CNFET digital VLSI circuits by:  

1) Analytical models that are developed to analyze and quantify the effects of CNT density 

variation on device characteristics, gate and system levels delays. The analytical models, 

which were validated by comparison to real experimental/simulation data, enables us to 
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examine the space of CNFET combinational, sequential and memory cells circuits to 

minimize delay variations. Using these model, we drive CNFET processing and circuit 

design guidelines to manage/overcome CNT density variation. 

2) Analytical models that are developed to analyze the effects of metallic CNTs on device 

characteristics, gate and system levels delay and power consumption. Using our presented 

analytical models, which are again validated by comparison with simulation data, it is 

shown that the static power dissipation is a more critical issue than the delay and the 

dynamic power of CNFET circuits in the presence of m-CNTs.  

3) CNT density variation and metallic CNTs can result in functional failure of CNFET 

circuits. The complete and compact model for CNFET probability of failure that consider 

CNT density variation and m-CNTs is presented. This analytical model is applied to 

analyze the logical functional failures. The presented model is extended to predict 

opportunities and limitations of CNFET technology at today’s Gigascale integration and 

beyond. 
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Chapter 1 

 

1 Introduction 

1.1 Motivation 

Over the past 50 years, Moore’s law has been the driving force behind the semiconductor 

industry. Anticipating the fundamental limits of conventional complementary metal oxide 

semiconductor (CMOS) technology in the near future [1, 2], has forced the semiconductor 

industry to look for a successor technology to CMOS. Carbon nanotubes (CNTs) have 

drawn considerable attention due to their superior device characteristics during the past 

two decades. Carbon nanotube field effect transistor (CNFET) devices fabricated with ideal 

CNT synthesis can potentially offer more than an order of magnitude benefit in energy-

delay product over Silicon CMOS. However, significant challenges in CNT synthesis 

prevent CNFETs today from achieving such ideal benefits [3]. 

1.2 Carbon nanotube basics 

CNTs are made from graphene sheet, with one or more than one layers forming single-

walled nanotubes (SWNTs) or multi-walled nanotubes (MWNTs), respectively [4]. CNTs 

have a typical diameter of 1-5 nm and can be several hundred microns long. Figure 1.1 

shows a graphene sheet, when folded into a cylinder forms a SWNT.  

Ballistic transport of carriers can be achieved in SWCNT because of their quasi 1-D 

structure, which restricts the movement of carriers only along the axis of the CNT and 

eliminates the wide angle scatterings of carriers. Based on their structural symmetry, 
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SWCNTs can be either metallic (m-CNT) or semiconducting (s-CNT) [4]. Both m-CNTs 

and s-CNTs have found many applications in nanoelectronics. Because m-CNTs band 

structure has zero or very little energy gap, m-CNTs are undesirable for transistor 

applications. In contrast, s-CNTs have been used to create carbon nanotube field effect 

transistors. 

 
Figure 1.1. Schematic honeycomb structure of a graphene sheet. Carbon atoms are at the vertices. 

SWNTs can be formed by folding the sheet along lattice vectors. The two basis vectors a1 and a2, and 

several examples of the lattice vectors are shown [4, 5]. 

1.3 Carbon nanotube field effect transistor 

The unique electronic properties of CNFETs make them a promising candidate as an 

extension to CMOS devices.  CNFET devices fabricated with ideal CNT synthesis can 

potentially provide more than an order of magnitude benefit in Energy-Delay Product 

(EDP) over Silicon CMOS at 16nm technology node [6, 7]. Franklin et al. in [8] have 

demonstrated a sub-10 nm CNFET, which outperforms its competing Si devices by more 

than four times in terms of normalized current density at low operating voltages of 0.5 V, 

thereby making them ideal for both high performance and low power applications. 

However, significant challenges in CNT synthesis prevent CNFETs from achieving such 

ideal benefits today [3, 5, 9]. 
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CNFETs can be classified based on the operation of the device as, Schottky Barrier 

CNFET, MOSFET-like CNFET, and Band-To-Band-Tunneling CNFET [10]. In this 

dissertation, we consider top-gated MOSFET-like CNFETs (MOS CNFETs) [11]. For 

simplicity, we will refer to MOS CNFET and SWCNT as just CNFET and CNT 

respectively, from here on. 

The major difference between a CNFET and Si CMOS is the channel material. Figure 1.2 

illustrates the device structure of a CNFET with four ideal semiconducting CNT in the 

channel. These s-CNTs can be grown on or transferred to a substrate. An s-CNT acts as a 

transistor channel, which its conductivity can be modulated by a gate. The gated regions of 

the CNTs can be undoped, and the source and drain regions are heavily doped. By 

conventional lithography, the gate, source, drain contacts, and interconnects are defined, 

whereas the inter-CNT spacing or pitch is not limited by lithography [39]. 

 
Figure 1.2. CNFET structure with four CNTs in the channel. 

1.4 CNFET Technology Challenges 

Form the first demonstration of single CNFET at Delft University [13] and IBM [14] in 

1998, to first CNFET computer [15] at Stanford University in 2013, tremendous progress 

has been made in CNFET manufacturing process. First, CNFET based computer works at 

frequency of 1kHz with the channel length of 1µm [15].  
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CNFETs not only suffer from standard process variations, which are in common with 

CMOS technologies, but they also have their unique source of imperfections. Paul et al. 

[16] concluded that the impact of some of these sources of imperfections may be less severe 

for CNFETs than for silicon CMOS, because of the superior career transport and 

electrostatic properties of CNFETs. In addition to the above sources of variations, CNFETs 

are also subject to CNT-specific variations/imperfection. 

1.4.1 Low CNT density 

To provide sufficient drive currents, practical circuits require CNFETs with multiple CNTs 

in their channel [14]. In order to achieve optimal energy-delay tradeoffs, CNFETs with 

CNT density of about 250 CNTs/µm are needed [17]. Multiple-growth [18] and multiple-

transfer [19] techniques have been demonstrated to improve the CNT density. 

Experimental results demonstrate that CNT density can be improved from 2-8 CNTs/μm, 

and 20-45 CNTs/μm for multiple-transfer and multiple-growth techniques respectively.  

1.4.2 Mispositioned CNTs 

A large fraction (99.5%) of the CNTs grown on single-crystal quartz substrates normally 

grow aligned i.e. straight and parallel to each other [20]. A non-negligible fraction of 

misaligned CNTs may pass through a layout region where a CNT was not intended to pass. 

In the extreme cases, mispositioned CNTs can cause functional failures of logic gates [21]. 

Patil et al. developed layout techniques to create CNFET circuits immune to mispositioned 

CNTs [21]. 

1.4.3 CNT diameter variation  

Based on different CNT growth techniques CNT diameter varies from 0.5 to 3.5 nm. Since 

CNTs’ bandgap is inversely proportional to the diameter of them, this variation affects the 
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device parameters, which are made out of CNTs [4]. Normally, a CNFET containing a 

single CNT in its channel is highly sensitive to CNT diameter variation [16, 22]. However, 

in practical circuits with multiple CNTs in their channel, due to statistical averaging, the 

impact of CNT diameter variation can be significantly reduced [16]. 

1.4.4 Schottky Barrier Contact 

The interface between the carbon nanotubes and metals that are used as source/drain of a 

CNFET forms a Schottky Barrier (SB) [23-26]. The SBs at the source and drain side of 

transistors result in a significant reduction in the drain current in the transistors. Therefore, 

for a high performance operation of the CNFET devices, suitable metals are required, 

which can be used as source and drain contacts and also provide ohmic source and drain 

contacts [27]. 

1.4.5 CNT Density Variation 

The process of CNT growth always results in random and undetermined CNT placement. 

Inability of growing perfectly aligned and uniformly distributed CNTs that impose a 

fundamental limit on current CNFET technology, have been widely observed in published 

results for CNT growth [20, 28]. 

1.4.6 Metallic CNTs 

Depending on the chirality of the carbon nanotube, the growing CNT can either be metallic 

or semiconductor. Since the conductivity of m-CNTs cannot be controlled by the gate, they 

cannot be used to make CNFETs. Therefore, a CNFET made entirely from m-CNTs will 

have a current that is only dependent on the drain–source voltage, not on the gate voltage. 

m-CNTs can cause significant problems in CNFET circuits [27, 35-37]. 
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Significant works have been done to overcome the non-ideality of CNT synthesis 

processes. Still, the current CNT synthesis processes are far from ideal to utilize the 

benefits of this revolutionary material. The impact of unique source of CNFET 

imperfections have been investigated and analyzed by different research groups. The 

impact of CNT diameter variations for CNFET that contains only one CNT compared to 

the conventional CMOS variations such as channel length and oxide thickness was reported 

by [16]. Due to good electrostatic control and near ballistic transport in CNFETs, Paul et 

al. concluded that CNFETs are generally less sensitive to the conventional CMOS 

variations. 

CNT density variations and metallic-CNT-induced variations are the main sources of 

variations/imperfections in CNFET technology [9, 35-44]. In Figure 1.3 Zhang et al. [41] 

compared the variations in ON-state current of CNFET caused by each of the 

aforementioned sources of CNT-specific variations for a minimum-width CNFET at 32nm 

technology. Normally, a CNFET containing a single CNT in its channel is highly sensitive 

to CNT diameter variations [16]. However practical circuits require CNFETs with multiple 

CNTs in their channel [45]. Because of statistical averaging the impact of CNT diameter, 

doping and alignment variations is significantly reduced for CNFETs with multiple CNTs 

under the gate [17, 41, 46-47]. As shown in the figure, CNT density variation and metallic-

CNT-induced variation contribute most significantly to the overall CNFET ON-state 

current variations. 
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Figure 1.3. Simulated σ(Ion)/µ(Ion) of a minimum-width CNFET at 32nm technology node (using 

CNFET device models in [3]), contributed by various sources of CNT-specific variations[41]. 

1.5 Contributions 

This dissertation presents an imperfection-aware design of CNFET digital VLSI circuits. 

The major contributions of this dissertation are listed below:  

1. Analytical models are developed to analyze and quantify the effects of CNT density 

variation on device characteristics, gate and system levels delays. The analytical 

models enable us to examine the space of CNFET combinational, sequential, and 

memory circuits to minimize delay variations. Using these models, we drive 

CNFET circuit design guidelines to manage/overcome CNT density variations. 

2. Analytical models are also developed to analyze the effects of m-CNTs on device 

characteristics, gate, and system levels delay and power consumption. Using these 

model, we also drive CNFET design processing guidelines. 

3. CNT density variation and m-CNTs can result in functional failure of CNFET 

circuits. The complete and compact model for CNFET probability of failure that 

consider CNT density variations and m-CNTs is presented. This analytical model 
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is applied to analyze the logical functional failures. The presented model is 

extended to predict opportunities and limitations of CNFET technology at today’s 

Gigascale integration and beyond, assuming that the CNT placement during the 

growth process still stays in a random and non-uniform fashion that we have today. 

1.6 Existing Research Topics  

The scope of this dissertation is closely related to the following existing research topics. 

1.6.1 Circuit analysis and design space for overcoming variations in CNFET circuits 

A) CNT density variation 

1. Deng et al. [17] considered m-CNT-induced variations by assuming an ideal 

scenario that all m-CNTs are removed and all s-CNTs are kept intact during a 

removal process, CNT density variation has not been considered. 

2. [46, 47] did not consider CNT density variations in their quantified variation 

analysis. 

3. For the first time, Zhang et al. [41] quantified the impact of CNT variations on 

delay variations of CNFET. In [41], Zhang adapted an existing Monte Carlo-based 

statistical static timing analysis approach by using a variation-aware timing model 

[9] for CNFET logic gates based on the CNFET device model and CNT count 

variations model [38]. Zhang et al. in [38] presents parameterized model based on 

the probability mass function (PMF), which is extracted numerically from 

experimental results for CNT density variations. It is shown in [38] that for large 

size CNFET, the CNT count distribution can be approximated by a Gaussian 

distribution. However, the model is not analytical and it depends on the CNT 

spacing distribution that has to be extracted from experimental CNT growth. 
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B) Metallic CNT 

1. In [39] a probabilistic model which incorporates processing and design parameters 

and enables quantitative analysis of the impact of m-CNTs on leakage, noise 

margin, and delay variations of CNFET-based digital logic circuits has been 

presented. 

2. Ashraf et al. in [27, 48] presented analytical models to estimate the functional yield 

of logic gates designed using different configurations of CNFET. 

Although these two works presented some good models that describe the effect of m-CNTs 

on circuit parameters, there is still no simple physical model that can predict the system-

level requirements for acceptable range of m-CNTs. 

1.6.2 Imperfection-immune CNFET circuit analysis to overcome CNT density 
variation and m-CNTs 

Transistor-level redundancy is used in CNFET devices to enhance the transistor reliability.  

The probability of short defects for CNFET has been discussed in many previous 

publications [35-37, 49-51]. Based on the probability of short defects, Lin et al. have 

presented a novel metallic-CNT tolerant CNFET using asymmetric correlated CNTs 

(ACCNT) that use uncorrelated stacks of series CNFETs to tolerate short defects caused 

by m-CNTs and correlated branches of parallel CNFETs to increase the device drive 

strength without degrading the failure rate [35-37]. There is still no complete and compact 

model for CNFET probability of failure that includes 1) the probability of open defects 

(void CNFET), 2) the probability of short defects (due to m-CNT), and 3) the CNT count 

density variations. 

1.7 Organization of the Dissertation 

The rest of the dissertation is organized as follows: 
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Chapter 2 presents an analytical model, based on binomial probability distribution. The 

model then is validated using experimental/simulated data. It will be used to analyze and 

quantify the effects of CNT density variation on device, gate, and system levels of CNFET 

VLSI systems. 

Chapter 3 presents analytical models, which was validated using simulated data, to analyze 

and quantify the effects of m-CNTs on device, gate, and system levels of CNFET VLSI 

systems. 

Chapter 4 presents an integrated and compact model for probability of failure in CNFETs 

that includes CNT density variation and m-CNTs. 

Chapter 5 concludes the dissertation by highlighting the contribution of this research as 

well as presents some possible extensions of this work. 
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Chapter 2 

 

2 CNT Density Variation 

CNT density variation is one the major sources of imperfection in CNFET VLSI circuits. 

Since this imperfection plays an important role in the performance and robustness of 

CNFET circuits, accurate analysis and characterization of CNFET technology is essential. 

In this chapter, based on binomial probability distribution, we proposed analytical models, 

validated using experimental/simulated data, to analyze and quantify the effects of CNT 

density variation on device, gate, and system levels of CNFET VLSI systems. Using these 

models, we derived simple, yet useful CNFET processing and circuit design guidelines to 

manage CNT density variation. Later in chapter 4, we use these models as a great tool to 

predict the limitations and opportunities for a robust and reliable CNFET system in the 

presence of CNT density variation. 

2.1 Introduction 

Unlike in the standard CMOS process, where each mask layer is aligned precisely, the 

process of CNT growth always results in random and undetermined CNT placement. 

Figure 2.1 illustrates three CNFETs located on randomly placed CNTs. Depending on the 

location of CNFET, a random number of CNTs exists under the gate “window.” For 

instance, CNFET-c has 4 CNTs in the channel, and CNFET-a has only 1 CNT, and 

CNFET-b has none. We refer to a CNFET without a CNT, which results in an open defect, 

as a “void CNFET,” whereas a CNFET with at least one CNT in the channel is referred to 
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as a “live CNFET.” A live CNFET can be a “functional device” if there is no m-CNT in 

the channel; otherwise, a live CNFET will become in a short defect [52]. 

 
Figure 2.1. CNFETs on randomly placed CNTs. CNFET-a has only one CNT, CNFET-b has no CNT, 

and CNFET-c has four CNTs. CNFET-b is a void CNFET, which is always open [52]. 

Figure 2.1 intuitively shows that by choosing too small of a CNFET width, W, the chance 

of having an open defect increases, whereas selecting too large of a CNFET width results 

in more CNFETs and therefore a greater likelihood of short defects. 

Because the number of CNTs dictates the CNFET device parameters, such as ON-current, 

OFF-current, threshold voltage, and the average gate capacitance, for characterizing 

CNFET systems in the presence of CNT density variation, it is vital to find the distribution 

of CNTs. 

Experimental extraction of CNT distribution can be time consuming because such a 

process depends on the width of CNFET [9]. A parameterized model for CNT density 

variation, based on experimental data, has been developed by Zhang et al. [38, 53]. 

Although the model offers a valuable insight into the CNT density variation issue, it is 

based on the probability mass function that is numerically extracted from experimental 

results, which is not easily reproducible. It is shown in [38] that for a large size CNFET, 

the CNT count distribution can be approximated by a Gaussian distribution. However, 
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again, the model depends on the CNT spacing distribution that must be extracted from an 

experimental CNT growth. In this section, we derive a model that represents the 

distribution of the number of randomly placed CNTs in the channel of CNFETs. 

2.1.1 Derivation of CNT density distribution 

Suppose that in a window size of W, we try n coin-flipping experiments for CNT 

placement. The probability of having k CNTs, fB(k), in this window size of W in this 

experiment follows the standard binomial distribution: 

஻݂(݇) = ൫௡௞൯݌௞(1 −  ௡ି௞ ,                                              (2-1)(݌

where p=0.5 and ൫௡௞൯ = ௡!௞!(௡ି௞)! .                                                         (2-2) 

The probability distribution of CNT count therefore is simplified to: 

஼݂ே்(݇) = ௡!௞!(௡ି௞)! (0.5)௞(0.5)௡ି௞ = ௡!௞!(௡ି௞)!  (0.5)௡ .                 (2-3) 

To find n in (2-3), we consider the fact that the average CNT counts from (2-3), 

µ=n×p=n×0.5, must be equal to the expected number of CNTs in our experiment, i.e., ഥܰ஼ே் = ܹ. therefore, μ ;ܦ = ഥܰ஼ே்      ⇒      ݊ = 2 ഥܰ஼ே் = 2ܹ.  (4-2)                              . ܦ

Substituting (2-4) into (2-3) gives the CNT count probability density distribution: 

஼݂ே்(݇) = (ଶேഥ಴ಿ೅)!௞!(ଶேഥ಴ಿ೅ି௞)! (0.5)ଶேഥ಴ಿ೅ ,                                     (2-5) 

where  fCNT(k) is the probability of having k CNTs under the CNFET gate, and ഥܰ஼ே் is the 

expected number of CNTs, which is equal to W∙D. An example of a CNT count distribution 

using (2-5) is shown in Figure 2.2 for ഥܰ஼ே் = 3, which can represent a CNFET with either 
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a 0.3 µm width and density of 10 CNT/µm, or a CNFET with a  width 30 nm and density 

of 100 CNT/µm. 

 
Figure 2.2. Analytical CNT count probability distribution using binomial distribution in (2-5) when 

the expected number of CNTs is set to be 3. 

From the binomial distribution in (2-5), the standard deviation of CNT count distribution 

can be determined by: 

ߪ = ඥ݊1)݌ − (݌    ⇒ ஼ே்ߪ    = ටேഥ಴ಿ೅ଶ  .                                     (2-6) 

By using (2-6), the coefficient of variation is equal: 

ቀఙஜቁ஼ே் = ට ഥಿ ಴ಿ೅మேഥ಴ಿ೅ = ଵඥଶேഥ಴ಿ೅ ,                                                     (2-7) 

The index of dispersion (IDC) is defined as the ratio of the variance to the mean of a random 

variable [9]. Therefore, the index of dispersion of CNT count distribution is: 

ቀఙమஜ ቁ஼ே் = ഥಿ ಴ಿ೅మேഥ಴ಿ೅ = 0.5 .                                                       (2-8) 

In general, even though k is always an integer number, ഥܰ஼ே் may become a non-integer 

value, depending on the values of W and D. In this case, the continuous version of equation 

(2-5) can be used based on Gamma function, as: 

஼݂ே்(݇) = ୻(ଶேഥ಴ಿ೅ାଵ)௞!∙୻(ଶேഥ಴ಿ೅ି௞ାଵ) (0.5)ଶேഥ಴ಿ೅,                                         (2-9) 
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where Γ(ݔ) = ׬ ௫ିଵஶ଴ݐ ݁ି௧݀(10-2)                                                    . ݐ 

Note that the CNT count probability distribution in (2-5) when k=0 gives the probability 

of a void CNFET, or an open defect, PO, 

ைܲ = (0.5)ଶேഥ಴ಿ೅ .                                                      (2-11) 

Equation (2-11) provides a fundamental limit on probability of open defects in CNFET as 

a function of expected number of CNTs [52]. Figure 2.3 validates our analytical model for 

CNT count probability distribution by its precise correlation with two sets of experimental 

data extracted from [37, 38]. 

To analyze the non-negative integer random variable, IDC is a useful tool to describe the 

dispersion or variability [9]. Equation (2-8) shows that the IDC of our analytical model is 

always equal to 0.5 and independent of experimental data. This has been confirmed by 

experimental data reported by other researcher too. For example Zhang et al. reported the 

IDC of 0.5 in their approximated Gaussian model based on experimental data [9]. Equation 

(2-8) validates our analytical model for CNT count probability distribution by its precise 

correlation with the Stanford experimental-based model. It also confirms our prime 

assumptions i.e. at any point, the chance of having a CNT, p, is 50% that we made to drive 

this analytical formula. 

2.2 CNT density variation impacts on CNFET devices 

In this section, we analyze the impact of CNT density variation on CNFET device 

characterizations. The device-level model for CNFET used in this sections is based on a 

CNFET SPICE model [3] evaluated at the 32 nm technology node. The supply voltage for 
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CNFET is assumed to be 0.9V. The CNT density variation in (2-5) is used to implement 

CNFET variations in SPICE. 

 
Figure 2.3. Analytical model of CNT count probability distribution versus experimental data from 

[37, 38]. 

2.2.1 ON-state current, OFF-state current and device parasitic capacitance 

ON-state and OFF-state currents, ION and IOFF, often impose critical constraints in VLSI 

design. A higher ION is required to get a better performance, while a lower IOFF is desirable 

to get lower leakage power. Also device parasitic capacitance, CCNFET, plays an important 

role in circuit performance, and therefore variation of device capacitance can drastically 

affect the system performance fluctuation. 

ION and IOFF are defined as: 

ION: The ION for 32 nm N-type (P-type) CNFET is defined as the value of the drain current 

(ID) at VGS = 0.9V (VGS = -0.9V) and VDS = 0.9 V (VDS = -0.9V). 

IOFF: The IOFF for 32 nm N-type (P-type) CNFET is defined as the value of the drain current 

(ID) at VGS = 0V (VGS = 0 V) and VDS = 0.9V (VDS = -0.9V). 

Figure 2.4 shows the SPICE simulation results for IDS–VGS characteristics of 32-nm N-type 

CNFETs with expected 5 CNTs in the channel, where the number of CNTs varies from 1 
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to 10. The solid red line in the middle represents the nominal case (µ=5), and the dashed 

lines are for devices with various number of CNT. 

 
Figure 2.4. DC characteristic fluctuations of 32nm N-type CNFET due to CNT density variation. 

IDS-VGS characteristics fluctuations for expected 5 CNTs in the channel using SPICE simulation [54]. 

For a CNFET with N CNTs under the gate, the ION,N, IOFF,N , and CCNFET,N can be expressed 

as[3, 45]: ܫைே,ே ≈ ܰ × ைிி,ேܫ ைே,ଵ,                                                          (2-12)ܫ  ≈ ܰ × ஼ேிா்,ேܥ ைிி,ଵ,                                                        (2-13)ܫ  ≈ ܰ ×  ஼ேிா்,ଵ,                                                    (2-14)ܥ 

where ION,1, IOFF,1, and CCNFET,1 are the ON-state current, OFF-state current, and the gate 

capacitance of a CNFET with 1 CNT, respectively.  

Equations (2-12), (2-13), and (2-14) show that, ON-state current, OFF-state current, and 

the gate capacitance of a CNFET, in the presence of CNT density variation depend on 

random variable N. The coefficient of variation, σ/µ, of ION,N, IOFF,N , and CCNFET,N can be 
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calculated by (2-8). As a result (2-8) can be used as a guideline to choose a CNFET that 

meets a specific constraint. For example, to obtain a CNFET with less than 20% of ION, 

IOFF and CCNFET variations, there must be at least 13 CNTs in the CNFET [54], because  

൬ߪμ൰ூೀಿ = ට ഥܰ஼ே்2ഥܰ஼ே் = 0.2    ⇒  ഥܰ஼ே் > 13 . 
Table 2.1: The percentage of ION, IOFF and CCNFET variations, analytical model versus SPICE 

simulation [54]. 

NCNT 
SPICE Simulation 

 %(µ/ߪ)
Analytical Model 

 %(µ/ߪ)
ION IOFF CGATE ION / IOFF / CCNFET 

5 
43.5 46.2 45.8 44.72 

10 33.62 30.9 34.1 31.62 

50 14.2 14.6 14.0 14.14 

100 9.99 10.1 10 10.00 

200 7.1 7.0 7.0 7.07 

 

Table 2.1 shows the percentage of variation of ION, IOFF and CCNFET using analytical model 

versus extracted data from SPICE simulation using Monte Carlo analysis. As shown the 

predicted percentage of variation matches very well with the SPICE simulation results. 

2.2.2 Threshold voltage 

Threshold voltage fluctuation is the source of variation in performance, delay, and leakage 

power in Gigascale integrated systems. A drastic change in the threshold voltage can lead 

to a large short-circuit current, large leakage power, and poor performance. We use SPICE 

Monte-Carlo simulations to determine threshold voltage variation in CNFETs. The 

threshold voltage is measured from the device I-V characteristics using the linear 

extrapolation technique [55]. Based on measured data, the maximum percentage of 

threshold voltage variation in CNEFT due to CNT density variation is about 0.01%, which 
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is negligible. Also, the percentage of threshold voltage variation is independent of number 

of CNTs, which is a great benefit for CNFET technology [16, 54]. 

2.3 Impact of CNT density variation on CNFET gate delay 

After device level, the next level to investigate the impact of CNT density variation on 

Gigascale integrated system is the CNFET gate level. In the conventional design flow, 

static timing analysis (STA) is used to estimate the circuit delay. The need for an effective 

modeling of process variations in timing analysis has led to extensive research in statistical 

STA (SSTA). In both STA and SSTA techniques the delay characterization for cell 

libraries should be clearly defined [56]. As shown in section 2.2, the CNT density variation 

severely changes the individual device parameters such as ION, IOFF and CCNFET. Therefore, 

accurate characterization of each gate in the presence of CNT density variation is vital for 

future CNFET technology. 

Figure 2.5 illustrates the effects of CNT density variation on each gate delay and 

consequently on circuit delay using SPICE simulations [57]. This figure confirms that the 

gate delay distribution depends on the number of CNTs under the gate. For example since 

G1 has more CNTs under the gate compared to G2, the percentage of gate delay variation 

in G1 is smaller than in G2. Also, due to few CNTs under the G3, the percentage of path 

delay variation from its inputs to its output of G3 is worse. 
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Figure 2.5. Simulated effects of CNT density variation on gate and circuit delay [57]. 

2.3.1 Transient response model approach 

Although there are different ways to calculate gate delay such as transient response model, 

RC delay model, and linear delay model [58, 59], in this section we will use transient 

response model to predict the gate-delay variation due to CNT density variation.  

Propagation delay time, tpd, is defined as the time delay from the input voltage crossing 

50% to the output voltage crossing 50% [58]. The propagation delay of a logic gate is 

determined by the current that it can deliver and the capacitance that it drives. It has been 

shown that the propagation delay of a logic gate, tpd, can be estimated from [58]: ݐ௣ௗ = ஼ಽ೚ೌ೏×௏஽஽/ଶூವೝ೔ೡ೐  ,                                            (2-15) 

where CLoad is the load capacitance, IDrive is the CNFET drive current, and VDD is the power 

supply voltage. For a CNFET with N CNTs under the gate, the drive current ION,N  can be 

expressed as[3, 45] ܫ஽௥௜௩௘ = ைே,ேܫ ≈ ܰ ×  ைே,ଵ                                  (2-16)ܫ 

where ION,1 is the ON current of a CNFET with a single CNT. 

2.3.1.1 Mapping the CNT density variation to the gate delay variation 

As a baseline, we first consider an inverter driving a fixed load capacitance. We assume 

that the self-loading capacitance is negligible in comparison with the large load 
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capacitance, CL. Substituting (2-15) into (2-16) gives the propagation delay of an inverter 

to drive a fixed load capacitance as a function of the number of CNTs. ݐ௣ௗ ≅ (஼ಽ)×௏஽஽/ଶூೀಿ,ಿ  ,                                               (2-17) 

where ION,N is N times ION,1 ݐ௣ௗ  ≅ (஼ಽ)×௏஽஽/ଶே×(ூೀಿ,భ) =  ௄ே .                                      (2-18) 

The only random variable in (2-18) is N, which represents the number of CNTs in the 

CNFET gate. All other parameters are constant and therefore can be represented by a 

constant parameter, K.  

As shown in section 2.1, depending on the location of the CNFET, there is a random 

number of CNTs under the gate “window” which drastically can change the transistor’s 

ON-current and consequently gate delay. Figure 2.6 shows the mapping of the CNT density 

function using Equation (2-18) to the propagation gate delay function. The probability that 

the number of CNTs under the gate is within some interval NCNT1 ≤ CNTN  ≤ NCNT2 is equal 

to the probability that the gate delay is within the interval K/NCNT2  ≤  tpd ≤  K / NCNT1 . 

 
Figure 2.6. Mapping the distribution of number of CNTs per CNFET to the gate delay distribution 

[57]. 

To drive an analytical relationship between the number of CNTs per CNFET and gate delay 

distribution, let’s assume that X is a random variable with the mean value of µx and the 
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standard deviation of ߪx. Generally, the distribution of random variable Y=1/X is not 

necessarily normal [60], however if the variation is small (ߪx/µx<<1), then Y=1/X can be 

well approximated by a normal distribution [61]. It has been shown in [61] that for Y=1/X, 

we have: ߤ௒ = ଵఓ೉ .                                                    (2-19) 

To find standard deviation for Y, when the standard deviation is small, we take derivative 

of Y with respect to X as follow: 

ௗ ௒ௗ௑ = ିଵ௑మ      ⇒   ݀ ܻ = ିௗ௑௑మ  .                                       (2-20) 

Considering that the derivative can be represented by small changes, (2-20) can be 

rewritten as: ∆ ܻ ≈ ି∆௑௑మ  .                                                          (2-21) 

Assuming that the standard deviation compared to the mean value is very small (σ/µ<<1) 

∆ can be substitute with ߪ in (2-21), which yields ߪ௒ = ఙ೉ఓ೉మ .                                                            (2-22) 

To illustrate the accuracy of (2-19) and (2-22), an example of a random variable which can 

represent the numbers of CNTs under the CNFET gates with mean (µX=80), and standard 

deviation (ߪX=6.32) is calculated form (2-6) and is shown in Figure 2.7-a. Figure 2.7-b 

shows the mean and standard deviation of Y=1/X using MATLAB simulation [57]. 
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Figure 2.7. Mean and standard deviation, analytical model verification versus MATLAB data [57]. 

Using (2-22) the standard deviation for propagation delay can be determined by: ݐ ߪ௣ௗ ≈   ୏ ഑ ഥಿ  ൫ಿ൯మ                                                          (2-23) 

where ഥܰ is expected number of CNTs under the gate. To determine the percentage of delay 

variation, using (2-19) and (2-23) gives: 

௧೛೏(μ/ߪ) ≈ ቌ௄ ഑ ഥಿ  ൫ಿ൯మ௄ భಿഥ ቍ = ቀఙ ഥಿ  ேഥ ቁ = ቀඥ2 ഥܰቁିଵ
                           (2-24) 

The device-level model for CNFET used in the this section is based on the CNFET SPICE 

model developed by Deng et al. for a minimum-width CNFET at 32nm technology node 

[3]. The CNT density variation in (2-5) is used to implement CNFET variations in SPICE. 

Monte Carlo simulations were performed to evaluate the effect of variations of ഥܰ஼ே் on 

the mean and standard deviation of delay characteristics of logic gates for several gates 

including: INV1X, INV4X, NAND2-1X, NOR2-1X, NAND3-1X, and NOR3-1X. It is 

assumed that each gate drives a 200fF fixed load. In these simulations, 10 different samples 

of ഥܰ஼ே்within the range 20-250 CNTs under the gate were considered. The ON-current 

depends on the actual “effective” gate width which is determined by the number of CNTs 
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under the gate and the spacing between them [62]. The supply voltage in accordance with 

the ITRS roadmap for 32nm technology is 0.9V [63]. 1000 samples were taken into 

consideration in our simulations. 

 
Figure 2.8. Predication of gate delay variation versus simulated data for INV1X, NAND2-1X, 

NOR2-1X, NAND3-1X, and NOR3-1X CNFET gates to drive a 200fF constant load [57]. 

Figure 2.8 show the percentage of gate delay prediction using (2-24) versus simulated data 

for different logic gates. The results validate the accuracy of our analytical model for 

prediction the percentage of logic gates delay by its precise correlation with percentage of 

variation for CNT density distribution. Equation (2-24) predicts the gate delay variation 

very accurately, when the average number of CNTs under the gate are larger than 50, which 

is a typical range [45]. 

Table 2.2 shows the average and standard deviation of the gate delay using analytical model 

versus simulated data extracted from SPICE simulation on a 1X inverter using Monte Carlo 

simulation. As shown the predicted delay variation matches very well with the SPICE 

simulation results. 
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Table 2.2: Analytical model verification versus SPICE simulation, assuming Ion=17µA, 
CLOAD=200fF, V=0.9v [57] 

NCNT Analytical Model SPICE Simulation 

µ(ps) ߪ(ps) ߪ/µ(%) µ(ps) ߪ(ps) ߪ/µ(%) 

10 523 117 22.3 554 156 28.2 

20 261 41.37 15.8 264 44.8 17 

50 104 10.47 10 104 10.5 10.1 

100 52 3.70 7.07 51 3.83 7.44 

150 34 2.01 5.77 34 1.86 5.35 

200 26 1.31 4.99 26 1.37  5.28 

250 20 0.94 4.47 20 0.92 4.5 

 

 
Figure 2.9. Prediction of gate delay variation versus simulated data for INV1X and INV4X to drive a 

200fF constant load [57]. 

Percentage of gate delay variation versus simulated data for INV1X and INV4X driving a 

200fF load capacitance is shown in Figure 2.9. Simulated result shows that the percentage 

of delay variation in INV1X is two times more than INV4X which is expected based on 

(2-24). Although (஼ಽ)×௏஽஽/ଶ(ூೀಿ,భ)  which was denoted as K in (2-18), is a technology dependent 

parameter, (2-24) shows the percentage of delay variation is independent of technology 
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node. In other words, irrespective of the technology node, the number of CNTs under the 

gate “window” plays a vital role in delay variation which depends on CNT density variation 

[57]. 

2.3.2 RC delay model approach 

To drive an analytical formula that considers all aspects and parameters of an actual design, 

our previous approach, which was based on transient response model and Equation (2-15) 

was not successful. However, the assumption of IDrive to be equal to ION works for simple 

gates. The difference between IDrive and ION to calculate the complex gate delay in the 

presence of self-loading and interconnect capacitance, forced us to use the RC delay model 

and well-known Elmore delay technique to analyze the effect of CNT density variation on 

CNEFT gates delay. 

The RC delay model treats a transistor as a switch in series with a resistor. This 

approximation works remarkably well for delay estimation. The effective resistance is the 

ratio of VDS to IDS averaged across the switching interval of interest [58]. A unit CNFET 

that contains one CNT under the gate is defined to have effective resistance RON. A CNFET 

with N CNTs under the gate has resistance of  ோೀಿே , because it delivers N times as much 

current. As shown in Figure 2.10, each N-type and P-type CNFET has gate and self-loading 

capacitance. We define CIN and CSL to be the gate capacitance and self-loading of a unit 

transistor, respectively. CSL and CIN depend on the number of CNTs under the CNFET 

channel. Hence, a CNFET with N CNTs under the gate has an input capacitance of N×CIN, 

a self-loading capacitance of N×CSL and a resistance of  ோೀಿே   as modeled and depicted in 

Figure 2.10. 
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Because the RC delay model treats a transistor as a switch in series with a resistor, any 

complex gate can be model as a switch in series with a resistor, therefore, there is no 

limitation for modeling combinational or sequential circuits [58]. Without loss of 

generality, the RC model of inverter and transmission gates have been shown in Figures 

2.11-a and 2.11-b, respectively. The unit inverter of Figure 2.11-a is composed of an N-

type CNFET and a P-type CNFET of unit size to achieve equal rise and fall resistance. The 

effective resistance of the transmission gate is modeled as a parallel connection of the 

resistances RON-n and RON-p of the N-type and P-type CNFET devices [58, 59].The 

simulated value of RTG= RON-n || RON-p as a function of Vout is relatively constant[59]. 

 
Figure 2.10. Equivalent RC model circuits for N-type and P-type CNFET 

 
Figure 2.11. Equivalent RC circuit for a) an inverter, b) a transmission gate 
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To drive a general formula that consider all aspects and parameters of actual design, as a 

baseline, we first consider a gate, which has been modeled as an RC switch that does not 

drive any external node, as shown in Figure 2.12-a. 

The propagation delay of gate as a function of the number of CNTs is: ݐ௣ௗ = ln 2 × ቀோೀಿே ቁ × (ܰ × (ௌ௅ܥ = ln 2 × ܴைே ×  ௌ௅ .                 (2-25)ܥ

Equation (2-25) shows that in this case, the delay propagation is constant and independent 

of the number of CNTs under the gate channel. SPICE simulation also confirms the 

accuracy of equation (2-25). Because the standard deviation of a constant value is zero, the 

percentage of delay variation due to CNT density variation is 0%. Table 2.3 shows the 

average and standard deviation of the gate delay using analytical model versus simulated 

data extracted from SPICE simulation on a 1X inverter using Monte Carlo simulation. 

 
Figure 2.12. Modeling of a combinational circuit as a , a)RC switch, b) RC switch driving a constant 

load, c) RC switch along a wire, and d) RC switch driving another gate(s) along the wire. 
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For the second stage, to drive the general formula, a RC switch that drives a fixed load 

capacitance with negligible wire capacitance has been considered and is shown in Figure 

2.12-b. Equation (2-26) gives the delay propagation as a function of the number of CNTs, ݐ௣ௗ = ln 2 × ቂܴைே × ௌ௅ܥ + ோೀಿ×஼ಽே ቃ = ln 2 × ቂܴைே × ௌ௅ܥ + ோೀಿ×஼ಽே ቃ .          (2-26) 

The mean of propagation delay is equal to: μ௧௣ௗ = ln 2 × ቂܴைே × ௌ௅ܥ + ோೀಿ×஼ಽே ቃ .                               (2-27) 

Table 2.3: Analytical model verification versus SPICE simulation for INV1X assuming 
Ron=36.2kΩ, CSL=0.22fF, CLOAD=0 

NCNT 
SPICE Simulation Our Analytical Model 

µ(ps) ߪ(s) ߪ/µ µ(ps) ߪ(s) ߪ/µ 

40 0.55 3.1e-27 0 0.78 0 0 

50 0.55 3.1e-27 0 0.78 0 0 

80 0.55 3.1e-27 0 0.78 0 0 

100 0.55 3.1e-27 0 0.78 0 0 

150 0.55 3.1e-27 0 0.78 0 0 

200 0.55 3.1e-27 0 0.78 0 0 

 

By assuming that the standard deviation compared to the mean value is very small, we use 

(2-19) and (2-22) to calculate the standard deviation of tpd. Hence, the coefficient variation 

of gate delay due to CNT density variation can be found by:  

௧೛೏(μ/ߪ) ≈ ቌ ோೀಿ×஼ಽቆ ഑ ഥಿ  ൫ಿ൯మቇோೀಿ×஼ೄಽାோೀಿ×஼ಽቀ భಿഥ ቁቍ                                        (2-28) 

Assuming that the self-loading capacitance is negligible in comparison to the load 

capacitance (ܥ௅  ≫  ௌ௅), (2-28) can be simplified to (2-24), shown in Section 2.3.1.1ܥ
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The average and standard deviation of the gate delay using analytical model versus 

simulated data extracted from SPICE simulation on a 1X inverter using Monte Carlo 

simulation has shown in Table 2.4. As shown the predicted delay variation matches very 

well with the SPICE simulation results. 

An RC switch driving a long wire with lumped capacitance and resistance, shown in Figure 

2.12-c, has also been considered for the third stage to drive the general formula. The delay 

propagation as a function of the number of CNTs is: ݐ௣ௗ = ln 2 × ቂ(ܴைே × ௌ௅ܥ + ܴௐ × (ௐܥ + ଶோೀಿ×஼ೈே  ቃ ,                   (2-29) 

where RW and CW are wire resistance and wire capacitance respectively. 

The mean of propagation delay is equal to: μ௧೛೏ = ln 2 × ቂ(ܴைே × ௌ௅ܥ + ܴௐ × (ௐܥ + ଶோೀಿ×஼ೈே ቃ .                          (2-30) 

Because the only random variation in (2-30) is N, from (2-19) and (2-23), the propagation 

delay variation can be found by: 

௧೛೏(μ/ߪ) ≈ ቌ ଶோೀಿ஼ಽቆ ഑ ഥಿ  ൫ಿ൯మቇோೀಿ஼ೄಽାோೈ஼ೈାଶோೀಿ஼ೈቀ భಿഥ ቁቍ  .                               (2-31) 

As we infer from (2-31), resistance and capacitance of wire affect the coefficient of 

variation. Using the (2-31), a three-dimensional plot of the percentage of variation for 

inverter delay as a function of the expected number of CNTs and the wirelength is shown 

in Figure 2.13. 

In the fourth and final stage in driving the general formula, we consider one gate driving 

another gate along the long interconnect, shown in Figure 2.12-d. Equation (2-32) gives 

the propagation delay as a function of the number of CNTs in the driver and load gates: 
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௣ௗݐ = ln 2 × ቂ(ܴைேܥௌ௅ + ܴௐܥௐ) + ଶோೀಿ஼ೈே + ூேܥ௪ܴܯ + ெே ܴைேܥூேቃ ,        (2-32) 

where CIN is the input gate capacitance of the loading gate. 

Table 2.4: Analytical model verification versus SPICE simulation for INV1X, assuming 
Ron=36.2kΩ, CSL=0.22fF, CLOAD=100fF 

NCNT Analytical Model SPICE Simulation 

µ(ps) ߪ(ps) ߪ/µ(%) µ(ps) ߪ(ps) ߪ/µ(%) 

40 62.96 6.99 11.10 65.41 7.66 11.71 

50 50.48 5.00 9.90 52.21 5.12 9.81 

80 31.75 2.47 7.78 33.15 2.85 8.60 

100 25.51 1.77 6.94 26.17 1.97 7.53 

150 17.19 0.96 5.58 17.57 0.97 5.52 

200 13.03 0.63 4.83 13.30 0.65 4.88 

 

 
Figure 2.13. Percentage of variation for inverter delay as a function of the expected number of CNTs 

and the wirelength. 

To drive an analytical relation between the number of CNTs per CNFET in driver and load 

gates and gate delay distribution, let’s assume that X and Y are random variables with mean 

values of µx and µY as the standard deviations of ߪx and ߪY, respectively. Generally, the 
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distribution of random variable Z=X/Y is not necessarily normal [60]. However, if the 

variation is small (ߪY/µY<<1), then Z=X/Y can be well approximated by a normal 

distribution [61]. It has been shown in [61] that for Z=X/Y, we have: ߤ௓ = ఓ೉ఓೊ .                                                             (2-33) 

To find the standard deviation for Z, when the standard deviation is small, we take a 

derivative of Z as follows: ܹ = ௑௒     ⇒  ܹ݀ = ௗ௑௒ − ௑ௗ௒௒మ  .                                         (2-34) 

Considering that the derivative can be represented by small changes, (2-34) can be 

rewritten as: ∆ܹ = ∆௑௒ − ௑∆௒௒మ   .                                                  (2-35) 

Assuming that the standard deviation compared to the mean value is very small (σ/µ<<1) 

∆ can be substituted with ߪ in (2-35), which yields 

௪ଶߪ = ൬ఙೣஜ೤൰ଶ + ൬ஜೣఙ೤ஜ೤ ൰ଶ
 .                                           (2-36) 

To illustrate the accuracy of (2-33) and (2-36), pairs of random variables, which can 

represent the numbers of CNTs under the CNFET driver and load gates, are selected. Table 

2.5 shows the mean and standard deviation of these pairs using an analytical model versus 

MATLAB simulation. 

By assuming that the standard deviation compared to the mean value is very small, we use 

(2-36) to calculate the standard deviation of propagation delay. Hence, the variation 

coefficient due to the CNT density variation can be found by:  

௧೛೏(μ/ߪ) ≈ ൮ଶோೀಿ஼ಽቆ ഑ ഥಿ  ൫ಿ൯మቇାఙಾതതതோೢ஼಺ಿା ಾതതതమ ഥಿ య(ெഥାேഥ)ାோೀಿ஼಺ಿට ಾതതതమ ഥಿ య(ெഥାேഥ)(ோೀಿ஼ೄಽାோೈ஼ೈ)ାమೃೀಿ಴ೈഥಿ ାெഥோೢ஼಺ಿାಾതതതಿഥ ோೀಿ஼಺ಿ ൲  .           (2-37) 
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Using Equation (2-37), a three-dimensional plot of the percentage of variation of inverter 

delay as a function of the expected number of CNTs in the driver gate and the wirelength 

for different fan-outs are shown in Figure 2.14.  

Table 2.5: Mean and standard deviation, analytical model versus MATLAB simulation 
 

(X/Y) 

Analytical Model MATLAB Simulation 

Mean(µ) Sigma(σ) Mean(µ) Sigma(σ) 

(40/40) 1 0.158 1.01 0.164 

(40/80) 0.50 0.0685 0.50 0.070 

(40/100) 0.40 0.0529 0.40 0.054 

(40/120) 0.33 0.0430 0.33 0.044 

(40/160) 0.25 0.0313 0.25 0.031 
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Figure 2.14. Percentage of delay variation as a function of the expected number of CNTs and the 

wirelength. a) Fan-out=1; b) Fan-out=2; c) Fan-out=4; d) Fan-out=8. 
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Figure 2.15. Master slave positive edge-triggered Flip-Flop [59] 

2.4 Impact of CNT density variation on sequential circuits 

Memory elements, including Flip-Flops and latches, are common in digital circuits. 

Therefore, it is important to quantify the effects of CNT density variation on CNFET-based 

memory elements. There are many approaches for constructing Flip-Flops. One very 

common technique involves the use of transmission gates and inverters. A complete 

transistor-level implementation of a master-slave positive edge-triggered Flip-Flop is 

shown in Figure 2.15 [59]. 

Flip-Flops are characterized by three important timing parameters: setup time, hold time, 

and the propagation delay (tc2q). Therefore, we quantify these parameters under the effect 

of CNT density variation. 

2.4.1 Setup time 

Setup time has been defined as the minimum amount of time the data should be held steady 

before the clock event. We assume that the propagation delay of each inverter and 

transmission gate in Figure 2.15 is tpd_INV and tpd-TG, respectively. For the transmission gate 

multiplexer-based Flip-Flop, input D must propagate through I1, T1, I3, and I2 before the 

rising edge of the clock. Hence, the setup time is [59]: ݐௌா்௎௉ = 3 × ௣ௗିூே௏ݐ +  ௣ௗି்ீ.                                           (2-38)ݐ
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Consider the equivalent circuit of the Flip-Flop cell to calculate the setup time shown in 

Figure 2.16-a. The equivalent circuit to calculate delay from the input of I2 to the input of 

T2 has been modeled as an RC switch and is shown in Figure 2.16-b, which is the same as 

Figure 2.12-a. Therefore, based on (2-24), the value of the setup time is constant and 

independent of the number of CNTs under the gate channel. The standard deviation of a 

constant value is zero; hence, the percentage of setup time variation due to CNT density 

variation is 0%. The SPICE simulation confirms that the percentage of setup time variation 

due to CNT density variation is negligible. 

 
Figure 2.16. a) Equivalent circuit to calculate the setup time; b) RC switch model for the last stage to 

measure setup time delay. 

 
Figure 2.17. a) Equivalent circuit to calculate the propagation delay b) RC switch model for the last 

stage to measure the propagation delay 

2.4.2 Propagation delay 

Figure 2.17-a shows the equivalent circuit to calculate the propagation delay. The input of 

I5 to the output of the Flip-Flop has been modeled as an RC switch and is shown in Figure 

2.17-b, which is the same as Figure 2.12-b. Because Flip-Flops usually drive many nets 

and consequently have a large fan-out, the amount of load capacitance is considerable in 
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comparison with the self-loading and input capacitance of I6. Therefore, based on the 

equivalent circuit shown in Figure 2.12-b, the coefficient variation of the propagation delay 

due to CNT density variation can be found by using (2-24). Table 2.6 shows the percentage 

of propagation delay variation using Equation (2-24) versus simulated data extracted from 

SPICE using the Monte Carlo simulation. 

Table 2.6: Analytical model verification for percentage of propagation delay variation 
versus SPICE simulation, assuming CLOAD=200fF. 

NCNT Analytical Model - ߪ/µ (%) SPICE Simulation - ߪ/µ (%) 

40 11.18 11.71 

50 10 9.81 

80 7.91 8.60 

100 7.07 7.53 

150 5.77 5.52 

200 5 4.88 

 

2.4.3 Hold time 

In this Flip-Flop configuration, the hold time is 0 [59]. However, for other Flip-Flop 

configurations, the hold time can be quantified by the inverter gate delay [58, 59]. 

Therefore, by modeling to the RC switch, the effect of CNT density variation on hold-time 

can be quantified. 

2.5 Impact of CNT density variation on static random access memory 

In this section, we study the effects of CNT density variation on performance and stability 

of 6-T static random access memory (SRAM) cells. Because of robustness, low power 

operation, and short access time, 6T SRAM is commonly used [64]. The 6T SRAM cell, 

shown in Figure 2.18, is comprised of a pair of weak cross-coupled inverters holding the 
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state and a pair of access transistors to read and write the state [58, 59]. To ensure read 

stability as well as writability, the transistors must satisfy ratio constraints. The N-type 

CNFET pull-down transistor in the cross-coupled inverters must be the strongest. The 

access transistors are of intermediate strength, and the P-type CNFET pull-up transistors 

must be weak [58, 59]. To satisfy these constraints, N1 and N3 have 3×N CNTs under the 

gate. Also, P1 and P2 have N CNTs. The access transistors have 2×N CNTs under the gate 

channel [65]. To achieve good layout density, all of the transistors use the same bundle of 

CNTs. 

 
Figure 2.18. The 6-T static random access memory cell. 

2.5.1 Write delay 

Write delay has been defined as the time from the 50% activation of wordline (WL) to the 

time internal nodes Q and  തܳ reach 50% of their final values [66]. To analyze the effect of 

CNT density variation on write delay, without loss of generality, assume Q is initially 0 

and that we wish to write a 1 into the cell. Bit line (BL) is precharged high and is left 

floating. Bit-line bar (ܮܤതതതത) is pulled low by a write driver. The capacitance at node Q 

consists of ܥொ = 2 × ௌ௅ିேଶܥܰ +  3 × ௌ௅ିேଵܥܰ + ௌ௅ି௉ଵܥܰ + 3 × ூேିேଷܥܰ + ூேି௉ଶܥܰ = ܭ × ܰ    (2-39) 
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where CSL and CIN are self-loading and input capacitance, respectively. As we see, K is 

constant and N is the only random variable in CQ. Because the node Q charges through 

access transistor N2, the RC switch model for writing operation is similar to Figure 2.12-

a, and the write delay is independent of the number of CNTs. As we expect, the percentage 

of write-delay variation due to CNTS density variation is 0%. Table 2.7 shows the extracted 

percentage of write-delay variation from SPICE. As we see, the percentage of write-delay 

variation is negligible. 

Table 2.7: Extracted percentage of write-delay variation due to CNT density variation form 
SPICE simulation. 

NCNT SPICE Simulation- ߪ/µ (%) 

50 0.00930 

80 0.00447 

100 0.00392 

150 0.00166 

200 0.00112 

250 0.00079 

2.5.2 Read delay 

Read delay is defined as the time required to develop a 100mV differential voltage between 

BL and ܮܤതതതത after WL reaches 50% of its final swing [67]. Again, to analyze the effect of 

CNT density variation on read delay, without loss of generality, assume Q is initially 0 and 

thus തܳ is initially 1. The BL and ܮܤതതതത are both initially precharged high and are left 

floating. തܳ and ܮܤതതതത both should remain 1[58, 59]. The equivalent half-circuit of the SRAM 

cell is shown in Figure 2.19-a, where CBL is the bit-line capacitor, and RN4 is the equivalent 

resistance of N4 [68]. 
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Figure 2.19. a) Equivalent half-circuit of SRAM for read delay [68]; b) Equivalent RC switch for 

read delay. 

Because access transistor N4 is responsible for discharging CBL, the read delay variation 

equation due to CNT density variation can be simplified as (2-25) based on Figure 2.19-b. 

The self-loading capacitance is negligible in comparison to the large CBL; therefore, the 

percentage of read delay variation is equal to (2-23). The percentage of read-delay variation 

using (2-23) versus simulated data extracted from SPICE is shown in Table 2.8. 

Table 2.8: Analytical model verification for percentage of read-delay variation versus 
SPICE simulation, assuming CBL=200fF. 

NCNT Analytical Model- ߪ/µ (%) SPICE Simulation- ߪ/µ (%) 

50 10 10.1 

80 7.91 7.54 

100 7.07 6.63 

150 5.77 5.31 

200 5 4.81 

250 4.47 4.15 

2.5.3 Static noise margin 

The side of the maximum nested square between the normal and mirrored voltage transfer 

curves (VTCs) for a pair of cross-coupled inverters has been defined as static noise margin 
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(SNM) [39, 69,70]. Because the stability and writability of the SRAM cells are quantified 

by the hold margin, the read margin, and the write margin, we analyze the effects of CNT 

density variation on these criteria. The static noise margin while the cell is holding its state 

and being neither read nor written is defined as hold margin. As shown in Figure 2.20-a, 

noise source Vn is applied to each of the cross-coupled inverters while the access 

transistors are OFF and do not affect the circuit behavior [58]. 

 
Figure 2.20. Cross-coupled inverters with noise sources for: a) hold margin; and b) read margin [58]. 

The BL and ܮܤതതതത are initially precharged, and the access transistor tends to pull the low node 

up when the cell is being read. The tendency of pulling up the low node distorts the voltage 

transfer characteristics. The static noise margin under these circumstances that is shown in 

Figure 2.20-b has been defined as the read margin [58]. 

The read/hold margins depend on threshold voltage, power supply, and Cell Ratio. As we 

saw in section 2.2, threshold voltage is independent of CNT density variation. The cell 

ratio is 3/2, which is defined as the ratio of the number of CNTs in the drive transistors to 

that of access transistors. The power supply is fixed. Therefore, CNT density variation does 

not have any effect on read/hold margins and the percentage of variation due to the CNT 

density variation is 0%. 

During writing the new state, access transistors N2 and N4 must overpower the pull-up P1 

and P2 transistors to create a single, stable state. The write margin is determined by a 
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similar fashion as a read margin, with one access transistor pulling to 0 and the other to 1. 

If the |Vn| is too large, a second stable state will exist, preventing the function of writes 

[58]. The write margin is inversely proportional to the ratio of the number of CNTs in the 

pull-up transistors to the access transistors-1/2 in this case-and to the threshold voltage 

[65]. Therefore, the CNT density variation does not have any effect on write margins and 

percentage of variation due to CNT density variation is 0%. Table 2.9 shows the extracted 

percentage of hold margin, read margin, and write margin variations from SPICE. As we 

expect, these percentages of variation are negligible. 

Table 2.9: Extracted percentage of hold-margin, read-margin, and write-margin variations, 
due to CNT density variation form SPICE simulation. 

NCNT SPICE Simulation  (%)µ/ߪ

Hold Margin Read Margin Write Margin 

50 0.090479 0.011128 0.0015285 

80 0.000263 0.000987 0.0627869 

100 0.128025 0.007852 0.020050 

150 0.18649 0.000398 0.038366 

200 0.40003 0.040172 0.0234980 

250 0.15409 0.008596 0.0000084 

2.6 CNT density variation impacts on system level 

After device and gate levels, the last level to investigate the impact of CNT density 

variation on a Gigascale integrated system is the CNFET system level.  The path delay is 

referred to the total delay for the logic to propagate through a logic path. This corresponds 

to the sum of the delays through the various logic cells and nets along the path [58, 59, 71]. 

Based on the placement of CNFET gates, if the gate delays along a path are independent, 
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they tend to average out in the overall path delay [38, 72]. Figure 2.21-a shows an example 

of a data path between two Flip-Flops. Without loss of generality, we assume the path 

between Flip-Flops goes through n NAND2 gates. Figure 2.21-b shows the placement of 

NAND2 gates where they use an independent bundle of CNTs along the Y-axis. Each gate 

has an independent normal-delay distribution P1, P2,...,Pn, with the same mean µ and 

standard deviations σ. The mean of the path delay relative to the mean of individual gate 

delays is given by[38]: μ௉஺்ு = ∑ μீ௜ = ݊μீ௜௡௜ୀଵ  ,                                              (2-40) 

where n is the number of stages and  µGi is the mean of gate delay. Because the gates have 

been placed on independent bundles of CNTS, the standard deviation of path delay is: ߪ௉஺்ு = ඥ∑ ௜ଶ௡௜ୀଵீߪ =  ௜√݊ .                                                    (2-41)ீߪ

The coefficient of variation, σ/µ, of the path delay relative to the gate delay by using (2-

40) and (2-41) is given by[38]:  (ߪ/μ)௉஺்ு = ଵ√௡  ௔௧௘ .                                             (2-42)ீ(μ/ߪ)

The placement of NAND2 gates, where they use the same bundle of CNTs along the Y-

axis, is shown in Figure 2.21-c. Because the gates used the same bundle of CNTs, the delay 

distributions are correlated; therefore, the standard deviation of path delay is equal to sum 

of them [38]: ߪ௉஺்ு = ∑ ௜௡௜ୀଵீߪ =  ௜ .                                        (2-43)ீߪ ݊

The mean of the path delay that is independent of the placement follows Equation (2-43). 

Therefore, the coefficient deviation for the path delay becomes: (ߪ/μ)௉஺்ு =  ௔௧௘                                           (2-44)ீ(μ/ߪ)
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In both cases, by increasing the number of gates in the path, the standard deviation of the 

path delay increases. However, with the assumption of independence, the ratio σ/µ scales 

as  ଵ√௡, whereas it remains constant under the fully correlated assumption [38]. 

 
Figure 2.21. a) Timing path; b) Timing path placed through uncorrelated CNTs; c) Timing path 

placed through correlated CNTs. 
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Chapter 3 

 

3 CNFET VLSI systems in the presence of Metallic CNTs 

The presence of m-CNTs affects the delay and power dissipation of CNFET-based circuits. 

Since there is no CNT fabrication technique that guarantees ideal CNT growth with 

exclusively semiconducting CNTs, the impact of m-CNTs on CNFET circuits must be 

quantified and carefully considered. In this chapter, we present analytical models for gate 

delay and power consumption in CNFET logic gates in the presence of m-CNTs. These 

models can be great tools in predicting the limitations and opportunities for a robust and 

reliable CNFET system in the presence of m-CNTs. 

3.1 Introduction 

The presence of m-CNTs can severely change the individual gate power dissipation and 

delay. The large percentage of m-CNTs is not tolerable from the noise margin and the 

power consumption perspectives [37, 39]. Accurate characterization of gate delay, path 

delay, static power, and dynamic power consumptions in CNFET technology to determine 

an acceptable range of m-CNTs is necessary for future CNFET technology design and 

development. Figure 3.1 illustrates the effects of m-CNTs on delay and functionality in a 

CNFET logic block using SPICE simulations. For example, in case (1), where all the gates 

composed of only semiconductor CNTs (s-CNTs), the output node has full swing from 

VDD to 0. However, the waveforms in cases (2) and (3) show that the presence of m-CNTs 

degrades the output voltage swing and consequently increases the path delay. The high 
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percentage of m-CNTs in G1 (PM_G1=15%) ultimately results in a failure which is shown 

in case (4) in Figure 3.1. 

Zhang et al. in [39] presented a probabilistic model, which incorporates processing and 

design parameters and enables quantitative analysis of the impact of m-CNTs on leakage, 

noise margin, and delay variations of CNFET-based digital logic circuits. Ashraf et al. in 

[27, 48] presented some analytical models to estimate the functional yield of logic gates 

using different configurations of CNFETs. Although these previous works presented some 

good models that describe the effect of m-CNTs on circuit parameters, there is still no 

simple analytical model that can predict the system-level requirement for acceptable range 

of m-CNTs. 

 
Figure 3.1. Simulated effects of m-CNTs on circuit delay contributed by various percentage of 

m-CNTs on gates. 

3.2 Metallic CNTs in CNFET 

Depending on the chirality of the carbon nanotube, the growth of CNT can result in either 

metallic or semiconductor CNTs [4]. Since the conductivity of m-CNTs cannot be 

controlled by the gate, they cannot be used to make CNFETs. Therefore, a CNFET made 
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entirely from m-CNTs will have a current that is only dependent on the drain–source 

voltage, not on the gate voltage. Instead, CNFETs made up entirely from s-CNTs will 

exhibit a good gate-control, often with ION–IOFF ratios of up to 106 [3, 17]. 

Due to random distributions of CNTs, about 33% of the CNTs are normally grown as 

metallic CNT [4]. However, with the advancement of CNT fabrications, the current CNT 

synthesis techniques yield about 1% or lower m-CNTs [29-32]. There has been work on 

m-CNT removal after CNT growth by electrical burning [33] or selective etching [34]. 

However, because of the non-ideality of all of these techniques, a fraction of m-CNTs still 

survive after m-CNT removal process. These remaining m-CNTs can cause significant 

problems in CNFET circuits [27, 35-37]. 

As mentioned in chapter 1, a CNFET containing a single CNT in its channel is highly 

sensitive to CNT diameter variations. Therefore, to provide sufficient drive currents, 

practical circuits require CNFETs with multiple CNTs in their channel [45]. These 

CNFETs will generally consist of a mix of m-CNTs and s-CNTs. Lin et al. have presented 

some experimental data of a CNFET fabricated on a mix of s-CNTs and m-CNTs [35-37]. 

As expected, they showed that the device with m-CNTs has an extremely low ION–IOFF 

ratio. Using such CNFETs to construct gates leads to a poor noise margin, which will result 

in signal loss over just a few cascaded stages as shown in Figure 3.1 case (4). Therefore, it 

will be impossible to create functional large-scale circuits using CNTs without addressing 

the m-CNTs problem. 

3.2.1 Impact of m-CNTs on ION-IOFF ratio 

Since a higher ION is required to achieve better performance and, a lower IOFF is desirable 

to get lower leakage power, a CNFET which is made only form s-CNTs with the overall 
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device ION–IOFF ratio of ~ 106 is desirable. By assuming that the ION of s-CNT is the same 

as the ION of m-CNT [27, 35-37, 39, 48], the ION–IOFF ratio of the CNFET degrades to 

approximately the inverse of probability of m-CNTs. For example, only 1% m-CNTs in 

CNFET can reduce the overall device ION–IOFF ratio of ~ 106 to about 100. This is not 

acceptable in many VLSI applications. 

Although the low ION–IOFF ratio for CNFETs is undesirable (due to its high leakage 

current), a logic gate made of such leaky CNFTE can still be functional if the probability 

of m-CNTs is very small as simulated data shown in Figure 3.1 case (2) and (3).  

3.2.2 Impact of m-CNTs on the output voltage swing 

Figure 3.2 shows the schematic of an inverter that consists of one P-type CNFET and one 

N-type CNFET with mix of aligned correlated m-CNTs and s-CNTs under the gate 

window. To analyze the impact of m-CNTs on the output voltage swing, the voltage 

transfer characteristics (VTC) of the CNFET inverter is simulated and shown is Figure 3.3. 

As shown in Figure 3.3, the presence of m-CNTs can drastically affect the VTC and the 

output voltage swing of the CNFET inverter. Logic swing (VLS), which is defined as the 

magnitude of voltage differences between the static high output voltage (VOH) and static 

low output voltage (VOL) levels, is given by [73]: 

௅ܸௌ = ைܸு − ைܸ௅ .                                                        (3-1) 

In the presence of m-CNTs the logic swing decreases because m-CNTs conduct current 

even when the corresponding CNFET is turned off. This undesirable conductivity lowers 

the VOH and increases the VOL of the gate, which results in reducing the output voltage 

swing as shown in Figure 3.3. 



49 
 

To determine VOH in a CNFET inverter of Figure 3.5, where there are NM m-CNTs under 

the gate, we model the m-CNTs as separate always-ON CNFETs as shown in Figure 3.4. 

While there is no simplified formula for CNFET similar to ɑ-power law in MOSFETs[74], 

both experimental and simulation results show that if contacts are ideal (ohmic contacts) 

and the channel is long, then the I-V characteristics of CNFETs are similar to MOSFETs 

[3, 75-77]. 

 
Figure 3.2. Schematics of a logic inverter made up of one P-type CNFET and one N-type CNFET laid 

out on aligned correlated mix of m-CNTs and s-CNTs [39]. 

 
Figure 3.3. Simulated Voltage Transfer Characteristics of CNFET inverter in the presence of m-

CNTs. 
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To drive an analytical formula for VOH based on the number of m-CNTs in pull-down 

network, we assume that the pull-up CNFET is in linear region and the CNFET with 

m-CNTs in the pull down transistor is in saturation region as illustrated in Figure 3.5-a. 

Furthermore, ܫ஽ௌ,௉ =   ஽ௌ,ே .                                                      (3-2)ܫ

 
Figure 3.4. a) Schematic of imperfect CNFET inverter, b) Modeling of m-CNTs in CNFET as always 

ON transistors. 

 
Figure 3.5. Imperfect CNFET inverter models for a) VOH, b) VOL. 

The currents in pull-up and pull-down networks are given by (3-3) and (3-4), respectively ܫ஽ௌ,௉ = ்ܰ ܭ ቂ( ௌܸீ − ௧ܸ)( ஽ܸ஽ − ைܸு) − (௏ವವି௏ೀಹ)మଶ ቃ,                                         (3-3) 

஽ௌ,ேܫ = ைே,ேܫ = ௄ଶ  ܰெ(ܸீ ௌ − ௧ܸ)ଶ,                                                (3-4) 
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where K is the CNFET transconductance parameter, NT is the total number of CNT 

including s-CNTs and m-CNTS, NM is the number of m-CNT in pull-down transistor, VGS 

is the gate to source voltage of transistors, and Vt is threshold voltage. The threshold 

voltage is measured from the device I-V characteristics using the linear extrapolation 

technique [55]. To simplify our analytical model we assume that the absolute value of 

threshold voltage for both N-type and P-type CNFET are equal [3]. Considering the fact 

that the absolute value of VGS in (3-3) and (3-4) is VDD, and substituting (3-3) and (3-4) 

into (3-2) yields:  

்ܰ ܭ ቈ( ஽ܸ஽ − ௧ܸ)( ஽ܸ஽ − ைܸு) − ( ஽ܸ஽ − ைܸு)ଶ2 ቉ = 

௄ଶ  ܰெ( ஽ܸ஽ − ௧ܸ)ଶ .                                                 (3-5) 

From (3-5), VOH can be found analytically as: 

ைܸு = ஽ܸ஽ − ( ஽ܸ஽ − ௧ܸ) ൬1 − ට1 − ேಾே೅ ൰ .                               (3-6) 

Similarly, by analyzing Figure 3.5-b, the analytical model for VOL can be found as: 

ைܸ௅ = ( ஽ܸ஽ − ௧ܸ) ൬1 − ට1 − ேಾே೅ ൰ .                                    (3-7) 

Substituting (3-6) and (3-7) into (3-1) yields: 

௅ܸௌ = ஽ܸ஽ − 2( ஽ܸ஽ − ௧ܸ) ൬1 − ට1 − ேಾே೅ ൰  .                                        (3-8) 

Table 3.1 validates our analytical models for VOH and VOL based on (3-6) and (3-7) with 

simulated data extracted from SPICE for several gates including: INV1X, NAND2-1X, 

NOR2-1X, NAND3-1X, and NOR3-1X. As shown the analytical models data matches very 

well with the SPICE simulation results. 
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3.3 Impact of m-CNTs on gate delay 

Propagation delay time, tpd, is defined as the time delay from the input voltage crossing 

50% to the output voltage crossing 50% [58]. The propagation delay of a logic gate is 

determined by the output current that can deliver to its load capacitance. It has been shown 

that the propagation delay of a logic gate, tpd, can be estimated from [58]: ݐ௣ௗ = ஼ಽ೚ೌ೏×∆௏/ଶூವೝ೔ೡ೐ ,                                                  (3-9) 

where CLoad is the load capacitance, IDrive is the gate drive current, and ∆V is the maximum 

output voltage swing, which in the ideal case is VDD. To calculate the gate delay for CNFET 

inverter in the presence of m-CNTs, the output gate voltage swing is determined by using 

VLS from (3-8). 

In a complementary CMOS-based circuit that has pull-up and pull-down networks, the gate 

drive current is given by [58, 59] ܫ஽௥௜௩௘ = ைேܫ −  ைிி .                                           (3-10)ܫ

The same equation can be used for a complementary circuit build with N-type and P-type 

CNFETs [27, 39, 48]. For a CNFET with NT CNTs under the gate, the ION,N and IOFF,N can 

be expressed as [3, 45]: ܫைே,ே ≈ ்ܰ  × ைிி,ேܫ ைே,ଵ ,                                                  (3-11)ܫ  ≈ ்ܰ  ைிி,ଵ ,                                                   (3-12)ܫ × 

where ION,1 and IOFF,1 are the ON and OFF current of a CNFET with 1 CNT, respectively. 

Experimental result shows ION >> IOFF [3, 17, 27, 35-37, 39, 48]. Therefore, under an ideal 

scenario, when all the NT CNTs under the CNFET gate are semiconducting and no m-CNTs 

exist, the drive current is: ܫ஽௥௜௩௘ ≈ ்ܰ  × ைே,ଵܫ) − (ைிி,ଵܫ ≈ N் ×  ைே,ଵ .                        (3-13)ܫ
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Table 3.1: Analytical model verification against SPICE simulation, assuming Vt =0.1862V, VDD=0.9V 

NT=100, NM=PM*NT 

PM(%) 

Analytical 

Model 

SPICE Simulation 

INV_1X NAND2_1X NAND3_1X NOR2_1X NOR3_1X 

VOH VOL VOH VOL VOH VOL VOH VOL VOH VOL VOH VOL 

0 0.900 0 0.900 0 0.900 0 0.900 0 0.900 0 0.900 0 

1 0.896 0.004 0.895 0.005 0.898 0.011 0.898 0.016 0.889 0.002 0.884 0.002 

5 0.882 0.018 0.874 0.026 0.888 0.052 0.892 0.075 0.848 0.012 0.825 0.008 

10 0.863 0.037 0.848 0.052 0.876 0.102 0.885 0.150 0.798 0.024 0.750 0.015 

20 0.825 0.075 0.798 0.102 0.853 0.206 0.869 0.301 0.694 0.047 0.599 0.031 

 

Substituting (3-13) into (3-9) gives the propagation delay of an ideal CNFET inverter to 

drive a fixed load capacitance: ݐ௣ௗ = ஼ಽ೚ೌ೏×௏஽஽/ଶே೅×ூೀಿ,భ  .                                             (3-14) 

However, in the presence of m-CNTs, due to the current coming from the OFF network, 

IOFF is given by:  ܫைிி = ܰெ ×  ைே,ଵ .                                          (3-15)ܫ

The IDrive of imperfect CNTFET is therefore simplified to: ܫ஽௥௜௩௘ ≈ ்ܰ × ைே,ଵܫ − ܰெ × ஽௥௜௩௘ܫ ,ைே,ଵܫ ≈ (்ܰ − ܰெ) ×  ைே,ଵ .                                      (3-16)ܫ

Figure 3.6 illustrates the SPICE simulation results, showing the effect of m-CNTs on IDrive 

during discharging and charging of output load capacitance. As shown in Figure 3.6, 

increasing the number of m-CNTs decreases the driver current by the integer number of 

ON-current of a single CNT. 
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Substituting (3-6), (3-7), and (3-16) into (3-9) gives the propagation delay of an imperfect 

CNFET inverter that drives a fixed load capacitance as a function of the total number of 

CNTs and the number of m-CNTs: ݐ௣ௗ = ஼ಽ೚ೌ೏×௏ಽೄ/ଶ(୒೅ି୒ಾ)×ூೀಿ,భ .                                          (3-17) 

 
Figure 3.6. Effects of m-CNTs on IDrive in (3-16) during discharging and charging of the output 

capacitance. 

Increasing the number of m-CNTs results in decreasing of ΔV and IDrive in (3-17). Since 

reduction of IDrive is normally more than reduction of ΔV due to presence of m-CNTs, the 

gate delay typically increases by increasing the number of m-CNTs. The amount of 

increasing in delay is given by subtracting (3-17) from (3-14), which yields: ∆ݐ௣ௗ = ஼ಽ೚ೌ೏×௏ಽೄ/ଶ(୒೅ି୒ಾ)×ூೀಿ,భ − ஼ಽ೚ೌ೏×௏஽஽/ଶே೅×ூೀಿ,భ  .                               (3-18) 

Assuming the difference between VLS and VDD for small PM is negligible, (3-18) can be 

simplified to: ∆ݐ௣ௗ = ஼ಽ೚ೌ೏×௏஽஽/ଶே೅×ூೀಿ,భ × ௉ಾଵି௉ಾ .                                   (3-19) 
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Figure 3.7. Simulated effects of m-CNTs on inverter gate delay driving a constant load. 

3.4 Impact of m-CNTs on power consumption 

Similar to CMOS circuits, the power dissipation in CNFET circuits consists of mainly 

dynamic and static components. Dynamic power dissipation is due to charging and 

discharging of load capacitances as the gate switches, while current leakage through 

imperfect transistors leads to static or leakage power dissipation. 

To determine the static power dissipation of a CNFET inverter, first the DC currents 

supplied by VDD for the high and low output, which denoted by IDD(OH) and IDD(OL), must 

be determined. Equation (3-20) gives the static power dissipation, based on the DC power 

supply currents, IDD(OH) and IDD(OL) [73] 

ௌܲ௧௔௧௜௖ = ூವವ(ைு)ାூವವ(ை௅)ଶ  ஽ܸ஽,                                      (3-20) 

where in an ideal CNFET we have   ܫ஽஽(ܱܪ) = (ܮܱ)஽஽ܫ  ≈ 0 .                                         (3-21) 

Thus the static power dissipation in an ideal CNFET inverter is negligible. However, in the 

presence of m-CNTs there is a constant current flowing from VDD to ground. The amount 

of this leakage current is proportional to the number of m-CNTs in pull-up and pull-down 

network, i.e. 



56 
 

(ܪܱ)஽஽ܫ = (ܮܱ)஽஽ܫ = ܰெ ×  ைே,ଵ,                                (3-22)ܫ 

where NM is the number of m-CNTs in pull-up and pull-down transistors. The static power 

dissipation for an imperfect CNFET inverter as a function of the number of m-CNTs is 

determined by substituting (3-22) into (3-20):  

ௌܲ௧௔௧௜௖ =  ܰெ × ைே,ଵܫ  × ஽ܸ஽ .                                (3-23) 

Equation (3-23) confirms that m-CNTs severely aggravate static power consumption, 

which may not be acceptable in many applications. 

Similar to CMOS inverter, the dynamic power dissipated in a CNFET inverter is equal to: 

஽ܲ௬௡௔௠௜௖ = ଵଶ ߙ ௖݂ܥ௅ܸଶெ௔௫                                                 (3-24) 

where CL is the load capacitance, α is the activity factor, fc is the clock frequency, and VMax 

in the maximum voltage swing in the load capacitor, which is equal to VLS in our CNFET 

inverter. Using (3-8) for VLS the dynamic power dissipation in CNFET gate can be 

evaluated by 

஽ܲ௬௡௔௠௜௖ = ଵଶ ߙ ௖݂ܥ௅ ௅ܸௌଶ .                                             (3-25) 

3.5 CNFET VLSI system in the presence of m-CNTs 

The analytical models for output high, output low, and logic swing voltages as well as 

delay, static and dynamic power dissipations presented in (3-6), (3-7), (3-9), (3-17), (3-23), 

and (3-25) provide a great tool in understanding of the effect of m-CNTs on CNFET 

systems.  

The VOH, VOL, and VLS of a CNFET inverter as a function of the probability of m-CNTs, 

PM, are shown in Figure 3.8. Assuming that for a “reliable” inverter the VLS must be at least 

VDD/2, with Vt=0.1862V, then the maximum allowable PM=53%. 
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 ௏ವವଶ = ஽ܸ஽ − 2( ஽ܸ஽ − ௧ܸ) ൬1 − ට1 − ேಾே೅ ൰  ⇒  ேಾே೅ = 0.53 .                  (3-26) 

The delay of a typical CNFET inverter as a function of PM is shown in Figure 3.9. As 

shown in this figure, at first the delay increases by increasing of PM. This is due to the 

presence of PM in the numerator of the fraction in (3-19). At some point the delay decreases 

due to the 1-PM term in the denominator of the function in (3-19), when PM becomes very 

large, beyond 50%. 

 
Figure 3.8. VOH, VOL, and VLS of a CNFET inverter as a function of the probability of m-CNTs. 

The increasing of path delay due to m-CNTs can be analytically calculated by using (3-

19). For example if 15 gates exists per path, and only 10% increases in delay is acceptable, 

by using (3-19) the maximum tolerable PM is: 0.1 = 15 × ௉ಾଵି௉ಾ  ⇒ ெܲ = 0.0066.                                 (3-27) 

The static and dynamic power dissipation in the CNFET inverter is shown in Figure 3.10-

a, where it clearly confirms that even a very small amount of m-CNTs can significantly 

ruin the static power dissipation, while the dynamic power stays almost unchanged. 
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Figure 3.9. CNFET inverter delay as a function of the probability of m-CNTs. 

To determine an acceptable range of PM based on the static power, the magnified version 

of Figure 3.10-a is shown in Figure 3.10-b. As the plot of Figure 3.10-b shows, PM>0.06% 

is unacceptable, because within this range the static power exceeds the dynamic power. 

Using our presented analytical models and based on the previous examples, it is shown that 

the static power dissipation is a more critical issue than the delay and the dynamic power 

of CNFET circuits in the presence of m-CNTs. 

 
Figure 3.10. Static and dynamic power dissipation in CNFET inverter as a function of the probability 

of m-CNTs 
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Chapter 4 

 

4 Fault analysis of CNFET VLSI system in the presence of CNT density 

variation and Metallic CNTs 

As semiconductor process geometries shrink to nanometer regime, the transistors and 

interconnects become exceedingly susceptible to failure due to their physical limitations. 

Implementing a resilient circuit using imperfect nanoelectronic devices, such as CNFETs, 

requires a detailed failure-based design optimization and cell characterization integrated 

into the Electronic Design Automation (EDA) tools. In this chapter, we developed a basic 

method of cell failure characterization for failure-based design optimization in 

nanoelectronic EDA tools. Based on the probability of “open” and “short” defect in 

CNFET transistors, two types of failure models were developed in section 4-1; 1) input 

vector-based failure probability, and 2) worst case failure probability. 

The worst case logic gate probability of failure is the primary mathematical model that can 

be used for chip-level failure analysis in EDA tools. The transistor-level redundancy can 

be easily incorporated into the model to compute the failure probability of gates with 

composite array of transistors. Also, an integrated and compact model for probability of 

failure in CNFETs that includes 1) void CNFETs, 2) CNT density variation, and 3) m-

CNTs is presented based on binomial probability distribution. Comparison with 

experimental data shows that the compact model successfully predicts the failure 

probability in CNFET devices. Moreover, the model is used in a new design space to 
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explore tradeoffs, key limitations, and opportunities for today’s Gigascale CNFET 

integrated systems. Utilizing the compact model to determine the probability of failure, we 

proposed guidelines for CNFET manufacturing processes as well as for CNFET standard 

cell development to ensure that the device operates at its optimal design point. The 

guidelines include the maximum allowable probability of m-CNT, and the minimum 

number of CNTs in the CNFET channels, to achieve a target yield. 

4.1 Logic gate characterization for failure 

As we move toward revolutionary nanoelectronic devices, such as quantum, molecular 

transistors, nanowire and CNFET, we anticipate less reliable devices [12]. For instance, in 

comparison to the 10-9 to 10-7 failure rates in CMOS technology [78], the failure rates in 

emerging nanotechnologies are projected to be in the order of 10-2 to 10-1 due to their size 

and imperfection synthesis process [79-81]. It is, therefore, imperative to accept the fact 

that the underlying hardware will no longer be perfect, and enable design of robust systems 

that are resilient to hardware imperfections [82].  

Manufacturing failures can be codified into two categories: “open” and “short” defects. In 

CNTFET fabrication process, m-CNTs make the CNFET a short circuit device and CNT 

density variation may cause an always open CNFET when there is no CNT under the device 

channel. Therefore, we consider two types of failure probabilities for nanoelectronic 

devices: probability of short defects, Ps, and probability of open defects, Po. 

Probabilities of short and open defects are independent quantities, since short and open 

defects are caused by independent process defects. Probability of short can be thought of 

as the probability of failure for an “off” transistor, Pf (off) = Ps. Similarly, probability of 

open can be thought as of the probability of failure for an “on” transistor, Pf (on) = Po. 
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Logic gate characterization is the basic components of standard cell ASIC design flow in 

current EDA tools, where the delay of standard cells are pre-calculated for whole chip 

timing analysis. Traditionally, gate characterization simply provided a look up table of cell 

delays as a function of load capacitances to be used in static timing analysis (STA).  

However, in order to perform “static failure analysis” (SFA), as proposed in this section, 

failure characterization must be included into logic gate characterization. This section 

presents a simplified model to characterize logic gate failure based on the probability of 

short defects, Ps, and probability of open defects, Po. 

4.1.1 Probability of failure and transistor sizing 

To derive the probability of failure in a logic gate, first we analyze the probability of failure 

in a transistor with size N. Assume that the probability of short defects, Ps, and probability 

of open defects, Po, is defined for a unit size transistor (size 1×). As shown in Figure 4.1, a 

2× size transistor can be represented by two transistors in parallel. In this case, the overall 

transistor fails as an open circuit, only if both left and right transistors have open failures. 

Therefore, the composite probability of open failure, ෠ܲை, can be determined by: ෠ܲை = ைܲ × ௢ܲ = ைܲଶ .                                           (4-1) 

Similarly, the probability of short failure in the 2× transistor can be determined by 

considering that the overall transistor succeed (does not fail as a short circuit), only if both 

left and right transistors do not have short failure. Therefore, the composite probability of 

short failure, ෠ܲௌ, can be determined by: 1 − ෠ܲௌ = (1 − ௌܲ) × (1 − ௌܲ) = (1 − ௌܲ)ଶ  ⇒  ෠ܲௌ = 1 − (1 − ௌܲ)ଶ  .           (4-2) 

Equations (4-1) and (4-2) can be easily extended for N× size transistor as shown in Figure 

4.1. 
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Figure 4.1. Probability of failure for N× transistor [83]. 

4.1.2 Input vector-based failure analysis 

In general, the probability of failure in a logic gate depends on the input vector. For 

instance, if the input vector turns on a transistor in which is defectively short, the logic gate 

doesn’t experience any failure. To develop a model for a logic gate failure, consider a 

simple inverter circuit shown in Figure 4.2, where the composite probability of open and 

short failures form N-type field effective transistor (NFET) are ෠ܲை,௡, and ෠ܲௌ,௡, and the 

composite probability of open and short failures form P-type field effective transistor 

(PFET) are ෠ܲை,௣, and ෠ܲௌ,௣, respectively. 

When the input of the inverter shown in Figure 4.2 is at zero, the inverter succeeds (does 

not fail) only if the NFET is not short and PFET is not open to maintain output at VDD. This 

can be presented by: 1 − ௙ܲ(0) = ൫1 − ෠ܲௌ,௡൯൫1 − ෠ܲை,௣൯     ⇒     ௙ܲ(0) = 1 − ൫1 − ෠ܲௌ,௡൯൫1 − ෠ܲை,௣൯,    (4-3) 

where ௙ܲ(0) is the probability of failure, when the input of the inverter is at zero, and ෠ܲௌ,௡, 

and ෠ܲை,௣, are the composite probability of short failure in NFET and open failure in PFET, 

respectively. Similarly, when the input of the inverter shown in Figure 4.2 is at VDD, the 

inverter succeeds (does not fail) only if the NFET is not open and PFET is not short to 

maintain output at zero. This can be presented by: 
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1 − ௙ܲ(1) = ൫1 − ෠ܲை,௡൯൫1 − ෠ܲௌ,௣൯     ⇒     ௙ܲ(1) = 1 − ൫1 − ෠ܲை,௡൯൫1 − ෠ܲௌ,௣൯,    (4-4) 

where ௙ܲ(1) is the probability of failure when the input of the inverter is at VDD, and ෠ܲை,௡, 

and ෠ܲௌ,௣, are the composite probability of open failure in NFET and short failure in PFET 

respectively. 

Likewise, the probability of failure for a NAND gate as a function of input vector can be 

derived as shown in Figure 4.3. Depending on the input vector, the NAND gate maintains 

the correct output logic (does not fail) only if the transistors in the paths are properly 

functional. Similarly the probability of logic gate failure can be determined for any logic 

gate as a function of its input vector. 

 
Figure 4.2. Probability of failure in an inverter when input is 0 and 1 [83]. 

 
Figure 4.3. Probability of failure in a NAND gate for various input vectors [83]. 
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4.1.3 Worst case failure analysis 

Although, in general the probability of failure in a logic gate is a function of its input vector, 

in practice the logic gate should be functional for any input vector to ensure the reliability 

of the whole system. Therefore the logic gate succeeds (does not fail) only if all the 

transistors in a logic gate have no open defect and have no short defect. For the inverter in 

Figure 4.2, the worst case probability of failure, Pf, is given by: 

௙ܲ = 1 − ൫1 − ෠ܲௌ,௡൯൫1 − ෠ܲை,௡൯൫1 − ෠ܲௌ,௣൯൫1 − ෠ܲை,௣൯ .                    (4-5) 

Similarly, for the NAND gate in Figure 4.3, the worst case probability of failure, Pf, is 

given by: 

௙ܲ = 1 − ൫1 − ෠ܲௌ,௡൯ଶ൫1 − ෠ܲை,௡൯ଶ൫1 − ෠ܲௌ,௣൯ଶ൫1 − ෠ܲை,௣൯ଶ .                    (4-6) 

In this chapter, we consider the worst case probability of failure for logic gate 

characterization. 

Figure 4.4 illustrates the worst case probability of failure for various sizes of inverter, 

NAND, and NOR gates using CNFET process technology, where the probability of short 

defects (due to m-CNT), PS, is assumed to be 2% and the probability of open defects (due 

to CNT density variation), PO, is assumed to be 1%. As shown in this figure, the probability 

of failure in NAND gates is higher than that in inverters of the same size. Also, the 

probability of failure in NOR gates is higher than that in NAND gates of the same size. As 

the size of the gate increases the probability of failure also increases. 

The data in Figure 4.4 shows that the probability of failure in logic gates using CNFET is 

prohibitively large (for instance 50% for a 4x NAND gate). This suggests that the gates 

using CNFET devices are not practically reliable if they are simply connected to construct 

a logic gate. 
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Figure 4.4. Probability of failure in an INV, NAND, and NOR gate in CNFET technology [83]. 

4.2 Transistor-level redundancy for CNFET 

Utilizing unreliable logic elements for reliable computing is a concept that dates back to 

Von Neumann’s seminal work in 1956, where he studied redundancy techniques to 

increase reliability of faulty logic gates [84]. Device-level redundancy also became a 

method for realizing fault tolerant system in 1956, where Moore et.al. proposed a method 

to design realizable circuits with unrealizable devices [49, 50]. 

Transistor-level redundancy is used in CNFET devices to enhance the transistor reliability. 

To improve the open defect rate, CNFETs are built in a bundle form as shown in Figure 

4.5-a [21, 38]. Moreover, to improve the short defect rate due to m-CNT, multiple bundles 

of CNFETs are connected in series as shown in Figure 4.5-b [35-37, 39]. 

Transistor-level redundancy is based on series and parallel connections of devices as shown 

in Figure 4.7. To develop a model for such complex redundant circuit, we start with a basic 

2-transistor series and parallel connections shown in Figure 4.6, considering that the 

probability of short defects for a single transistor is Ps, and the probability of open defects 

for a single transistor is Po. 
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Figure 4.5. Bundled CNFET and series of bundled CNFET structures [83]. 

 
Figure 4.6. Series and parallel redundancy in basic CNFET transistors [83]. 

The probability of failure for parallel connection of transistors is equivalent to the transistor 

sizing model explained in section 4.1, where the composite probability of short and open 

defects can be computed using (4-1) and (4-2). The probability of series connection of 

transistors, however, can be derived in a similar fashion. Refer to Figure 4.6, the composite 

series transistor fails as a short circuit, only if both top and bottom transistors have short 

failures. Therefore, the composite probability of short failure, ෠ܲௌ, can be determined by: ෠ܲௌ = ௌܲ × ௌܲ = ௌܲଶ .                                           (4-7) 

Similarly, the probability of open failure in the series transistors can be determined by 

considering that the composite transistor succeeds (does not fail as a short circuit), only if 
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both top and bottom transistors do not have open failure. Therefore, the composite 

probability of open failure, ෠ܲை, can be determined by:  1 − ෠ܲ௢ = (1 − ௢ܲ) × (1 − ௢ܲ) = (1 − ௢ܲ)ଶ  ⇒  ෠ܲ௢ = 1 − (1 − ௢ܲ)ଶ .            (4-8) 

 
Figure 4.7. Series and parallel transistor-level redundancy to improve CNFET reliability [52, 83]. 

In general, the composite probability of open and short failures for series-of-parallel (SoP) 

and parallel-of-series (PoS) constructions can be derived as shown in Figure 4.7. For 

CNFET process integration, a series connection of bundled CNFET (or SoP configuration) 

is used to overcome the issue with high defective rates [83]. 

4.3 Failure analysis for single-transistor CNFET 

The process of CNT growth always results in random and undetermined CNT placement. 

In chapter 2, we derived the CNT count probability density distribution, (2-5), 

஼݂ே்(݇) = (ଶேഥ಴ಿ೅)!௞!(ଶேഥ಴ಿ೅ି௞)! (0.5)ଶேഥ಴ಿ೅ ,                                     (4-9) 
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where fCNT(k) is the probability of having k CNTs under the CNFET gate, and ഥܰ஼ே் is the 

expected number of CNTs. The CNT count probability distribution in (4-9) when k=0 gives 

the probability of a void CNFET, or an open defect, PO, 

ைܲ = (0.5)ଶேഥ಴ಿ೅ .                                                      (4-10) 

Equation (4-10) provides a fundamental limit on probability of open defects in CNFET as 

a function of expected number of CNTs. However, a CNFET may also become defective 

when at least one m-CNT appears under the gate. In this section, we derive the overall 

failure model that includes both short and open defects. 

Note that in this chapter, to have a better numerical representation and easier computation, 

we always use probability of failure instead of yield. It is easier to represent 10-9 or 1 part-

per-billion (1 PPB) for probability of failure rather than 0.999999999 for yield. 

4.4 Derivation of CNFET probability of failure 

For a CNFET with NCNT in the channel, the device is “not short” only when all NCNT carbon 

nanotubes are not metallic. Therefore, if the probability of short CNFET is, PS, then in a 

CNFET with NCNT carbon nanotubes in the channel we have: 1 − ௌܲ = (1 − ெܲ)ே಴ಿ೅    ⇒  ௌܲ = 1 − (1 − ெܲ)ே಴ಿ೅ ,                   (4-11) 

where PM is the probability of m-CNT occurrence. PM can be either measured through 

experiments or predicted from bandgap stochastic models developed in [85], where the 

probability of zero bandgap represents the probability of m-CNTs. Figure 4.8 uses (4-11) 

to illustrate how the probability of short failure increases as the number of CNTs in the 

channel of a CNFET increases. 
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Figure 4.8. Probability of short CNFET distribution when the probability of m-CNT is set to be 30%.  

Equation (4-11) has been used in many previous publications [35-37, 49–51] to compute 

the probability of short defects for CNFET. However, as discussed in Section 2-1, once we 

choose the CNFET device width W over the CNT density of D due to the random CNT 

placement, the exact number of CNTs in the channel of a CNFET may not always be NCNT 

= W.D. Therefore, (4-11) does not count for CNT density variations. To include the CNT 

density variation and more accurately compute the average probability of short defects, we 

use the CNT count distribution in (4-9) in conjunction with the probability of short defects 

in (4-11). Since these two probabilities are independent, we can find the average probability 

of short defect by: തܲௌ = ∑ ஼݂ே்(݇) ௌܲ(݇)ଶே಴ಿ೅௞ୀଵ , = ∑ (ଶேഥ಴ಿ೅)!௞!(ଶேഥ಴ಿ೅ି௞)!ଶே಴ಿ೅௞ୀଵ (0.5)ଶேഥ಴ಿ೅[1 − (1 − ெܲ)௞].   (4-12) 

The total probability of CNFET failure is simply the sum of the probabilities of open and 

short defects. This is true because the short and open defects are mutually exclusive. A 

short failure and an open failure cannot occur at the same time. Therefore, the total 

probably of failure in a single CNFET can be determined by  

௙ܲ = ௢ܲ + തܲ௦ = (0.5)ଶே಴ಿ೅ + തܲௌ,                                     (4-13) 
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where PO is the probability of open defect from (4-10) and തܲ௦ is the average probability of 

short defect from (4-12). Equation (4-13) is a complete and compact model for CNFET 

probability of failure that includes: 1) probability of open defects, 2) probability of short 

defects (due to m-CNT), and 3) CNT count density variations [52]. 

4.4.1 Single-transistor CNFET optimization and tradeoffs 

In Section 2.1, it was intuitively discussed that there is a tradeoff for choosing the CNFET 

window size W. Due to the random placement of CNTs, too small a window results in more 

open defects, and too large a window results in more CNTs and, therefore, more short 

defects. Equation (4-13) precisely confirms this tradeoff. 

Figure 4.9 illustrates the probability of CNFET failure and its components: the probability 

of open and short defects versus the expected number of CNTs in the channel based on the 

compact model given in (4-13). It is assumed that the probability of a m-CNT occurrence, 

PM, is 30%, which is typical in current technology without m-CNTs removal processing 

[86]. 

 
Figure 4.9. Probability of CNFET failure and its components: probability of open and short defects 

versus the expected number of CNTs in the channel based on the compact model in (4-13) [52]. 

As shown in Figure 4.9, for a small number of CNTs, the probability of open defect is 

dominant, and for a large number of CNTs, the probability of short defect is dominant. In 
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this particular case, when PM= 30%, the minimum probability of failure is 51%, which 

occurs at the optimum point of ഥܰ஼ே்=1.4 CNTs in the channel. This means that the 

optimum CNFET channel width is 0.14μm in CNT growth technology, where the 

achievable CNT density is about 10 CNT/µm. Based on Figure 4.9, the probability of 

failure in a single-transistor CNFET cannot be better than 51%, which is certainly 

unacceptable for any VLSI design application today.  

However, to achieve a reasonable reliability in a single transistor CNFET, PM must be 

significantly reduced. Table 4.1 represents how reduction of PM affects the optimum 

CNFET failure rate. It also shows the optimum expected number of CNTs in the channel ഥܰ஼ே் to obtain the optimum point. 

Table 4.1: Optimum number of CNTs and minimum probability of failure for various 
probabilities of m-CNTs[52] 

PM NCNT(OPT) Pf(min) 

0.3 1.4 0.51 

0.1 2.0 0.248 

0.001 5.0 0.00597 

1.00E-09 15.0 1.59E-08 

1.00E-10 17.0 1.76E-09 

 

4.4.2 Single-transistor CNFET for Gigascale integration 

Figure 4.10 illustrates the optimum point for a single-transistor CNFET to obtain 1 PPB 

failure rate to be used in a Gigascale integrated system with one billion transistors. Based 

on the model presented in this section, the failure rate of 1 PPB can only be achieved when 

PM=5.6×10−11 and ഥܰ஼ே்=17.5. With the current growth technology, it is impractical to 
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obtain such a low probability of m-CNT occurrence as it requires precise control over the 

nanotube chirality during growth and excessive m-CNT removal after growth [88]. 

Moreover, Figure 4.10 shows that even if PM can be reduced to such a low level, the 

probability of open defects becomes a critical issue for CNFETs in today’s Gigascale 

integration, where a large number of CNTs will be required. In this example, to reach the 

failure rate of 1 PPB, the expected number of CNTs in the CNFET channel becomes 17.5. 

This means that the CNFET channel width must be 1.75 µm in CNT growth technology, 

where the achievable CNT density is about 10 CNT/µm. This will also impose a large area 

penalty if today’s CNT growth technology is used. 

Note that the targeted failure rate of 1 PPB can result indifferent Gigascale chip yields. If 

all the transistors are made “uncorrelated,” then the total chip failure rate is 

௙ܲ(ܿℎ݅݌) = 1 − ൫1 − ௙ܲ൯ே = 1 − (1 − 10ିଽ)ଵ଴వ = 63%,               (4-14) 

where N is the number of single-transistor CNFETs in the chip (i.e., one billion), and Pf is 

the failure rate of a CNFET (i.e., 1 PPB). 

 
Figure 4.10. Optimum point for a single-transistor CNFET to obtain 1-PPB failure rate based on the 

compact model in (4-13) [52]. 
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The total chip yield can be increased by making some of the CNFETs “correlated” [35-37]. 

Assuming that at least 100 CNFETs can be made correlated [35-37], then the total chip 

failure rate is 

௙ܲ(ܿℎ݅݌) = 1 − ൫1 − ௙ܲ൯ே ௌൗ = 1 − (1 − 10ିଽ)ଵ଴వ ଵ଴଴ൗ ≈ 1%,              (4-15) 

where S is the number of correlated CNFETs that fit along the length of a group of CNTs 

and it is assumed to be 100 in this example. 

To illustrate the correlated and uncorrelated CNFET implementations, an example of a 

CNFET circuit is shown in Figure 4.11. The CNFETs that are placed on the same bundle 

of CNTs are correlated [Figure 4.11 (b)], whereas the CNFETs on different bundles are 

uncorrelated [Figure 4.11 (c)]. 

 
Figure 4.11. Correlated and uncorrelated CNFET implementation of a circuit. (a) Circuit diagram. 

(b) Fully correlated implementation Pf(total) =Pf(CNFET). (c) Fully uncorrelated implementation Pf (total) = 

1 − (1 −Pf(CNFET))4 [52]. 



74 
 

4.5 Device limit in single-transistor CNFET 

Assuming that all the technological constraints in CNT fabrication can be eliminated, the 

probability of failure in a single transistor CNFET will be governed by its key limitation, 

which is the probability of void CNFET, (4-10). This is true because the growth of CNTs 

always results in a random and non-uniform placement. Without the possibility of precise 

CNT placement under the gate of CNFET, the probability of void CNFET will remain a 

key limitation for the reliability of single-transistor CNFET. Therefore, even if all m-CNTs 

can be removed (PM=0), then the probability of failure in a single-transistor CNFET will 

eventually become 

௙ܲ(݈݅݀݁ܽ) = ௢ܲ = (0.5)ଶேഥ಴ಿ೅,                                   (4-16) 

where ഥܰ஼ே் is the expected number of CNTs in the channel of CNFET. Figure 4.12 shows 

that the probability of failure approaches to PO from (4-13), as PM approaches zero. 

Based on this limitation, to get a 1 PPB failure rate in an ideal single-transistor CNFET, it 

must contain at least 15 CNTs in the channel. This projection could not be found without 

the CNT count distribution model developed in Section 2.1. With the minimum expected 

number of 15 CNTs, a lower bound on the smallest CNFET width W can be predicted, 

assuming the highest possible density of CNTs. It is shown that as CNTs are brought closer 

below a certain range (∼<3−4 nm), the electrostatic nanotube–nanotube interactions lead 

to reduction in current drive and ultimately increase in delay of the CNFET [89]. Based on 

the results shown in [89], at the density of 1 CNT/4 nm or D=250 CNT/µm, the charge 

screening effect results in about 5% increase in CNFET delay. Assuming that D=250 

CNT/µm is an acceptable maximum density limit and considering that the CNFETs 

contains the minimum of 15 CNTs, then the device limit for a minimum CNFET width will 
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be 60nm for an ideal single transistor CNFET device projected for a Gigascale integrated 

system. 

Note that this lower bound on CNFET device width is independent of the CNFET 

technology node (CNFET channel length), because the constraint is due to random 

placement of CNTs only, and not on fabrication defects that exist even in today’s standard 

CMOS technology process. 

 
Figure 4.12. Device limit in a single-transistor CNFET, where the probability of failure approaches 

the probability of open defect CNFET as PM moves toward zero [52]. 

4.6 Design guidelines for optimum CNFET 

Using (4-13), the probability of CNFET failure for three sets of probabilities of m-CNTs, 

PM=0.3, 0.1, and 0.03 is shown in Figure 4.13. The optimum point for CNFET design is 

shown by a filled circle on these plots. 

Now consider that in a standard cell library, it is required to design a CNFET with the 

target probability of failure of PTarget=0.25. Based on the graphs in Figure 4.13, it is not 

possible to achieve this target probability of failure when PM=0.3. On the other hand, Figure 
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4.13 shows that the target probability of failure can be achieved when PM=0.1 or less. Since 

fabrication of CNT with lower probability of metallic is harder, the optimum design in this 

example will be PM(opt)=0.1 and NCNT(opt)=2.0. This is a direct result of exercising (4-

13). 

 
Figure 4.13. Probability of CNFET failure and the optimum points for PM=0.3, 0.1, and 0.03 [52]. 

4.6.1 Derivation of optimum CNFET design point 

Although (4-13) can be used to numerically find the optimum design point for CNFET, it 

is desirable to develop a closed-form model that can be used as a guideline for CNFET 

design in a given technology node. Equation (4-9) can be approximated by using the 

expected value of number of CNTs in the channel of CNFET, NCNT, instead of its density 

distribution. Hence, assuming that PM  << 1, we can approximate തܲௌ as: തܲௌ ≈ 1 − (1 − ெܲ)ே಴ಿ೅ ≈ 1 − (1 − ஼ܰே் ெܲ) = ஼ܰே் ெܲ  .         (4-16) 

Therefore, the overall probability of failure in (4-13) can be approximated by: 

௙ܲ = ௢ܲ + തܲ௦ ≈ (0.5)ଶே಴ಿ೅ + ஼ܰே் ெܲ .                                    (4-17) 

The optimum point can then be found when the derivative of Pf in (4-17) is zero, or 
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డ௉೑డே಴ಿ೅ = (0.5)ଶ ே಴ಿ೅(0.25)݊ܮ +  ெܲ = 0 .                                  (4-18) 

Equation (4-18) along with the equation for the target probability of failure in (4-17) can 

be used to determine the optimum NCNT and PM as shown below: 
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The approximate solutions to the system of two equations and two unknowns in (4-19) can 

be further simplified as below: 
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where W(x) is Lambert W-Function defined below [90]: ݂(ݔ) = .ݔ ݁௫  ⟹ (ݔ)ܹ   = ݂ିଵ(ݔ).                         (21-4) 

Equation (4-20) shows that to get more reliable CNFET (i.e., lower PTarget), larger device 

width and lower m-CNT density is required. 

4.6.2 Comparison with exact numerical solutions 

To verify the accuracy of the simplified model, the solutions given in (4-20) are compared 

to the exact numerical solutions to the model in (4-13) for a wide range of PTarget. The solid 

lines in Figure 4.14 represent the simplified model in (4-20), and the filled circles represent 

the exact numerical solutions to (4-13). Figure 4.14 demonstrates an excellent match for 

smaller PTarget, which is a more practical for VLSI applications. 
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4.7 Design guidelines for CNFET standard cell library 

The optimum probability of m-CNT, PM, from (4-20) can be used as a guideline for CNFET 

process manufacturing, and the optimum number of CNT under the CNFET gate, NCNT, 

given by (4-20) can be used as a guideline in designing the standard cell library for CNFET 

design automation tools. The application of the proposed model is explored in the 

following experiment. 

 
Figure 4.14. Comparison of the closed-form approximation model against exact numerical solutions. 

4.7.1 Experimental results 

An experimental design with 16,646 cells (133,172 CNFET devices) using the open source 

45nm Nangate standard cell library [91] is chosen for this experiment. To obtain 90% yield, 

and considering that at least 100 CNFETs can be made to correlate as described in [53], 

the target probability of failure for each CNFET, PTarget, can then be determined by: 0.9 = (1 − ்ܲ௔௥௚௘௧)ଵଷଷଵ଻ଶ ଵ଴଴ൗ     ⟹    ்ܲ௔௥௚௘௧ = 7.9 × 10ିହ .           (4-22) 

Equation (4-20) estimates that, for this target probability of failure, the probability of m-

CNT must be at most PM=9.2×10-6 and the number of CNT under the CNFET gate must 
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be NCNT=8.6. This translates to a CNFET width of W=0.86µm if the CNT density D=10 

CNT/µm. 

Unfortunately, it may not be practical to make all CNFETs in the cell library exactly 

0.86µm because the size of transistors in standard cell libraries varies significantly to 

optimize delay. Figure 4.15 shows the layout of three different cells, INVX1, NAND2X1, 

and DFFNEGX1, in the Nangate cell library. Even though the drive strength of all three 

cells is the same (X1), they contain a variety of transistor sizes ranging from 1× to 4×. 

If we choose the 1× size CNFET to be 0.86µm in this experiment, then larger CNFETs (2× 

to 4× range) fall in non-optimal design points that result in larger probability of failure than 

PTarget. Therefore, the CNFET size variation in the standard cell library causes the total 

yield to be reduced. 

To evaluate the impact of CNFET size variation on the total yield, the histogram of CNFET 

sizes in our experimental design is shown in Figure 4.16-a. In this experiment only 20% of 

CNFETs are 1× size, while 47% of CNFETs are 4× size. This means that only 20% of 

CNFETs meet the required optimum PTarget, and the rest of the CNFETs exhibit larger 

probability of failure as shown in Figure 4.16-b. 

 
Figure 4.15. The layout of three different cells with minimum drive strength (1x) in Nangate 

standard cell library [91]. 
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The issue of CNFET size variation in the cell library can be addressed by setting PTarget to 

a smaller value than 7.9×10-5 given by (4-22). It can be shown that, to account for the 

CNFET size variation, the modified target probability of failure, ܲ′்௔௥௚௘௧, can be 

determined by: ܲ′்௔௥௚௘௧ = ௉೅ೌೝ೒೐೟ௌೌೡ೒                                                    (4-23) 

where Savg is the average normalized size of CNFET in the design. Based on Figure 4.8-a, 

Savg=2.9 in our experimental design. 

 
Figure 4.16. a-The histogram of CNFET sizes in the experimental design, and b-CNFET failure 

probability versus CNFET size. 

Table 4.2 summarizes the results of the standard cell library optimization for CNFET 

technology used in our experimental design. In the ideal case, assuming no CNFET size 

variation, the total yield of 90% can be achieved with CNFET width of 0.86µm and 

PM=9.2×10-4. However, due to CNFET size variation in the cell library, the same design 

results in 74% total yield. Considering CNFET size variation in the standard cell library, 

the 90% total yield can be obtained if the minimum CNFET width is instead set to be 

0.94µm and PM=2.9×10-4. 
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Table 4.2: Experimental results in a design with 133,172 CNFETs on chemically synthesized 
CNTs with density of D=10 CNT/µm using 45nm Nangate standard cell library  

 PTarget NCNT WCNFET PM Total Yield 

Without CNFET size 
varaition 

7.9×10-5 8.6 0.86µm 9.2×10-6 90% 

With CNFET size 
varaition 

7.9×10-5 8.6 0.86µm 9.2×10-6 74% 

Modified With 
CNFET size varaition 

2.7×10-5 9.4 0.94µm 2.9×10-4 90% 

 

 

  



82 
 

 

Chapter 5 

 

5 Conclusion and Future Work 

5.1 Conclusion 

Carbon nanotube field effect transistor devices fabricated with ideal CNT synthesis can 

potentially offer more than an order of magnitude benefit in energy-delay product over 

Silicon CMOS. Although CNFETs are one of the promising candidates as extensions to 

CMOS devices, significant challenges in CNT synthesis prevent CNFETs today from 

achieving such ideal benefits. CNT density variation and m-CNTs are the dominant type 

of CNT variations/imperfections that cause performance variation, large static power 

consumption, and yield reduction. 

This dissertation presented an imperfection-aware design of CNFET digital VLSI circuits. 

The major contribution of this dissertation were the following: 

1. Analytical models are developed to analyze and quantify the effects of CNT density 

variation on device characteristics, gate and system levels delays. They are also 

validated by comparison to real experimental/simulation data. The analytical 

models enable us to examine the space of CNFET combinational, sequential and 

memory circuits to minimize delay variations. Using these model, we drive CNFET 

processing and circuit design guidelines to manage/overcome CNT density 

variations. 
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2. Analytical models are also developed to analyze the effects of m-CNTs on device 

characteristics, gate and system levels delay and power consumption. The models 

are also validated by comparison to simulation data. Using these model, we drive 

CNFET processing guidelines. 

3. CNT density variation and m-CNTs can result in functional failure of CNFET 

circuits. The complete and compact model for CNFET probability of failure that 

consider CNT density variation and m-CNTs is also presented. This analytical 

model is applied to analyze the logical functional failures. The presented model is 

extended to predict opportunities and limitations of CNFET technology at today’s 

Gigascale integration and beyond, assuming that the CNT placement during the 

growth process stays in a random and nonuniform fashion. 

5.2 Future works 

This section will briefly outline the possible extensions of this dissertation that can guide 

future research avenues. 

In this dissertation, we considered a wide range of examples from device level, gate level 

and system level when proposing our CNT density variation model. The examples 

considered in this dissertation demonstrate different aspects of VLSI systems. Our ultimate 

goal is to have a unified CNT density variation aware framework for CNFET technology 

that incorporated into standard .Liberty format file, to be used by indusial logic synthesis 

and Static Timing Analysis tools. 

In this dissertation, we mainly considered the effects of m-CNTs on delay and power 

consumption of the design. Even a very small amount of m-CNTs can drastically increase 

the static power dissipation of CNFET logic circuits and ruin the advantages of this 
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revelatory material. The ideal way to eliminate leakage current is to disconnect the module 

from the power supply rails, when the CNFET parts of a design in standby or sleep mode. 

This hybrid technique that use both CMOS and CNFET can be used for application like 

real time processing that for short period of time, fast processing is demanding.  

In this dissertation, we considered CNT density variation and m-CNTs effects on gate delay 

variation separately. To the best of our knowledge, there is no work that analytically 

address the modeling of the both CNT density variation and m-CNTs in device, gate and 

system level. 
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