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Inherent Issues in Networked Control Systems: A Survey 

Peter E Hokayem' and Chaouki T. Abdallah** 

Abstract-Due to major advancements in the area of net- 
working over the past decade, a new paradigm of control 
systems has emerged, namely Networked Control Systems. 
Such systems differ from classical control systems in that 
their control loops are closed around communication networks. 
Thus the need for new stability and performance guarantees 
arises. In this paper we aim to shed some light on the major 
advancements and inherent problems in Networked Control 
Systems. 

I. INTRODUCTION 

Over the past decade, major advancements in the area of 
communication and computer networks [48] have made it 
possible for control engineers to include them in feedback 
systems in order to achieve real-time requirements. This 
gave rise to a new paradigm in control systems analysis and 
design, namely Networked Control Systems (Figure 1). Net- 
worked Control Systems (NCSsJ, are control systems whose 
conrrol loop is closed around a communications network. 
In such systems, the feedback is no longer instantaneous as 
in classical control systems. Many systems fall under such 
classification and several examples of NCSs can be found 
in various areas such as: Automotive industry [25], 1291, 
[47], teleautonomy 1451, [ S I ,  teleoperation of robots [l], 
[16], [411, 1421, [431, and automated manufacturing systems 
[30]. Including the network into the design of such systems 
has made it possible to increase mobility, reduce the cost 
of dedicated cabling, ease upgrading of systems, and render 
maintenance easier and cheaper. The drawback, however, is 
that the complexity of analysis and design of such systems 
increases manyfold. In order to achieve better performance 
in NCSs, several protocols were specifically developed to 
deal with the stringent demands of such control systems 
(see 1311 for comparison). The main objective of control 
networks was elegantly stated in [48]: "Conrrol networks 
must' shuttle countless small but frequent packets among 
a relatively large ser of nodes." 

The paper is intended as a brief survey of established 
results in the area of NCSs and is divided into two major 
sections. Section I1 deals with several models that have 
been proposed to study the performance and various control 
schemes in NCSs. In Section III we address three challenges 
that face control engineers when designing NCSs, namely: 
Packet loss, time-delay, and limited communication. 

This work has been supponed by NSF Grant INT-981831? and NSF 
Grant 0233205. 

* P.F. Hokayem i s  a graduate student at the Department of Electrical 
and Computer Engineering. University of Illinois at Urbana-Champaign, . .  
IL, h a l @ c o n t r o l  . c s l . u i u c . e d u  

C.T. Abdallah i s  with the Department of Electrical and Com- 
puter Engineenng, University of New Mexico, Albuquerque, NM 
chaouki@ece.unm.edu 

** 

803-8335404/$17.00 02004 AACC 

For the remainder of this paper let (A, B) be the system 
matrices corresponding to a continuous-time Ll7 system, 
and (0, r) are sampled system counterparts with a sample 
period h. 

Fig. I .  Networked Control System 

11. EXISTING MODELS 

In this section w e ,  concentrate on presenting several 
models and control methods that have been utilized to deal 
with NCSs. 

A. Sampled-Data 

The sampled-data model is the first natural approach 
for design over networks due to our inability to transmit 
continuous signals over a digital communications network. 
The main objective of such technique is to obtain the longest 
sampling time h that can achieve stability, and consequently 
lower the usage of the network. In [23] the linear continuous 
time-invariant system was studied with an ideal uniform 
sampler Sh : VI; = v(t = kh) , k  E Z+ = { O , l , Z  ,... } 
and the corresponding zero-order hold l i T  : v(t)  = v k l  t E 
[kh, (k+l)h) ,  k E Z+, where U is a generic signal. A linear- 
quadratic-regulator (LQR) design framework with full-state 
feedback, for the system (A, E) with the performance index 
V = (zTQz + uTRu) dt, the goal is to characterize the 
stability of the sampled-data system with respect to the same 
control Lyapunov function that was used to study the non- 
networked system and a decay rate close to the original 
closed-loop continuous-time system, i.e. characterize the 
couple ( P , r L ) , e  > 0, since the original system's stability 
is characterized by (P,L) .  The interested reader should 
consult [231 for stability results, which will be omitted here 
for brevity. 
The sampled-data model was also used in [20], where the 
network was modelled at an ideal sampler and hold device, 
and the stability analysis was performed after lifting the 
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system into an LTI setting and sufficient results using Lya- 
punov analysis were obtained on the maximum sampling 
period. 

B. Model-Based NCS Control 

The authors of [38] present an extended structural analy- 
sis of NCSs, using an eigenvalue approach. In their model, 
the network resides between the sensors attached to the 
plant, and the actuators. The network is modelled as a fixed- 
rate sampling (htof the continuous plant. They also provide 
a model plant (A, B)  that provides a state estimate (t(t)), 
and the error between the actual plant and the model plant 
( e ( t )  = z ( t ) - i ( t ) )  is used to augment the state-vector, with 
the input being u( t )  = Ki.(t). The idea behind this setting 
is to only transmit the measured state vector via the network 
periodically, and construct the state between the samples 
using the model plant. This reduces the communication 
bandwidth requirement of the networked system, hence low- 

is applied to the following augmented system 

ering the utilization of the network. Then, 

and sufficient conditions for guaranteeing stability of the 
closed-loop system. They analyze the performance of the 
system when the full state and partial state are available for 
feedback. Finally, they end with an analysis for discrete- 
time systems. This method has been extended recently into 
a stochastic setting in [39] where almost sure and mean- 
square stability conditions were obtained for random delays. 

C. Perturbation 

The use of perturbation theory (see [26]) has been a very 
effective tool for studying the stability of NCSs in [5], 
t571, t581, [591, [601, [611, t651, t661. Let a(t) and y(t) 
are perturbed versions of the original signals u(t) and y(t), 
after passing through the network. 

The error introduced by the network is e(t) 

[ $$ ] and the augmented system involves the plant 

(z,(t)), controller (zc(t))  and the ~ error ~ state vectors as 

[ ] - 

L -\- ,  J 

controller is designed to stabilize the network-free system 
and a perturbation analysis is performed over the networked 
system. 
A try-once-discard (TOD) protocol is introduced, where the 
next node' to transmit data on a multi-node network is 
decided on dynamically or statically based on the highest 
weighted error from the last transmission. The goal of 

'A  node denotes every component of the system that is connected to 
the nelwork. such as sensors and aCNatorS 

analysis for this protocol is to find a maximum trans- 
mission interval T,,, that guarantees satisfactory stability 
performance of the NCS. 

D. Hybrid Systems 
NCS have been cast into a hybrid systems context [4], 

[9], [65], [66]. The motivation behind this model is that 
with the presence of the network, a control system becomes 
dependent on packet transmission and reception, hence 
the system's input changeshwitches at each packet arrival. 
Consequently, the NCS has continuous dynamics (plant) and 
discrete dynamics (control-loop), yielding a hybrid system. 
In [65], [66] results previously derived for the stability 
of hybrid systems were utilized to find bounds on the 
maximum delay allowed by be introduced by the network. 
In particular, [65] models the network as a constant delay 
T introduced into the full state feedback as follows: 
i ( t )  = A z ( t )  - BKP(t), t E Ikh + T ,  (k + l ) h  + T I  . ,  . .  . ,  
5(t+)  = Z(t - T ) ,  t E [ k h + ~ , k  = 0,1,2 ,... ] 

where h is the sampling period. Then the trajectory of 
the delayed state vector z(t - T )  is solved for, in terms 
of z(t)  and i ( t ) .  The bound on the delay T results from 
imoosine Schur stabilitv conditions on the followine matrix. 

Another approach that was presented in [4], [9], involved a 
specialization of the Witsenhausen hybrid-state continuous 
time model in [62], which was extended in to include N 
systems connected through a network, with the key as- 
sumption that the network induced delays are ignored. The 
performance of the extended hybrid model was illustrated 
through a Heating Ventilating and Air Conditioning (HVAC) 
temperature control system for 3 rooms. 

111. NCS INHERENT ISSUES 
There are several issues that arise when dealing with NCS 

such as packet loss, time-delay, and limited communication. 

A. Packet Loss 
Packet loss is an inherent problem with most computer 

networks (see [ l l ] )  due to several factors such as transmis- 
sion time-outs, transmission errors and limited buffer size. 
Lately, there have been several attempts to study the effect 
of packet loss on the performance of the networked system 
[351, [521, [651, [661. 
In [65], [66], a sufficient stability analysis was presented 
using Lyapunov-type analysis, where packet losdno-loss 
was modelled as a switch that results with two plant models 
corresponding to the either case, and the control is a simple 
state feedback Uk = -KzYt ,  where the vector zYt is the 
state after the networklswitch, which takes the value zk 
when the packet is delivered or if the packet is lost. 
With the above setting, a minimum bound on the successhl 
transmission rate r given by 
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1 
l ~ , o g , ~ ~ ~ ~ ~ A - B K l l  < 5 1. 

lo&,,q~lAll 
The stochastic counterpart of the above approach was 
undertaken in 1351, [52], where the probability of dropping 
a packet is p, an approach that results with a closed-loop 
Markovian jumping system = where rb is 
the closed-loop system matrix that evolves according to 
the outcome of the Markov chain (8k E { O ,  l}) at time 
step k, and zk is the augmented state vector that involves 
the state of the plant Zk. and that of the controller. The 
following mean square stability theorem for the closed loop 
summarizes. 

j E {1,2},  the closed-loop 
system is mean-square stable if and only if there exists a 

Theorem 1: [52] Given pj, 

matrix P > 0 such that P - E:=, pjrTPr,  > 0. 

E. Delay Analysis 

A major problem in NCS is that the network introduces 
random delays. Since the network is utilized to transmit 
packets of the sampled values of the output/state of the 
system, and several systems might he connected to the same 
network, delay is inevitable and might cause deterioration 
of the system performance. There are several references that 
deal with the delay specifically for NCSs [2], [6], 1171, 
1191, [271, [MI, [491, [MI. The general framework for the 
analysis of time delay in NCS involves a continuous plant 
G(s), a sampler (S,) with rate h, and a zero-order hold 
( H h )  device (ZOH), and a discrete controller G(z). The 
network introduces two delays, the first ~r between the 
sensors and the controller , and another TF between the 
controller and plant actuators. Like all sampled-data control 
systems, there is also an underlying computational delay 7' 
representing the time the controller consumes to provide the 
desired input signal, however, this delay is usually absorbed 
into rp (see 121). A proposition that suggests lumping both 
delays into one delay T = ~r + T? is provided in 1171, to 
which the reader is referred. 
There are two inherent problems in NCS that result from 
network-induced delays [171, [491: 
Message rejection: When two or more samples from the 
sensors reach the controller between two sampling instants, 
then one of the messages is discarded. 
Vacant Sampling: When no data anives to the controller 
during one sampling period, then the controller uses the 
previous sample or an interpolated one. 
Assuming that the two delays can be lumped into r, then 
3 cases may arise: r < h, T = ah,  or T = a h  + r', where 
a E nV and T' < h. 
m r < h  
In this case the delay is less than the sampling period and 
the system is modelled as in [2]. 

I:-"-' eAqdqB, and rl = eA(h-r)  I,' eAqdqB. This model 
was used along in a stochastic optimality setting in setting 
in [441 with the addition of disturbances uk and wk 

Zk+l = @Zk + roUk + rlUk-1, where @ CAh,  ro = 

Zk+l = QXk + rOUk + rluk-1 + Uk 

Ilk = c x k  + Wk, 
where Wk and Uk are uncorrelated zero mean Gaussian 
white noise stochastic processes. With such setup, the delay 
Tk is random and depends on the network load which is 
modelled as a Markov process. For each state of the network 
load, Low, Medium, or High, there exist a corresponding 
distribution for the delay. The delay switches between 
different states, and an LQG optimal control problem is 
solved to generate a controller that guarantees stability. 
Case #2: r = ah,  where a E UV 
In such case where the delay is an integer multiple of the 
sampling period, it can be considered as a sensor-induced 
delay and a similar analysis can be followed as in [15]. 
We construct an augmented system by delaying the state a 
times by a period h, which renders a virtually delay-free 
system that can he used for analysis or design. 
Case #3: T = ah + r' 
The discrete model here is combination of the previous two 
models and is represented as follows. 
Cases 1 and 3 were studied in [6] and an augmented system 
with the system input being a part of the state vector was 
derived. Intervals for the allowable delay that maintains 
stability of the system were obtained for the integrator 
example. 
Further results on delay in NCSs can he found in 1341, 
where asynchronous sampling time is assumed for the 
sensors and controller. The value of a was considered 
to be of random nature in [27] and stability is intended 
in the Mean Square sense. We conclude this section by 
mentioning one scheme that was presented in [IO] involved 
equipping the system with a queue on the sensor side and 
transmitting the size of the queue to the controller that uses 
this information in the estimation of the non-delayed state. 

C. Limited Communication 

Recent developments in NCS have targeted the issue 
of limited communication available for control. By intro- 
ducing the network into the control system, issues like 
channellnetwork capacity, encoding/decoding schemes and 
quantization arise. With regard to control systems, the 
capacity of the channeVnetwork and its ability to convey 
a reasonable amount of information plays an important role 
in characterizing the stability of the system. Furthermore, 
the measured system outputs must be transmitted in a 
packet form over the network, hence the need for sampling, 
quantization and encoding/decoding. 

A recent line of research in [40], [531, 1541 aims to char- 
acterize the interplay between communications and con- 
trol, and to explore the effect of channel coding/decoding 
schemes on the stability of control systems in the determin- 
istic and stochastic sense. In the same vein, a new notion of 
capacity called any-time capacity was introduced in [501. 
Another trend for studying NCS has focused on invoking 
new quantization schemes that reduce the number of bits to 
be transmitted over the channeV network, hence providing 
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the ability to use channels with limited capacities, as will 
be seen later. 

1) lnfonnation Theoretic Approach: In [71, the con- 
cept of attention was introduced to the control of sys- 
tems. The method involves solving an optimization prob- 
lem to minimize an attention functional given by C = s, $ (z, t ,  $,%) dzdt The outcome of this study is to 
obtain a measure for the control effort that has to be applied 
to the system to achieve stability. The more the input of the 
system varies with respect to time (11Fl1) and the system 
state ( 1 1 $ 1 1 ) ,  the more attention we need for the system, 
and the more complex is the control law. This fact reflects 
on the NCS in the form of bit-rate; the more attention 
we need for the system the higher the bit-rate has to be. 
Furthermore, the bit-rate affects the capacity required from 
the networklchannel in an information theoretic context 
which is the main focus in [241, [371, [Sol, [531, [541. 
The extensive study in [53] has elegantly cast the control 
problem over networks into an information theoretic con- 
text. The network in an NCS problem was thought of as 
a channel with optimal encodingldecoding and maximum 
available bit-rate. The goal was to derive a bound on 
the minimum bit-rate required for stability using different 
encoding and decoding schemes, a bound which was stated 
as R > If=, XY(A), where ,!:(A) are the unstable 
eigenvalues of the matrix A, and 1 5 7~ is the corresponding 
number of unstable eigenvalues. Consequently, there is a 
clear connection between the unstable eigenvalues of the 
system under consideration (control setting) and the bit-rate 
required (information theoretic setting). Hence the informa- 
tion rate required depends on the amount of attention to 
be given to the system, since the stable eigenvalues do not 
require attention and they decay to the origin asymptotically. 

2) Quantization Schemes: It is well known [2], [46] 
that once quantization is intraduced into the control loop, 
it leads to a complicated nonlinear analysis and possible 
limit cycles. Over the past ten years, the quantization issue 
has become the subject of several studies for NCSs [8] ,  
[121, U31, [141, U81, [221, [231. [321, [331, [361, [561, [31 
in order to describe its impact on the performance of the 
control system and introduce new quantization schemes that 
achieve lower bit-rates, which in turn decrease the use of 
the network in the feedback loop. 
To the best of the authors' knowledge, most of the afore- 
mentioned studies were influenced by the leading work 
in [121, which was not motivated from an NCS point of 
view. The main concern was to demonstrate the behavior 
of discrete-time linear systems subject to quantization and 
operating under state feedback control law. A very striking 
observation is that under quantized state feedback control 
law given by uk = fk(Q(zO), . . . , Q ( z k ) )  the set of initial 
conditions that have trajectories tending to the origin as 
k -+ 03 has Lebesque measure zero, where Q is a uniform 
quantization mapping and Q has at least one unstable 
eigenvalue. Hence under such limited information about the 
states, traditional asymptotic stability cannot be achieved. 

Accordingly, the notion of containability was introduced in 
[63] which basically describes a trapping region around the 
origin in which the state can be contained. 
The next step in the analysis of quantized NCS was pre- 
sented in [PI, [141. The main idea in [81 was to make 
the sensitivity of a uniform quantizer time-variant and 
include its dynamics in the analysis, via utilizing a zooming 
factor 2 E {-I, 1) that increaseddecreases the quantization 
sensitivity A( t )  to allow sufficient qualitative indication 
of the state location that guarantees stability. With such 
approach the stability of the un-quantized state/output can 
be extended to the quantized version since under state 
feedback, there exists a control policy of the form u( t )  = 
-KI~k , , , , ( t )A( t ) ,  Q(z( t ) )  where Q is a uniform quan- 
tizer with sensitivity A(t) and IC0 > 0, such that the solution 
of the closed-loop system 

regained. 
The idea of zooming in and out-type quantization was also 
explored in [I81 as well as in [33]. Specifically, in [33], 
the quantizer maintains a fixed number of partitions, but 
starts with large quantization partitions that shrink as the 
trajectory approaches the origin. 
A slightly different idea was proposed in [I41 for the design 
of the quantizer, in which the objective was to quantize 
as coarsely as possible while maintaining stability. The 
measure of coarseness depends on the quantization density 
measure defined by T ~ Q  = lim,,o sup 9, where Q is a 
quantizer that stabilizes the system and #e[€] is the number 
of levels that Q has in an interval [ e ,  1/4. The coarsest 
quantizer corresponds to the quantizer with the smallest 
quantization density. It was shown that a quantizer which is 
coarsest with respect to a CLF V ( z )  is of logarithmic type, 
i.e. the levels are far apart when the state trajectory is far 
from the origin and get closer in a logarithmic fashion once 
close to the origin. The idea is that imprecise knowledge of 
the state is enough to steer the trajectory in the direction of 
the origin. Once close to the origin, more precise knowledge 
is required to reach the origin. The quantization density is 
redefined to include the effect of uniform sampling of period 
h as follows: V Q , ~  = lime+o sup 9 This density mea- 
sures the coarseness of the quantizer in space (quantization) 
as well as in time (sampling), and the optimal sam ling time 

Xr(A) corresponds to the unstable eigenvalues of the system 
matrix A.  Furthermore, the base for the optimal logarithmic 
quantizer and the optimal sampling period are independent, 
hence they can be chosen separately. The latter result result 
can be compared to that given in [18]. 
Another interesting analysis appeared in [221 and assumes 
there are two quantizers one residing between the plant sen- 
sors and the controller, and another between the controller 
and the plant actuators. This procedure is the more general 

satisfies the following equality: h* = *, I" 1,R where 
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in the sense that the network resides on both sides of the 
planticontroller, not solely between the plant sensors and 
controller. 

a)  Chaotic Behavior: Since asymptotic stability can 
not be achieved in the traditional sense, the analysis in 
[I21 proceeds to characterize an invariant trapping set 'D to 
which all the trajectories tend after some time N ,  depending 
on the initial condition zo. The analysis then aimed at 
characterizing the behavior of the system once the trajectory 
enters the invariant set D. For scalar systems, there exists 
an invariant probability measure p defined on D such 
that: p : 'D + D. Then, system inside 'D operates on a 
density f as an initial condition. Hence, the evolution of 
the state trajectory can be characterized through the use of 
the Frobenius-Perron operator P (see [28]), and there exists 
an invariant distribution under which the system evolves. 
This idea along with the cell-to-cell mapping [21] has 
recently reappeared in [Si], in which an autonomous quan- 
tized system can be represented by the evolution of the 
density defined on the state-space described by the F-P 
operator, and a density discrerizer D N ,  i.e. 
f b + l ( z )  = Pfdz), given f&) 
P(Q(s)/fO(z)) = D N f k ( z ) s  
where the discretizer DN is defined by DN : 27 + 

W N ,  which is a projection of the density f onto an N -  
dimensional space, that represents the volume of the density 
resident in each quantization hyperbox. 

IV. CONCLUSIONS 

This paper has exposed the reader to several results 
pertaining to the analysis and design of Networked Control 
Systems. Several models that were utilized in the study of 
NCS such as sampled-data, model-based, and hybrid were 
presented briefly. Also some of the most critical problems 
in the design of NCS such as packet loss, network induced 
time-delays, and limited communication in the control loop 
were presented. 
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