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Stability and Finite-Time Stability Analysis of Discrete-Time
Nonlinear Networked Control Systems

S. Mastellone, C. T. Abdallah, and P. Dorato

Abstract— In this paper we present an approach to model
networked control systems with a discrete-time nonlinear
plant, operating in the presence of arbitrary but finite data
dropout of state observations. Sufficient conditions for stability
of the global system and finite-time stability over transmission
intervals are provided.

I. INTRODUCTION

In several recent works, the problem of networked control
systems (NCS) has been posed and partially investigated
[8], [12], [13], [19], [20], [21], [22], [23], [24]. This
new problem deals with the possibility of controlling a
system remotely via a communication network and as such,
instantaneous and perfect signals between controller and
plant are not achievable.

In [1] an iterative approach is proposed to model net-
worked control linear systems with arbitrary but finite data
packet dropout as a switching linear systems. The network
is modelled as a switch placed between the sensor and the
controller, while the controller is assumed to be directly
connected to the plant. The controller uses data from a
register to compute the control input which will be applied
to the plant. When a sensor data, containing the system
state, is successfully sent to the controller through the
communication link, it is put in the register to replace the
old data.

In this paper, we present an extension of the result in [1]
into a nonlinear setting. With this model setting we give a
sufficient condition for uniform asymptotic stability, using
a similar argument to the one in [26].

Also we consider finite-time stability for the sequence of
transmission interval and provide sufficient conditions for
it. With the above analysis, we are then able to completely
characterize system behavior in term of asymptotic and
finite-time stability. The paper is organized as follows: In
Section II, we reformulate the networked control problem
in the nonlinear setting with arbitrary but finite packet
dropouts.

Section III provides sufficient condition for uniform
asymptotic stability of the networked control system. Sec-
tion IV briefly describe finite-time stability and some related
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analysis results. It also consider finite-time stability over the
transmission intervals, extending the concept of asymptotic
stability with further conditions over the transmission inter-
vals. Section V then provide sufficient condition for the ”
asymptotic stability with decreasing increments”. In order
to illustrate the result an example is presented in Section
VI. Some concluding remarks are given in section VII.

II. PROBLEM FORMULATION AND NONLINEAR NCS
MODEL

In [1] a model for networked control systems with
observation dropouts is proposed for linear discrete-time
systems. Our objective in this paper is to derive a similar
framework in the case of nonlinear systems, and to study the
stability of the closed-loop system. As depicted in Figure 1,
the system is comprised of a plant with the network residing
between the sensors of the plant and the actuators. The
network is modelled as a switch, where a measurement is
dropped if the switch is disconnected, and a measurement is
received when the switch is connected. Due to our inability
to receive an update of the plant’s state at each discrete
instant of time, we use a buffer on the controllers side that
store the last received sensor measurement. Such a model
is given by

x(k + 1) = f(x(k)) + g(x(k))u(k) (1)

u(k) = K(x̄(k))

where xk ∈ IRn, uk ∈ IRm are the plant state and plant
input respectively. f : IRn → IRn, g : IRn → IRn, K :
IRn → IRm are smooth vector functions. x̄(k) ∈ IRn is the
state measurement that is successfully transmitted dover the
network, and defined as follows

x̄(k) =

{
x(k) Data Transmitted

x(i) Data Dropped
(2)

where x(i), i < k is the last packet transmitted suc-
cessfully and stored in the buffer. The controller uses data
from a register to compute the control input which will be
applied to the plant. When a sensor data, containing the
system state, is successfully sent to the controller through
the communication link, it is put in the register to replace
the old data. We assume the first transmission is always
successful, i.e. x̄(0) = x(0), and therefore

x(1) = f(x(0)) + g(x(0))K(x̄(0)) (3)
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xk+1 = f(xk) + g(xk)uk

xk

x̄k−Kx̄k Buffer

Net

Fig. 1. Networked Control System with packet dropout and buffer based
state feedback

Define the following operator

[f ]k = f ◦ · · · ◦ f︸ ︷︷ ︸
k−times

(4)

Then from k = 2 and later the system configuration can
be described as follows

x(k) =

{
f(xk−1) + g(xk−1)K(xk−1) x̄k = xk

[f + gK(xi)]k−i (xi) x̄k = xi

where x(i) is the last packet transmitted successfully and
stored in the buffer. Call the sequence of update instants
U = {0, k1, . . . , ki, . . . }, then we can define for it the
following system

xkj
= Fkj

(x(kj−1)), i = 1, 2, . . . (5)

where

Fkj
(x(kj−1)) = [f + gK(x(kj−1))]kj−kj−1(x(kj−1)) (6)

From U define a new system with z(0) = x(0), z(j) =
x(kj), where kj ∈ U .

z(j) = Fj(z(j − 1)) (7)

Fj(.) = [f + gK(.)]kj−kj−1(.) (8)

Assuming that the maximum transmission period is τM ,
then we have that the upper bound of dropped data packet is
τM−1. With this assumption we can then say that F (j) ∈ F
where

F = {F̄1, . . . F̄τM
} (9)

and

F̄i = [(f + gK)]i (10)

Consequently, the NCS (1) at the transmission instant can
be described by the following switched system

z(k + 1) = F̄i(z(k)), k = 1, 2, . . . , F̄i(.) ∈ F (11)

for arbitrary switching, where i is the switching variable. In
the system constructed as described, whenever there is no

state measurement transmission, i.e. a data dropping occurs
in the network, the control law uses data previously received
to generate the control input to the plant. Based on this
model we next study stability behavior of NCS ( 1) using
the new model (11).

III. STABILITY ANALYSIS

Consider the networked control system described in (1)
and the discrete time switching system (11) that represents
(1) at the transmission instants. Let x = 0 be an equilibrium
point for the system (1). In what follows asymptotic stability
of (1), is deduced by stability of the system (11), and the
result in [25], [26] and the fact that the state is bounded
during transmission intervals.

Theorem 1: Consider the system (1) and (11), also con-
sider a continuous differentiable, locally positive definite
function V : IRn → IR+, and class K functions α, β, γ.
Then the system (1) is uniformly asymptotically stable if
the following holds

α(||x||) ≤ V (x) ≤ β(||x||) (12)

∆Vj � V (z(j)) − V (z(j − 1)) ≤ −γ(||z(j)||) (13)

or equivalently

∆Vj � V (x(kj)) − V (x(kj−1)) ≤ −γ(||x(kj)||) (14)

for all x ∈ Br where Br is the ball of radius r, Br = {x :
||x|| ≤ r}
Proof. Consider the system (11), state between two trans-
mission is bounded ∀j, kj ≤ k < kj+1, with transmission
interval [kj , kj+1), since Fj is a superposition of continu-
ously differentiable function,

||x(k)|| = ||Fj(xkj
)|| ≤ ||FM (xkj

)|| (15)

where FM = maxi=1,...,τM
{Fi}. Since FM is a superpo-

sition of continuously differentiable functions, and (1) is a
discrete-time system, then the solution x(k) cannot have
finite escape time and therefore FM (x(kj)) is bounded
whenever x(kj) is bounded, which is for all δ such that
||x(kj)|| ≤ δ there exist δ2 such that ||FM (x(kj))|| ≤ δ2.
For any ε > 0, we define ε̄ = min(ε, r). Since V is
continuous, V (0) = 0 and by (12), there exist δ(ε) > 0
such that

β̄(δ) = sup
||x(0)||≤δ

V (x) < α(ε̄) ≤ α(ε) (16)

In order to prove that ∀||x(0)|| ≤ δ ||x(k)|| ≤ ε, ∀k ∈ N,
we first assume that the statement is not true, and therefore
∃k1 > 0, k1 ∈ [kj , kj+1) such that

||x1|| ≥ ε (17)

Since the state x(k), k ∈ [kj , kj+1) will be bounded as a
consequence of x(kj) bounded we assume that k1 = kj ,
and therefore using the fact that α is a class K function it
follows that

V (x(kj)) ≥ α(||x(kj)||) ≥ α(ε) (18)
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On the other hand, since V is decreasing along kj and from
(16) it follows

V (x(kj)) ≤ V (x(0)) ≤ β̄(δ) < α(ε) (19)

the two last statements provide a contradiction, from which
we have that the assumption (17) is wrong, and therefore
uniformly stability of (1) follows. Asymptotic stability
can then be proved considering V (x(kj)), (j = 1, 2, . . . )
is a positive decreasing sequence, therefore there exist a
nonnegative limit L ≥ 0, and we have

lim
j→∞

∆V (x(kj)) = (20)

lim
j→∞

[V (x(kj+1)) − V (x(kj))] = (21)

lim
j→∞

V (x(kj+1)) − lim
j→∞

V (x(kj)) = 0 (22)

∆V (x(kj)) = [V (x(kj+1)) − V (x(kj))] ≤ (23)

−γ(||x(kj)||) ≤ 0

lim
k→∞

γ(||x(kj)||) = 0 (24)

lim
k→∞

||x(kj)|| = 0 (25)

lim
k→∞

||x(k)|| = 0 (26)

�

IV. FINITE-TIME STABILITY AND GLOBAL PROPERTIES

The result presented in the previous section provide us
with sufficient conditions for asymptotic stability of the
system 1, such result does not give any information on how
the state grow during transmission intervals. In this section
we deal with such issue by providing sufficient conditions
to have the system state decreasing in between transmission
intervals. In particular at first we will define finite-time
stability, in which we are interested in the system’s transient
behaviors, and then study the global behaviors connecting
the finite-time and asymptotic stability concepts. In this sec-
tion we focus on general discrete-time dynamical systems
described by

xk+1 = f(xk), x ∈ IRn, x(0) = x0 (27)

Where x is the system state, and f : IRn → IRn is a vector
function. For notational simplicity, we use xk = x(k). Also
from now on we will denote ||.|| ≡ ||.||22. We are interested
in studying the state trajectory of the system in a finite time
interval.

Definition 1: Finite-Time Stability [2], [5] The system
(27) is finite-time stable (FTS) with respect to the 4-tuple
(α, β,N, ||.||), α ≤ β if every trajectory xk starting in
||x0|| ≤ α satisfies the bound ||xk|| ≤ β for all k =
1, . . . , N .
Some extensions of the FTS concept are presented in [3],[4].
Next we present a new analysis result for FTS of nonlinear

discrete-time systems. Alternative result in discrete-time
deterministic finite-time stability can be found in [16].

We consider three classes of systems described in Figure
(2): a) systems for which the state trajectories always
increase in the norm, b) systems for which states always
decrease in the norm, and c) systems whose state trajectories
behavior’s is mixed. The first step consists of exploring the
state trajectories using a discrete version of the continuous-
time Bellman-Gronwall inequality [6]. If the state trajectory
is always increasing (in the norm) during the time interval
of interest, then it is enough to verify that the state at the
last time of the interval does not exceed the bound. In the
case where the trajectory is always decreasing and it starts
inside the bound, the FTS is guaranteed. In the case of a
mixed behavior, it is necessary to explore if the trajectory is
bounded at each time step. In the next theorem we formulate
the conditions for finite-time stability of the system (27).

Theorem 2: The system (27) is finite-time stable with re-
spect to (α, β,N, ||.||), α ≤ β, if for a function V (xk, k) =
Vk ≥ 0 such that δ1||xk|| ≤ Vk ≤ δ2||xk||, where
δ1 > 0, δ2 > 0, γ = δ1β, γ0 = δ2α, V0 ≤ γ0 and
Sβ = {xk : ||xk|| ≤ β} we have ∀k = 0, . . . , N, ∀xk ∈ Sβ

∆Vk ≤ ρkVk (28)

and one of the following three conditions occur:

• Case 1: ρk ≥ 0

γ

γ0
≥

N−1∏
i=0

(1 + ρi) (29)

The value of ρk ≥ 0 implies that the bounds on the
increments of Vk are as a worse case always greater
than one, which is the case of monotonically increasing
functions.

• Case 2: 0 ≥ ρk > −1 No additional conditions are
required. The condition 0 ≥ ρk > −1 restricts the
bounds on the increments of Vk to be always between
zero and one, which constrains the function to be
monotonically decreasing.

• Case 3: ρk > −1

γ

γ0
≥ sup

k

k−1∏
i=0

(1 + ρi) (30)

The case ρk > −1 contains the two previous cases, that
is the function Vk may be increasing and decreasing.
Proof: The proof is available in [14], [15]

Now we aim to investigate the overall stability behavior for
the system, we not only want to know how that the state
will asymptotically converge to zero, but also that during
the convergence period, it will not exceed a given bound.
The idea of finite-time stability, is to specify precise bound
on the state system norm, over an interval of time. Based
on this definition of stability we next consider an extension
to the concept of asymptotic stability which includes an
additional condition over the state.
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Fig. 2. a) Increasing dynamics. b) Decreasing dynamics. c) Mixed
dynamics.

Definition 2: A discrete-time system (27) is said to
be decreasing at interval with respect to the inter-
val Ij ∈ N

+, j = 1, . . . ,m if, maxj∈Ik
||x(j)|| ≤

maxi∈Ik+1 ||x(i)||, ∀k ∈ N.
The main idea beyond this definition is that if we partition
the state in intervals of varying size Ij , j = 1, . . . ,m,
with maximum size Im, then the supremum of the state
norm of each interval form a decreasing sequence. This not
only guarantee convergence asymptotically, but also gives a
bound on how the system state for every interval, moreover
those bounds decrease in time. Sufficient condition for such
property will be given in the next section directly applied
in a networked system framework.

V. ASYMPTOTIC STABILITY WITH DECREASING

INCREMENTS ANALYSIS

Next we want to provide sufficient condition on the
asymptotic stability with decreasing increments for the sys-
tem by splitting the system into two parts, one characterized
by the system state at transmission steps, and a second
characterized by the system in between transmission steps.
Then if the first subsystem is asymptotically stable, and
the second one is finite-time stable for each interval, i.e.
is decreasing at interval, then asymptotic stability with
decreasing increments is guarantee.

Definition 3: Consider the Networked-Control System
(1), then the system is said to be asymptotic stable with
decreasing increments with parameters (τm, αj ,Λj), τm =
maxj(kj+1 − kj) if the system is uniformly asymptotically
stable at the transmission time, and finite-time stable with

respect to (αj ,Λj =, ||.||, dj), dj = (kj+1−kj) during each
transmission period [kj , kj+1), i.e. decreasing at intervals
with respect of transmission intervals.

Theorem 3: Consider the Networked-Control System (1),
assume same conditions from theorem 1, if moreover we
have ∀k ∈ [kj , kj+1), ∃ρ > −1 δ1, δ2 ≥ 0 and a positive
smooth function V ∗ such that δ1||x(kj)||

2 ≤ V ∗(x(k)) ≤
δ2||x(kj)||

2

∆V ∗(x(k)) ≤ ρV ∗(x(k)), k ∈ [kj , kj+1) (31)

and defining x(0) = α0, V ∗(x(0)) = γ0 = α0
δ2

, ∆∗
j = δ2Λj

sup
k

k∏
i=0

(1 + ρi) ≤
∆∗

k

γ0
, k ∈ [kj , kj+1) (32)

then for all transmission time ||x(kj)|| ≤ α0, j = 1, 2. . . .

we have that

||x(k)|| ≤ Λj∀k ∈ [kj , kj+1) (33)

then the system is asymptotic stability with decreasing
increments with parameters (τm, x(kj)), x(kj−1)).
Proof. Asymptotic stability at transmission instant follows
from theorem 1. From (31) we have

V ∗(x(k + 1)) ≤ (1 + ρk)V ∗(x(k)) (34)

iterating the inequality for all the value up to k we obtain

V ∗(x(k)) ≤
k∏

i=kj

(1 + ρi)V
∗(x(kj)) ≤

k∏
i=1

(1 + ρi)V
∗(x(0)) (35)

then from (32)

V ∗(x(k)) ≤ sup
k

k∏
i=1

(1 + ρi)V
∗(x(0)) ≤ ∆∗

j (36)

�
VI. EXAMPLE

Example 1: Consider the system

x(k + 1) = 3x(k)2 + x(k)u(k). (37)

We aim to stabilize such a system across a network by using
a control law

u(k) = −3.5x(k) (38)

The network we are using guarantees a bound on the
transmission period τm = 3. Then we can define the set of
transmission instants U = {0, k1, . . . , ki . . . }, max{ki −
ki−1} = τm. Trivially the system is unstable in open
loop, while is asymptotically stable in closed loop if full
information is available.

We rewrite the system at the transmission time

z(j + 1) = 3z(j)2 + z(j)uz(j)

uz(j) = −3.5z(j) (39)
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in which z(j) = x(kj), kj ∈ U . The system (39) is asymp-
totically stable, then since we can define the following
bound

||Fj(xkj
)|| = || − 0.5xkj

|| ≤ (40)

|| − 0.5(−0.5(−0.5(−0.5xkj−1)))|| = Fm

Then by theorem 1 we can infer that system (38) is
asymptotically stable.

0 1 2 3 4 5 6 7 8 9 10
−1

−0.5

0

0.5

1

k

x
k

Fig. 3. Closed loop system with maximum transmission interval τm = 3

With the first part of our analysis we showed how the sys-
tem is asymptotically stable, since is asymptotically stable
at the transmission time and has increasing but bounded
values in between transmission time. In order to verify
whether the system is asymptotically stable with decreasing
increments we need to check whether the maximum value
attained by the system in between transmission times is
also decreasing. It is enough to observe that conditions of
theorem (3) are satisfied considering a quadratic function
V ∗ = x(k)2

Vj(xkj
) = || − 0.5xkj

|| ≤ (41)

|| − 0.5(−0.5(−0.5(−0.5xkj−1)))|| ≤

Vj(xkj−1)

Hence system (37) with control law (38) can be stabilized
across a network with maximum transmission time τm = 3,
in such a way that the system is asymptotically stable, and
moreover the state bound in the transmission intervals is
decreasing. The simulation results is depicted in figure 3.
For larger values of the transmission interval, conditions
of theorem 1 are no longer satisfied, and the closed loop
system might not preserve stability.

VII. CONCLUSIONS

The problem of networked control system affected by
lost data is addressed in a nonlinear discrete-time setting.
We presented a recursive approach to model discrete-time
nonlinear NCS, in the presence of arbitrary but finite data
packet dropout. Based on such a model we investigated
stability, whether the state system is bounded between
transmission steps, and asymptotic stability of the system

at the transmission times. We also considered an extension
of the classical definition of stability involving the finite-
time stability concept. The main development focused on
the iteration of finite-time stability between transmission
periods, in addition to the asymptotic stability of the system
at the transmission time instants. We introduced such a
concept to deal with the case when state measurements
are not received. Therefore, using old information may not
guarantee convergence, and in that interval the system state
might exceed it allowable bound. It is therefore reasonable
to consider a bound on how much the system is allowed to
increase whenever data is lost.
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