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 Abstract 

Multi-core processors provide better performance when 

compared with their single-core equivalent. Recently, 

Networks-on-Chip (NoC) have been emerged as a communication 

methodology for multi core chips. Network-on-Chip uses 

packet based communication for establishing a communication 

path between multiple cores connected via interconnects. 

Clock frequency, energy consumption and chip size are 

largely determined by these interconnects. According to the 

International Technology Roadmap for Semiconductors (ITRS), 

in the next five years up to 80% of microprocessor power 

will be consumed by interconnects. In the sub 100nm scaling 

range, interconnect behavior limits the performance and 

correctness of VLSI systems. The performance of copper 

interconnects tend to get reduced in the sub 100nm range 

and hence we need to examine for other interconnect 
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options. Single Wall Carbon Nanotubes exhibit better 

performance in sub 100nm processing technology due to their 

very large current carrying capacity and large electron 

mean free paths.  

This work suggests using Single Wall Carbon Nanotubes 

(SWCNT) as interconnects for Networks-on-Chip as they 

consume less energy and gives more throughput and bandwidth 

when compared with traditional Copper wires.  
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     Preface 

Thesis Organization 

This thesis is organized in the following manner. Chapter 1 

gives an introduction to multi core architectures and their 

potential advantages. It also covers the basic mechanism to 

establish communication between the cores and gives a 

detailed description and need for Network-on-Chip in a 

System-on-Chip. Chapter 2 discusses about the role of 

interconnects in VLSI technology and introduces carbon 

nanotubes as an interconnect for future VLSI circuits. It 

explains the limitations of using copper interconnects in 

deep nanometer regime, introduces carbon nanotubes and 

types of carbon nanotubes and their physical and electrical 

properties are discussed in detail. Chapter 3 discusses the 

modeling of interconnects and compares the delay of single 

wall carbon nanotubes with copper. It analyzes the 

performance of carbon nanotubes in a Network on Chip. 

Chapter 4 talks about energy consumption calculation for 

Network on Chip and compares the energy consumption of 

Network on Chip with carbon nanotubes and copper. Chapter 5 

talks about the bottlenecks involved in implementing carbon 

nanotubes and introduces a hybrid NoC which uses dedicated 

buses for local communication and a Network-on-Chip for 
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global communication. It also proposes a hybrid NoC with 

copper as local interconnects and carbon nanotubes as a 

global interconnect. Throughput and Energy consumption are 

predicted for a Hybrid NoC. Chapter 6 concludes the thesis 

work and explains what can be implemented in the future. 
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Contribution of this Thesis 

This thesis has analyzed energy consumption, throughput and 

bandwidth of a Network on Chip by replacing Copper 

interconnects with single walled carbon nanotubes. Proposed 

a Hybrid Network on Chip with Copper wires for local 

interconnects and carbon nanotubes for global 

interconnects. Predicted the energy consumption and 

throughput of the Hybrid Network on Chip. 
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Chapter 1 

Introduction 

1.1 Multicore Processors 

Since the invention of computers there have been tremendous 

improvements done to the processor and memory storage. 

Computers started with single core processors and, as 

personal computers have become more prevalent and more 

applications have been designed for them, the end-user has 

seen the need for a faster, more capable system to keep up. 

Speedup has been achieved by increasing clock speeds and, 

more recently, adding multiple processing cores to the same 

chip. Multicore architectures comprise of multiple cores 

that reside on a single chip and are interconnected using 

an on-chip packet based or bus based network. At its 

simplest, multi-core is a design in which a single physical 

processor contains the core logic of more than one 

processor. The combined pressures from ever-increasing 

power consumption and the diminishing returns in 

performance of uniprocessor architectures have led to the 

advent of multi-core chips [3]. With a growing number of 

transistors available at each new technology generation, 

coupled with a reduction in design complexity enabled by 

the modular design of multi-core chips, this multi-core 
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wave looks set to stay, in both general-purpose computing 

chips as well as application-specific SoCs.  This multi 

core wave may lead to hundreds and even thousands of cores 

integrated on a single chip. Increasing transistor counts 

will lead to greater system integration for multiprocessor 

systems-on-chip (MPSoCs)[3] . The following figure show a 

basic configuration of a microprocessor system with a 

single core. 

         
Figure 1 Single core processor 

   

The Level 1 cache is closest to the processor and this is 

very fast memory used to store data frequently used by the 

processor. Level 2 cache is just off-chip, slower than L1 

cache, but still much faster than the main memory; L2 is 
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larger than L1 cache and used for the same purpose. Main 

memory is very large and slower than cache and is used for 

example to store a file currently being edited in Microsoft 

Word. Most systems have between 1GB to 4GB of main memory 

compared to approximately of 32KB of L1 and 2MB of L2 cache 

[1]. Finally, when data isn’t located in cache or main 

memory the system must retrieve it from the hard disk, 

which takes much more time than reading from the main 

system. 

The multi-core design puts several processor cores and 

packages them as a single physical processor. The goal of 

this design is to enable a system to run more tasks 

simultaneously and thereby achieve greater overall system 

performance.  

 

Figure 2 Multicore Processor 
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In a multi-core design each core has its own execution 

pipeline and each core has the resources required to run 

without blocking resources needed by the other software 

threads. The multi-core design enables two or more cores to 

run at somewhat slower speeds and at much lower 

temperatures. The combined throughput of these cores 

delivers processing power greater than the maximum 

available today on single core processors and at a much 

lower level of power consumption. If we set two cores side-

by-side, one can see that a method of communication between 

the cores, and to main memory, is necessary. This is 

usually accomplished either by using a single communication 

bus or by using an interconnection network. Multicore 

processors seem to answer the deficiencies of single core 

processors, by increasing bandwidth while decreasing power 

consumption. 
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Table below shows a comparison of single core and multi 

core processors (8 cores) used by Packaging Research Center 

at Georgia Tech. The values shown below are for 45nm 

technology. 

Parameter Single Core Multi Core 

Vdd 1.0 V 1.0 V 

I/O pins 1280 3000(Estimated) 

Bandwidth 125GByte/s 1 TeraByte/S 

Power 429.78W 107.9W 

    

Table 1.1: Single core vs. Multi core [38] 

1.2 Challenges and Communication Demands 

Achieving future performance gains will rely on removing 

the communication bottleneck between the processors and the 

memory components that feed these bandwidth hungry many 

core designs. Increasingly, efficient communication between 

execution units or cores will become a key factor in 

improving the performance of many core chips. Having 

multiple cores on a single chip gives rise to some problems 

and challenges. Power and temperature management are two 

concerns that can increase with the addition of multiple 

cores. If two cores were placed on a single chip without 

any modification, the chip would, in theory, consume twice 

as much power and generate a large amount of heat. To 
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account for this each design runs the multiple cores at a 

lower frequency to reduce power consumption. There is also 

a question about interconnects which type of interconnect 

is best suited for multicore processors? We can use either 

a bus-based approach or an interconnection network. As the 

number of on-chip cores increases, a scalable and high-

bandwidth communication fabric to connect them becomes 

critically important. As a result, packet switched on-chip 

networks are rapidly replacing buses and crossbars to 

emerge as the pervasive communication fabric in many-core 

chips. Such on-chip networks have routers at every node, 

connected to neighbors via short local on-chip wiring, 

while multiplexing multiple communication flows over these 

interconnects to provide scalability and high bandwidth. 

1.3 Network-on-Chip 

Several acronyms have emerged as on-chip network research 

has gained momentum. They are NoC (Network-on-Chip), OCIN 

(On-Chip Interconnection Network) and OCN (On Chip 

Network). They all mean the same thing and in this report 

we are going to use the name Network on Chip. A Network-on-

Chip, as a subset of a broader class of interconnection 

networks, can be viewed as a programmable system that 

facilitates the transporting of data between nodes [5]. An 
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on-chip network can be viewed as a system because it 

integrates many components including channels, buffers, 

switches and control. With a small number of nodes, 

dedicated ad hoc wiring can be used to interconnect them. 

However, the use of dedicated wires is problematic as we 

increase the number of components on-chip: The amount of 

wiring required to directly connect every component will 

become prohibitive. 

Designs with low core counts can leverage buses and 

crossbars, which are considered the simplest variants of 

on-chip networks. In both traditional multiprocessor 

systems and newer multi-core architectures, bus-based 

systems scale only to a modest number of processors. This 

limited scalability is because bus traffic quickly reached 

saturation as more cores are added to the bus, so it is 

hard to attain a high bandwidth. The power required to 

drive a long bus with many cores tapping onto it is also 

exorbitant. In addition, a centralized arbiter adds 

arbitration latency as core counts increase. To address 

these problems, sophisticated bus designs incorporate 

segmentation, distributed arbitration, split transactions 

and increasingly resemble switched on-chip networks. 

Crossbars address the bandwidth problem of buses, and have 
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been used for on-chip interconnects for a small number of 

nodes. However, crossbars scale poorly for a large number 

of cores; requiring a large area of footprint and consuming 

high power. In response, hierarchical crossbars, where 

cores are clustered into nodes and several levels of 

smaller crossbars provide the interconnection, are used. 

These sophisticated crossbars resemble multi-hop on-chip 

networks where each hop comprises small crossbars. On-chip 

networks are an attractive alternative to buses and 

crossbars for several reasons. First and foremost, networks 

represent a scalable solution to on-chip communication, due 

to their ability to supply scalable bandwidth at low area 

and power overheads that correlate sub-linearly with the 

number of nodes. Second, on-chip networks are very 

efficient in their use of wiring, multiplexing different 

communication flows on the same links allowing for higher 

bandwidth. Finally, on-chip networks with regular 

topologies have local, short interconnects that are fixed 

in length and can be optimized and built modularly using 

regular repetitive structures, easing the burden of 

verification. 
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1.4 On-Chip Network Blocks 

The design of an on-chip network can be broken down into 

its various building blocks: its topology, routing, flow 

control, router microarchitecture and design, and link 

architecture [5]. The following figure shows the structure 

of a basic Network on Chip. 

   

Figure 3 Network on Chip 

Topology: A Network on Chip is composed of channels and 

router nodes. The network topology determines the physical 

layout and connections between nodes and channels in the 

network. 

Routing: For a given topology, the routing algorithm 

determines the path through the network that a message will 

take to reach its destination. A routing algorithm’s 
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ability to balance traffic has a direct impact on the 

throughput and performance of the network. 

Flow control: Flow control determines how resources are 

allocated to messages as they travel through the network. 

The flow control mechanism is responsible for allocating 

and de-allocating buffers and channel bandwidth to waiting 

packets. A packet is a subdivision of a message. Resources 

can be allocated to packets in their entirety; however, 

this requires very large buffer resources making it 

impractical on chip. Most commonly, on-chip networks handle 

flow control at the flit level. Flit is a flow control unit 

which is a subdivision of a packet. Buffers and channel 

bandwidth are allocated on the smaller granularity of flits 

rather than whole packets; as a result, routers can be 

designed with smaller buffers. 

Router Microarchitecture: Generic router microarchitecture 

is comprised of input buffers, router state, router logic, 

allocators and a crossbar (or switch).  An allocator 

performs a matching between resources and requesters, i.e., 

and allocator assigns the former to the later. Router 

functionality is often pipelined to improve throughput. 

Delay through each router in the on-chip network is the 

primary contributor to communication latency. As a result, 
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significant research effort has been spent reducing router 

pipeline stages and improving throughput. 

Link Architecture: All on-chip network prototypes have used 

conventional full-swing logic and wires. Wires use 

repeaters to improve signal reach. Interconnects play an 

important role in on-chip network as the network 

performance depends highly on the behavior of these 

interconnects. Latency, Energy Consumption and Throughput 

of the network depends on the interconnection fabric. 

1.5 Operation of Network-on-Chip 

Rather than being statistically wired from source to 

destination, data is injected as packets into a complete 

network of wires, switches, and routers, and it is the 

network that dynamically decides how and when to route 

these packets through its segments. This is the reliable 

approach. Systems-on-a-Chip (SoCs) typically refers to 

chips that are tailored to a specific application or domain 

area, which are designed quickly through the composition of 

IP blocks. IP blocks include processor cores, memories, 

memory controllers, I/O interfaces, fixed-function units, 

etc. The on-chip interconnect integrates all the various IP 

blocks on a SoC. This on-chip interconnect is usually 

referred to as a Network-on-a-chip (NoC). The on-chip 
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network topology determines the physical layout and 

connections between nodes and channels in the network. The 

topology determines the number of hops (or routers) a 

message must traverse as well as the interconnect length 

between the hops, thus influencing network latency 

significantly. Many different NoC topologies for 

multiprocessor systems have been proposed and studied by 

researchers. For instance in [3], Balfour and Dally 

published a comprehensive analysis of several possible NoC 

topologies, such as mesh, torus, fat tree, concentrated 

mesh and a regular mesh topology. In this work we are going 

to consider our NoC to be a regular Mesh topology. A 5X5 

NoC with mesh topology is shown below. 

   

Figure 4 A 5X5 NoC 

The above NoC connects a total of 25 cores. Each core is 

also called nodes. Each node contains a processor and 
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private level 1 and level 2 caches. The processor to 

network interface and the router serve as the gateway 

between the local tile and other on-chip components. NoC is 

often implemented as packet based communication. When a 

message is injected into the network, it is first segmented 

into packets, which are then divided into fixed length 

flits or flow control units. The packet will consist of a 

head flit that contains the destination address, body flits 

and a tail flit that indicates the end of a packet. These 

packets are interleaved on the links, thus improving link 

utilization. To transfer data from one core to another 

through NOC fabric, first it is packetized, then sent to 

the transmitting router, passed through the network wiring 

channel, delivered to the receiving router, and finally 

depacketized [24] 

Switches route and buffer messages between resources. Each 

switch is connected to four neighboring switches through 

input and output channels that transport packets between 

nodes. Buffers are storage elements implemented within the 

nodes, such as registers or memories, and allow packets to 

be held temporarily at the nodes. 
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1.6 Advantages and Dis-Advantages of Network on Chip 

A Network on Chip has the following advantages, 

1. Predictable electrical parameters enable high-

performance circuits. Unstructured wires have parasitic 

capacitances and crosstalk noise that are difficult to 

predict. As a result, in order to ensure reliability, very 

conservative circuits must be used to drive and receive 

these wires, leading to excessive power consumption. The 

well structured and predictable wires of a NoC allow for 

aggressive circuit techniques, which can reduce power 

dissipation by a factor of ten and increase wire 

propagation by three times, while also improving band-

width. 

2. Universal interface facilitates reuse of components. By 

introducing a universal interface for IP and the network, 

components can be reused in many systems, thus reducing 

complexity and simplifying circuit implementation. 

3. Design and testing are facilitated. Since the system is 

modular and components are reused, design and testing of 

entire systems is mostly concerned with optimization of a 

regular, generic communication medium with predictable 

parameters. CAD issues involved in the design of dedicated, 
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customized circuits in specific components, such as wiring 

routing, are avoided. 

4. Duty factor of the wires is improved. In traditional 

chip designs, individual signals must travel as fast as 

possible to their specific destination, leading to an 

excessive number of dedicated global wires which are active 

only 10% of the time, in average. The aggregated flux of 

information in general-purpose NoCs can provide wire duty 

factors close to 100%. 

5. Enable the use of fault-tolerant strategies. With 

technology scaling and decrease in the voltage usage wires 

become more susceptible to noise and faults. Eventually, it 

will be impossible to completely avoid such errors (called 

upsets) in communication, and the system must be able to 

deal with them. NoC architecture can implement error-

identification/error-correction protocols that make the 

system tolerant to faults. 

6. Wire pipelining. Globally asynchronous protocols allow 

for wire pipelining, thus increasing bandwidth and making 

communication independent of latency. 

7. Scalability. The NoC architecture is scalable; the 

aggregated bandwidth increases with network size. 
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The dis-advantages of a Network on Chip are latency and the 

resources spent in packetizing and depacketizing of the 

messages 
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Chapter 2 

CNT for Interconnects 

2.1 Interconnects in VLSI 

“Interconnect is everything” was an often-used expression 

starting in the mid-1990s to characterize the importance of 

interconnect in deep submicron technologies. The purpose of 

interconnect is to establish communication between two 

points. Interconnects are used to connect components on a 

VLSI chip, connect chips on a multichip module and connect 

multichip modules on a system board. While device sizes 

were shrinking with each technology generation, multilevel 

metal structures rose higher and higher above the surface 

of the silicon and soon began to dominate the landscape of 

the integrated circuit. Wiring of chip devices takes place 

through various conductors produced during processing. In 

the sub 100nm scaling regime, interconnect behavior limits 

the performance and correctness of VLSI systems. The wiring 

in today’s integrated circuits forms a complex geometry 

that introduces capacitive, resistive, and inductive 

parasitics. These have multiple effects on the circuit’s 

behavior. They can cause an increase in propagation delay, 

impact on energy dissipation and the power distribution, 

and introduce extra noise sources, which affects the 
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reliability of the circuit. As the device size scales down 

the impact of interconnect in the VLSI circuits became even 

more significant. It controls all of these important 

electrical characteristics on the chip, even though the 

tiny devices controlled the actual logic functions. The 

dimensions associated with a cross section of interconnect 

are shown below, 

                                L2 

   T2 

 

 H2 

  

     T1 S1 S1 M1 

             H1 W1 W1 

 

 Ground Plane 

Figure 5 Interconnect dimensions 

    

The rectangular wires are W wide and T thick, as shown. The 

separation between layers is a distance H (insulator 

thickness), and from other conductors is a distance S. The 

length of the wire, L is shown only for Metal 2. The 

vertical dimensions H1, T1, H2 and T2 are determined during 

the fabrication process. The designer has no control over 

these quantities. On the other hand the horizontal 

                        M2 
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dimensions W1, S1, L1, and L2. are all under the control of 

the designer. 

2.2 Issues Concerning Interconnects 

There are number of reasons to emphasize the importance of 

interconnect. First, as the width W of wires is decreased, 

the resistance increases. This increase in wire resistance 

causes RC delay to increase. The spacing S between wires 

has been decreasing to the point where the coupling between 

wires is significant. The resulting capacitive coupling 

introduces additional delay and noise effects that can 

cause failure in the design, requiring respins of silicon 

in order to fix the problem. The overall term for all these 

problems is signal integrity. Recent issues of inductance 

in wires have been included in the growing list of signal 

integrity problems. 

Electromigration is another issue concerning interconnects. 

It occurs due to the hampering of crystal sources when 

there is high current flowing through the interconnects. It 

is a long term reliability issue and it mostly affects uni-

directional nets causing a void or an open circuit. 
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2.3 Limitations of Copper Interconnects 

 

In the past copper wire replaced aluminum wires due to 

the low resistance of copper wires when compared with 

aluminum wires and also the resistance to electromigration 

was much higher in copper when compared with aluminum, now 

copper wires are going through similar problems due to the 

increasing resistivity and as a result, wire delay is 

becoming serious concern especially when the processing 

technology approaching the sub nanometer regime. From the 

report of International Technology Roadmap for 

Semiconductors (ITRS) plotted below we find that copper 

resistivity for future technologies is increasing at a very 

fast rate[7]. 

 

 
Figure 6 ITRS Roadmap showing copper resistivity[7] 
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We find that the increase in resistivity is not much when 

we move from 90nm to 32nm technology node, but as we reduce 

the feature size further from 32nm, we see a sharp 

resistivity increase due to scattering effects. For 

example, increase in resistivity is about 22% as we 

transition from 18nm to 14nm feature size compared to about 

14% when we move from 45nm to 3nm technology node [7]. 

Besides increasing resistivity, the wire width is also 

shrinking with newer technologies. That further increases 

the overall resistance, since resistance of a wire is 

inversely proportional to the wire width. Therefore, even 

though the wire length is getting smaller, but decreasing 

cross section area and increasing resistivity resulting in 

higher interconnect delay, which is not a good sign as we 

always look to obtain higher speed. This might lead into 

serious architectural considerations in multicore systems. 

Copper interconnects does not scale with the data rate 

because of frequency dependent loss [8]. In [40] a 

comparison has been done between conductivity of Copper and 

SWCNT bundles for various lengths.  One third of the 

nanotubes are assumed to be metallic, temperature is 100 

degree Celsius and SWCNTs are 0.34nm apart. The plot is 

reproduced from [40], 
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Figure 7 Conductivity comparison between Copper and SWCNT[40] 

Hence as we look deeper into the circuit level issues, we 

find that as we slowly move from deep sub-micron technology 

to nanotechnology, the traditional copper wires will not be 

able to keep up, and we will need to look beyond 

conventional materials for interconnect design. 

2.4 Carbon Nanotubes 

Carbon Nanotubes popularly called by the acronym CNT was 

discovered by Sumio Lijima in 1991 [9]. The meaning of the 

name Carbon Nanotube is described below. 

C: Carbon atoms hexagonally arranged. 

N: Nanometers are the typical diameter dimensions. 
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T: Tube for guiding electrons from place to place, just 

like water pipe guides water. The following figure shows a 

Carbon nanotube, 

               

    Figure 8 Carbon Nanotube 

    

Nanotubes are composed of sp2 bonds, similar to those 

observed in graphite and they naturally align themselves 

into ropes held together by Van der Waals forces. These are 

allotropes of carbon with a cylindrical nanostructure. 

Nanotubes are members of the fullerene structural family 

which also includes the spherical buckyballs, and the ends 

of a nanotube may be capped with a hemisphere of the 

buckyball structure. Carbon Nanotubes (CNTs) are 

cylindrical carbon molecules with novel properties 

(outstanding mechanical, electrical, thermal and chemical 

properties: 100 times stronger than steel, best field 
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emission emitters, can maintain current density of more 

than 10
10 

A/cm2) [10-11].  

2.5 Types of Carbon Nanotubes 

CNTs are of two types namely, single walled carbon 

nanotubes (SWCNTs) and multi walled carbon nanotubes 

(MWCNTs). SWCNTs were discovered in 1993 and most of these 

have a diameter close to 1 nm, with a tube length that may 

be many thousands of times larger and up to order of 

centimeters. The structure of a SWCNT can be conceptualized 

by wrapping a one-atom-thick layer of graphite (or 

graphene) into a seamless cylinder. The way the graphene 

sheets wraps can be represented by a pair of indices (n,m) 

called the chiral vector. The relationship between n and m 

defines three categories of CNTs viz: arm chair, zigzag and 

chiral. The following picture shows Single Walled and Multi 

Walled Carbon nanotubes. 

 

    Figure 9 SWCNT and MWCNT 
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SWCNTs exhibit important electrical properties that are not 

shown by MWCNTs. The most basic building block of these 

systems is the electric wire and these are excellent 

conductors. 

MWCNTs consist of multiple layers of graphite rolled in on 

them to form a tube shape with an interlayer spacing of 3.4 

Å. The outer diameter of MWCNTs may range from 1 to 50nm 

while the inner diameter is usually of several nanometers. 

Two models are used to describe the structures of MWCNTs 

such as the Russian Doll model where the sheets of graphite 

are arranged in concentric cylinders and the Parchment 

model where a single sheet of graphite is rolled in around 

itself, resembling a scroll of parchment or a rolled up 

newspaper. 

2.6 General Properties of Carbon Nanotubes 

The electronic transport in metallic SWCNTs and MWCNTs 

occur ballistically over long lengths owing to their nearly 

one dimensional electronic structure. This enables 

nanotubes to carry high currents with negligible heating. 

It is reported that the MWCNTs can carry high current 

densities up to 10
9 
to 10

10
 A/cm

2
 and can conduct current 

without any measurable change in their resistance or 

morphology for extended times up to 250 degree Celsius 



26 

 

[9][10][11]. The electrical and electronic properties of 

nanotubes are affected by bending and twisting. They are 

the strongest and stiffest materials yet discovered in 

terms of tensile strength and elastic modulus respectively. 

This strength results from the covalent sp
2
 bonds formed 

between the individual carbon atoms. Standard single walled 

carbon nanotubes can withstand a pressure up to 24GPa 

without deformation [10], [11]. Depending on the direction 

in which the carbon sheet is rolled up i.e. chirality they 

exhibit metallic or semiconductor properties. Due to lack 

of chirality any bundle of CNT consists of both metallic 

and semiconducting nanotubes. A Carbon Nanotube is an 

extremely versatile material; it is one of the strongest 

materials, yet highly elastic, highly conducting, small in 

size, but stable, and quite robust in most chemically harsh 

environments and it is hard to think of another material 

that can compete with nanotubes in versatility. 

Electrical Properties 

The unique electrical Properties of Carbon Nanotubes are, 

to a large extent, derived from their 1d character and the 

peculiar electronic structure of graphite. Because of the 

symmetry and unique electronic structure of graphene, the 

structure of a nanotube strongly affects its electrical 
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properties. For a given (n,m) nanotube, if n=m, the 

nanotube is metallic; if n-m is a multiple of 3, then the 

nanotube is semiconducting with a very small band gap, 

otherwise the nanotube is a moderate semiconductor. Thus 

all armchair (n=m) nanotubes are metallic, and nanotubes 

(6,4), (9,1) etc. are semiconducting(refer fig).  

     

Figure 10 3-d Models of SWCNT types 

Mechanical Properties 

The carbon nanotubes are expected to have high stiffness 

and axial strength as a result of the carbon-carbon sp
2 

bonding. Nanotubes are stiffest known fiber, with a 

measured Young’s modulus of 1.3 TPa. They have an expected 

elongation to failure of 20-30% which combined with the 

stiffness, projects to a tensile strength well above 100 

GPa, by far the highest known. For comparison, the Young’s 
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modulus of high-strength steel is around 200 GPa, and its 

tensile strength is 1-2 GPa. 

Thermal Properties 

Prior to CNT, diamond was the best thermal conductor. CNT 

have now been shown to have a thermal conductivity at least 

twice that of diamond. CNT have the unique property of 

feeling cold to the touch, like metal, on the sides with 

the tube ends exposed, but similar to wood on the other 

sides. The specific heat and thermal conductivity of carbon 

nanotube systems are determined primarily by phonons. The 

measurements yield linear specific heat and thermal 

conductivity above 1 K and below room temperature while a 

T
0.62

 behavior of the specific heat was observed below 1 K. 

The linear temperature dependence can be explained with the 

linear k-vector dependence of the frequency of the 

longitudinal and twist acoustic phonons. The specific 

behavior of the specific heat below 1K can be attributed to 

the transverse acoustic phonons with quadratic k 

dependence. The measurements of the thermoelectric power 

(TEP) of nanotube systems give direct information for the 

type of carriers and conductivity mechanisms. 
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Chapter 3  

CNT in Network-on-Chip 

3.1 Carbon Nanotubes (CNT) Interconnect 

Carbon Nanotubes are viewed as a potential replacement for 

copper wires due to its desirable properties such as high 

thermal conductivity, thermal stability, and large current 

carrying capacity. Metallic Single Walled Carbon Nanotubes 

also have resistance to electromigration which is a very 

good property when compared to copper interconnects. As 

electromigration causes long term reliability issues 

Metallic SWCNT’s are better option for gigascale 

interconnection. A Carbon Nanotube is very close to an 

ideal quantum wire in which electrons can be moved in one 

dimension only. The phase space for scattering in nanotubes 

is therefore very limited; electrons can be scattered only 

backward. The mean free path in high quality carbon 

nanotubes is therefore in the micrometer range [13].The one 

dimensional nature of nanotubes however causes a high 

quantum resistance. Therefore, nanotubes are connected in 

parallel which helps to lower the overall resistance and 

inductance. Previous works have showed that to outperform 

copper interconnects, bundles of densely packed nanotubes 

should be used to lower resistance and make the signal 
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travel time small compared to the RC charge-up time.  There 

have been several models for Carbon Nanotubes. The circuit 

model used for an isolated single CNT is generally accepted 

[14]. The equivalent circuit model for an ideally contacted 

CNT isolated above a ground plane is shown below. 

 

 

Figure 11 Equivalent Circuit Model for Ideally Contacted SWCNT [14] 

The parameters for the circuit model are RF, the resistance 

of CNT, L is the Length, Lk is the kinetic inductance, y is 

the distance between CNT and ground plane and d is the CNT 

diameter, CQ and CE are quantum and electrostatic 

capacitance respectively. 

The fundamental resistance associated with a single CNT 

scales linearly with the length for nanotubes longer than 

the mean free path. Meanwhile, the resistance associated 

with a bundle of CNTs is determined by the size and number 

of CNTs in the bundle. Taking into account contact 

resistance, and the effective fraction of contacted CNTs, 

the effective resistivity is calculated as [15]. 
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Where h corresponds to Planck’s constant, e to electronic 

charge, Lo is the mean free path which is usually in the 

range of micrometers, d is the nanotube diameter and k is 

the fraction of contacted metallic CNTs in the bundle. The 

effective resistivity of CNTs is calculated based on 

assuming Lo, d and k as 1µm, 1nm and 0.33 respectively. 

Calculating capacitance of CNT has been done in the works 

in [16] and [17]. The cross section of copper 

interconnects, monolayer nanotube interconnects above a 

thick dielectric layer are shown below, 

 

Figure 12 Configuration of Copper and CNT Interconnects [16] 
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The width and spacing of interconnects in both the cases 

are assumed to be equal to the minimum feature size. The 

aspect ratio of copper wires is assumed to be 1.5 times the 

wire width to avoid electromigration and also accommodate 

thickness variations due to CMP. The dielectric thicknesses 

are assumed to be 1.5 times the wire width. Per unit length 

values of capacitance to ground and capacitance between 

adjacent interconnects for each case are calculated using 

Raphael [16]. The results are tabulated below. 

  Copper Wires SWCNT  

Capacitance to ground, cg 35.6 aF/µm 
27.2 aF/µm 

Line to Line Capacitance, cm 38.6 aF/µm 9.9 aF/µm 

Average Capacitance, 2cm+2cg 148.5 aF/µm 74.5 aF/µm 

  

Table 3.1: Capacitance per µm for Copper and SWCNT [16] 

As interconnect length increases scaling comes into play.  

The optimal wiring width is defined as the width at which 

the bandwidth per unit width reciprocal latency product is 

maximized. It can be seen that the average capacitance per 

unit length for a monolayer SWCNT above a thick dielectric 

layer is almost half of that of Copper wires. The above 

mentioned advantages of monolayer nanotube interconnect in 

terms of capacitance values remains constant at various 
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generations of technology as long as the cross sectional 

dimensions scale proportionally with technology. 

3.2 Delay Calculation for CNT and Copper: 

As the resistivity of copper increases very rapidly as the 

processing technology scales down, there have been steady 

increases in the resistance of the same. The resistance and 

capacitance of CNT and Copper in 22nm node for various 

lengths are found [17 [23]. From the capacitance and 

resistance values obtained we calculated the RC delay of 

copper and CNT for 22nm node and for various lengths. The 

delay is calculated as the function of driver resistance, 

driver capacitance, wire resistance, wire capacitance, and 

also load capacitance. The equivalent circuit model used to 

calculate delay is given below, 

 

Figure 13 Equivalent circuit model for delay characteristics 
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The delay is calculated by [15], 

LCRCRLCRCCR LoadWWDRVWWLoadDRVDRV )...(..4.0( 2

)  . . (3.3) 

The plot of delay comparison between copper and carbon 

nanotube are given below, 

       

Figure 14 Delay comparison between copper and CNT 

 

The delay calculations shows that in the local interconnect 

level of short lengths the improvement of delay in SWCNT is 

3X times when compared to Copper. Whereas in global 

interconnect level of higher lengths SWCNT completely 

outperforms copper. Recently Ashok Srivastava, YaoXu in 

their paper titled Carbon Nanotubes for Next-Generation 

Interconnects [20] [21] performed similar delay calculation 

by connecting Copper, SWCNT and MWCNT between two inverter 

pairs. They performed delay calculations in 22nm node for 
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various interconnect lengths and for bundle efficiency 

varying between 1 and 0.33. The simulations were done 

through cadence spectre and their result is shown below, 

     

Figure 15 Delay Comparison for Cu, Bundles and MWCNT [20][21] 

The results in the above plot match with the results of our 

design. Here Single Walled Bundles with an efficiency of 

0.33(similar consideration of our design) completely 

outperforms copper interconnects at global level, thus 

confirming the earlier results mentioned in this thesis. 

Recalling the fact that we used Single Walled Bundled 

Carbon Nanotubes with efficiency of 0.33 meaning 1 out of 3 

nanotubes used in the bundle are considered to be metallic. 

The above plot shows that if the efficiency is more in 

Single Walled Nanotubes then the delay will be even further 

reduced. But research is still going on in achieving higher 
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efficiency for Single Walled Nanotubes. We considered the 

diameter of the nanotube to be 1nm. It is known that if the 

diameter of the CNT is increased then the capacitance will 

be further reduced thereby reducing the overall delay. For 

long interconnects buffers should be inserted to reduce 

latency. However these performances depends on the number 

of metallic tubes present in the bundle and level of 

interconnect i.e. local, intermediate and global, since 

resistance decreases with increase in number of tubes while 

capacitance increases at the same time. 

 

3.3 Calculations for a Network on Chip 

This section explores on bandwidth and throughput 

calculations performed on a Network on Chip model with two 

different interconnects, in our case Single Walled Carbon 

Nanotube bundles and Copper. For our case study, we 

analyzed bandwidth, throughput and energy consumption in a 

4 X 4 NOC. 
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Figure 16 4 X 4 NOC with Mesh Topology 

 

The 4 X 4 NOC considered for our calculations has a die 

dimension of 3.0mm X 3.0mm. We now evaluate the performance 

characteristics like bandwidth and throughput for the NOC. 

3.4 Bandwidth Calculation for CNT in NOC: 

To calculate bandwidth we should know the number of 

available channels for the nearest routers to communicate. 

As the length and width of the die is considered to be 3.0 

mm and 3.0 mm and there are 4 cores in the length we can 

consider the length of the nearest neighbor or the length 

between two routers for the calculation of bandwidth. As 

shown in the following figure, the inter core communication 

between two routers are shown, 

3.0mm 

3.0mm 
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Figure 17 Intercore Architecture 

We assume that the interconnect length connecting two 

different routers (LWIRE) is equal to the length of a core 

edge (LCORE). The maximum number of available routing 

channels between the two adjacent cores is determined by 

the interconnect pitch P, and the core edge length. The 

number of available routing channels between two cores is 

given as follows, 

Nch= Lcore/Interconnect Pitch. . . . . . . . .(3.4) 

The Interconnect pitch for 22nm for global interconnects is 

66nm (ITRS). The number of channels for Copper and CNT for 

the two neighboring nodes is calculated and the aggregate 

bandwidth of the Network on Chip is calculated from the 

number of available channels and the bandwidth per wire. 

The following figure shows the bisection of the channel, 

LCORE LWIRE 
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Figure 18 Channels determining bisection bandwidth 

 

 

 

 

 

 

 

 

         Table 3.2: Wire Parameters for CNT and Copper 

 The following figure shows the aggregate bandwidth of the 

4 X 4 NOC for CNT vs Copper is plotted below, 

   

Figure 19 Aggregate Bandwidth of 4 X4 NOC   

Length of wire 700 (µm) 

Width 110nm 

Spacing 110nm 

Thickness 330nm 

Aspect Ratio 3 
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For 22nm technology the number of available routing 

channels between two adjacent channels changes for CNT and 

Copper. Due to the interconnect pitch the number of 

available routing channels were low when compared to Copper 

but still due to the high bandwidth per wire, SWCNT showed 

good improvement in the overall bandwidth of the NOC. The 

aggregate bandwidth was calculated by multiplying the 

number of channels in both the direction between the cores 

and the bandwidth per wire. Carbon Nanotubes showed (2x) 

times aggregate bandwidth than Copper. 

3.5 Total System Throughput 

While the aggregate bandwidth gives a measure of the total 

capacity of all the links in the system, the true measure 

of a system is given by the maximum throughput the links 

can sustain without any bottlenecks. In the case of a mesh 

network, the maximum dataflow occurs at the bisection of 

the system. This is the path used by 50% of data generated 

by each core, when we assume uniform traffic i.e. each core 

sends a message to every other core with equal probability.  
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Figure 20 Channels determining Bisection Bandwidth for 5 X 5 NoC 

             

To avoid any bottlenecks, the total bandwidth available at 

this bisection must be able to support the total traffic 

generated by the cores. Hence the bisection bandwidth 

determines the total maximum throughput and is given by, 

NBWBW aggbi sec . . . . . . . . . .(3.5) 

Where BWagg is the aggregate bandwidth between two cores and 

N is the total number of cores on the die. For a fixed 

system area the number of cores in the system will 

determine the core edge dimensions and inter-core channel 

length, which in turn determines the aggregate core-core 

bandwidth achievable. The throughput of the studied NOC 

under consideration has been calculated and the following 

figure shows the throughput comparison between the NOC 
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using CNT and Copper Wires. Parameters for throughput 

calculation are given in the following table, 

No. of Cores 16 

Die Size 3.0mm X 3.0mm 

Clock Frequency 1 GHz 
Table 3.3: Parameters for throughput calculation 

 

        
Figure 21 Throughput Comparison of 4 X 4 NOC 

    

If the number of cores in the multi core system increases 

then the throughput of the system increases. Because the 

total throughput of the system depends on the bisection 

bandwidth which inturn depends on the bandwidth aggregate 

and the number of cores in the bisection.  
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Chapter 4  

Energy Consumption of Network on Chip 

4.1 Communication Probability Distribution 

Using derivations based on Rent’s rule, the wire 

length distribution of a VLSI circuit can be estimated from 

its Rent’s exponent and coefficient, p and k[25]. This 

distribution is relevant to VLSI design and implementation 

because it is related to many properties of the System, 

such as chip area, signal delay, power consumption, and 

wire routability. In system-on-chip similar information is 

provided by the Communication Probability Distribution(CPD) 

of applications. This CPD is used to model communication 

locality and energy consumption in NOC. In Rent’s rule 

based traffic generator, the probability of communication 

between cores is derived direclty, which results in CPDs 

displaying high locality. The CPD describes the probability 

that packets will travel a certain distance in the Network 

on Chip for a given traffic pattern. Since current NoCs use 

30 to 40% of the power budget [26] [27]. This distribution 

is directly related to the energy consumption of an 

application, because the larger the distance traveled by 

packets, the more energy is used. It is desirable that the 
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distance travelled by packets to be as small as possible in 

order to minimize this cost. 

4.2 Rent’s Rule Traffic Patterns 

In VLSI, Rent’s rule emerges naturally from circuit 

placement, in which connections are made as local as 

possible to minimize wire footprint, power and latency 

[28]. E.F Rent of IBM published two internal memoranda in 

1960 that contained the log plots of “number of pins” 

versus “number of circuits” in a logic design[39]. These 

data tend to form a straight line in a log-log plot and 

yield the following relationship, 



gpp NKN . . . . . . . . . . . . . .(4.1) 

Similar constraints apply to the communication among 

processors in multi and many core systems. Algorithms used 

for mapping parallel applications onto cores aim at 

producing optimized layouts that minimize communication 

distances. 

Greenfield et al [29] argue that, analogous to circuit 

placement in VLSI, Rent’s rule will naturally arise in 

multi and many core chips from this optimization process. 

They extended the concept of conncection locality in 
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circuits to communication locality among cores, proposing a 

bandwidth based version of Rent’s rule, 

pbNB  ……………………………………………………………………………………..(4.2) 

Where B is the bandwidth sent or received by a cluster of N 

network nodes, b is the average bandwidth per node and 

Rent’s exponent is p which lies between 0 and 1. In recent 

work, Heirman et al. [30] showed that many parallel 

applications indeed follow Rent’s rule. For generating 

Rent’s rule traffic pattern a formula is generated for 

finding the probability of wire connecting two terminals 

with manhattan distance d. 

The probability of a wire connecting two terminals with 

manhattan distance d is given by [25], 

          pppp
dddddddd

d
dP 111)1()1(1

4

1
)(  ………..(4.3) 

We use the above equation to define the probability of 

communication between two processors, where d corresponds 

to the number of hops in the shortest path between source 

and destination. 

The traffic is generated using the above equation and then 

the resulting CPD is measured. The formula for the CPD of 
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synthetic Rent’s rule traffic can be derived from the above 

equation and is given by[31]; 

   
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Where  is the normalization coefficient such that 
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 An advantage of this method is the ability to 

generate traffic pattern with arbitrary Rent’s exponents. 

Because the Rent’s exponent is related to communication 

locality and complexity of applications, it is possible to 

study the NOC under several application scenarios by 

varying a single parameter in the model. The following 

figure shows the CPD produced by the generator on an 8X8 

mesh network. In our calculations for Energy consumption 

N=25 and the maximum value of d is 6.  
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Figure 22 CPD for a 4X4 NOC 

  

The above plot is the communication probability 

distribution for a 4 X 4 NoC. We see that almost 65% of the 

communication between local neighbors which has a d of 1 

meaning 1 hop distance. 

4.3 Modeling Energy Consumption 

It can be computationally expensive to analyze NoC energy 

consumption using simulations, especially with application 

driven workloads or large system sizes. In this section a 

simple model for predicting energy consumption based on the 

CPD, which does not require computer simulations. This 

model is intended for direct networks in which the length 

of the wires is the same for every hop, such as mesh and 
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folded torus, but it could be easily extended to other 

topologies. 

The average energy of a flit traversing a path of length d 

in the network is given by [31], 

       routerlinkflit EdEddE  1)( ……………………………………………..(4.5) 

Where Elink and Erouter are the energy consumed by the flit 

when traversing a link and a router, respectively, and d is 

given by the number of hops traversed in the path. The 

total energy consumed by the application is obtained by 

first summing Eflits over all communication distances and 

weighted by the probability of a packet travelling that 

distance. This value is then multiplied by the number of 

flits per packet and the total number of packets. 

       



max

1

)()(
d

flitflitspacketstotal dCPDdENNE …………………………….(4.6) 

In the equation to find the Energy of the Flit, The Energy 

of the Link (Elink) and the Energy of the router (Erouter) are 

obtained from architecture level power model called Orion.  

This model’s ability to predict energy usage for Rentian 

traffic based on a single application parameter could 

significantly simplify and speedup NOC energy analysis. 
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A potential limitation of this method is the assumption 

that the energy used for communication is proportional to 

the distance traveled by packets. This is approximately 

true for most networks on chip and is commonly used in the 

literature as simplification step. However, contention in 

the network could lead to extra dynamic and static energy 

that are not accounted for the model. 

4.4 Orion-Network on Chip Simulator 

Orion is a power performance interconnection network 

simulator that is capable of providing detailed power 

characteristics, in addition to performance 

characteristics, to enable rapid power performance trade-

offs at the architecture level [32]. Orion does both power 

modeling and area modeling. It has files to specify micro 

architectural parameters and technology parameters. For 

modeling the 4 X 4 NOC with CNT and Copper we chose the 

flit size to be 64 bits, packets have 5 flits each.  The 

router configuration was specified. The capacitance values 

for CNT and Copper were specified in the SIM_link.c file. 

The link power and router power are obtained by 

./orion_link l 1 command, where l specifies the Link Length 

in µm. The command is explained in detail as follows,  

    Command: orion_link <link_length> <load> 
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    link_length: the length between two routers is in µm. 

Load is in the range of (0,1). Here load indicates the 

probability at which flits traverse the links. Note that 

this returns link power and area for links connected to the 

input port part of the router. It doesn't account for the 

links at the output ports because we assume that the output 

link power can be calculated at the router to which it is 

connected.  The values of Eflit and ERouter are obtained and 

then from equation (4.6) the energy consumption of the NOC 

is calculated. The procedure to check the values for Carbon 

Nanotubes in Orion is rewriting the codes and input files 

given to Orion. The input files to change the 

microarchitectural parameters and to change the 

interconnect parameters are then given to Orion and then 

running make command updates the router area, link and 

router energy consumption. 

The following plot is the comparison of energy Consumption 

between carbon nanotubes and Copper interconnects. The 

parameters for the following plot is given in the following 

table, 
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                                    Table 4.1: Parameters for calculating Energy Consumption 

       

Figure 23 Energy Consumption Comparison for 4 x 4 NoC 

      

We see that the energy consumption for a 4 X 4 NoC 

implemented with carbon nanotubes as interconnects is 2x 

less than a 4 X 4 NoC implemented with copper. Hence carbon 

nanotubes when used as an interconnect for Network-on-Chip 

provides 2.7x improvement in throughput and 2x reduction in 

energy consumption. 

No. of Cores 16 

Die Size 3.0mm X 3.0mm 

Clock Frequency 1 GHz 

Flit Size 64 bits 

Packet Size 5 Flits 

Number of Packets 10,000 
Rents exponent 0.75 



52 

 

Chapter 5 

Hybrid NoC 

5.1 Challenges and Potential for Carbon Nanotube Applications 

Carbon Nanotubes have come a long way since their discovery 

in 1991. The structures that were first reported were MWNTs 

with a range of diameters and lengths. These were 

essentially the distant relatives of the highly defective 

carbon nanofibers grown via catalytic chemical vapor 

deposition [32].  

1. There are general challenges that dace the development 

of nanotubes into functional devices and structures. 

First of all, the growth mechanism of nanotubes, 

similar to that of fullerenes, has a challenging issue 

of controllability especially controlling the diameter 

of the nanotubes. Especially for electronic 

applications, which rely on the electronic structure 

of nanotubes, this inability to select the size and 

helicity of nanotubes during growth remains a 

drawback. 

2. There is no controllable way, as of yet, of making 

connections between nanotubes. Some recent reports, 

however, suggest the possibility of constructing these 
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interconnected structures by electron irradiation and 

by template mediated growth and manipulation.  

3. For bulk applications, such as fillers in composites, 

where the atomic structure has a much smaller impact 

on the resulting properties, the quantities of 

nanotubes that can be manufactured still falls short 

of what industry would need. There are no available 

techniques that can produce nanotubes of reasonable 

purity and quality in kilogram quantities. The market 

price of nanotubes is also too high presently. 

4. Much more challenging issue of device 

manufacturability is the control of chirality. As a 

result, the tubes are a mixture of metal and 

semiconductors. In CVD, the general location for tube 

growth can be controlled by patterning the catalyst 

material, but the number of tubes and their 

orientation relative to the substrate are still not 

well defined [33-35]. 
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5.2 Fabrication of Nanotubes 

Carbon Nanotubes fabrication has been going on for more 

than a decade and interest in the production and 

fabrication increased worldwide due to its possible 

technological applications.  Making a carbon nanotube is 

not as easy as picking up a graphene sheet and rolling it 

up. We don’t have any tools small enough to do that. 

Instead, we have to grow them like a plant [35]. These 

Carbon Nanotubes can be building blocks for microscopic 

transistors and similar electronic devices in the future. 

One of the methods of growing nanotube is called chemical 

vapor deposition. A carbon source like methane is heated 

and catalyst particles usually iron or nickel acts like 

seeds from which nanotubes grow. In Cornell Nanoscale 

Facility (CNF) carbon nanotubes are grown using chemical 

vapor deposition [35]. Iron catalyst particles are put only 

at the places where nanotubes are to be created. Then a 

carbon containing gas like methane is flown over them 

inside a hot furnace. The hot carbon binds to the catalyst 

particles, and a carbon nanotube extrudes. Then electrical 

contacts are made to the nanotubes allowing us to determine 

if a nanotube is metallic or semiconducting [35]. The other 

method is electric-arc discharge method [36]. An electric 



55 

 

arc is an electrical breakdown of a gas which produces an 

ongoing plasma discharge, similar to the instant spark, 

resulting from a current flowing through normally 

nonconductive materials such as air. The arc occurs in the 

gas filled space between two conductive electrodes and it 

results in very high temperature, capable of melting or 

vaporizing just about anything. So this process takes place 

like this: 1)a current is run through an anode, or a 

positively charged piece of carbon, 2) then this current 

jumps through a certain type of plasma material to a 

cathode, or a negatively charged piece of carbon, where 

there is an evaporation and deposition of carbon particles 

in through the plasma, 3)Finally an outer hard shell region 

made of decomposed graphite is formed and an inner core 

region with loosely packed columns which consist of 

straight, stiff multishell carbon nanotubes and closed 

polyhedral particles also known as carbon nanotube 

particles. To obtain single shell carbon nanotubes, a 

catalyst must be added to the evaporated carbon. This 

catalyst is commonly a metal such as cobalt, nickel, or a 

mixture of certain other metals. This metal catalyst along 

with graphite powder is added in a hole drilled through the 

anode contact. During the arc-discharge, web-like 
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structures are formed around the cooler parts of the 

electrodes. Within these structures, bundles of 10-100 

single shell nanotubes are formed. This particular method 

is normally very inefficient, but the use of nickel-yttrium 

catalyst has improved the efficiency and overall production 

of single shell nanotubes [36]. 

There are two important fabrication issues to solve 

regarding this new technology: 1. To grow nanotubes of 

useful lengths and 2. To assemble them in the form of 

transistor like junctions. One of the most used forms of 

growing nanotubes today is a technique called Chemical 

Vapour Depostition. In one of the CVD variants, Carbon 

Nanotubes grow in a steam of gases blown across catalysts 

on silicon wafers [37].  
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5.3 Hybrid NoC Architecture 

A hybrid network-on-chip (HNOC) has been proposed in [24] 

which uses standard NoC topology for packet-based global 

interconnections along with local buses for nearest 

neighbor communications as shown in the following figure, 

 

Figure 24 Conventional NoC and Hybrid NoC 

Unlike the hybrid optical/electrical NoC architecture that 

is purely packet based, the HNoC uses local buses to 

transmit data directly to the nearest neighbors in a 

parallel fashion, which eliminates the need for serializer, 

router, and deserializer. Moreover, since the local bus 

interconnects are short, they inherently exhibit lower loss 

and therefore can provide higher bandwidth and consume less 

power. Local bus interconnects are direct connections 

between neighboring cores dedicated for direct data 

exchange without any packetizing overhead. The energy 

consumption and latency for short distance communication 
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through local buses are therefore much smaller than those 

through NoC fabric.  

5.4 Throughput and Energy Consumption Analysis 

The communication probability distribution of a 4 X 4 NoC 

presented in the previous chapter gives us the value of 

probability of communication between nearest neighbors. If 

64% of the communication can be moved to local buses, the 

NoC will be responsible only for 36% of the traffic. 

Therefore the throughput of the NoC can potentially improve 

by 2.6x for the maximum injection rate. In general, the 

rate of throughput improvement is determined by[24], 

            
)1(1

1

CPDNOC

HNOC

Throughput

Throughput




. . . . . . . . . . . . . . . .  . . . . . . .  .(5.1)

 

The improvement rate is calculated assuming p=0.75, and it 

has been calculated for an ideal case where that the local 

buses impose no overhead, and the above equation presents 

an ultimate HNoC benefit without making too many 

assumptions, which may be application or design dependent. 

In practice, however depending on the design and 

application, the local bus overhead will impact the 

performance of HNoC. 
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Similarly, energy consumption can be reduced by introducing 

local buses. Again, consider the 4 X 4 array of 

multiprocessor system with HNoC, The CPD shown in figure 

can be used to compute the energy reduction rate in HNoC.  

In general for the same throughput the energy reduction 

rate in an array of N X N processors is approximated by 

[31] 
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Using the NoC energy model presented in [31] and assuming 

that the power consumption of routers is dominant, the 

energy consumption of the HNoC against the conventional NoC 

for the same throughput can potentially be reduced by 

factor of 1.6x. Similar to throughput improvement analysis, 

the energy consumption model presented here is for an ideal 

case, where it is assumed that the local buses impose no 

overhead. In practice, however, depending on the design and 

application, the local bus power overhead will impact the 

power consumption of HNoC. 
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5.5 A Hybrid NoC with Copper and Carbon nanotubes 

In the previous section we saw about Hybrid NoC which 

utilizes the Network on chip for the global connection and 

bus connection for nearest neighbors. As we saw in the 

previous section about the bottle necks in fabricating 

carbon nanotubes we propose a modified hybrid NoC with 

copper for local bus connections and carbon nanotubes for 

global connection.  

    

Figure 25 Hybrid NoC with Copper and CNT 

 

Even though carbon nanotubes exhibit better performance 

when compared to copper wires, the fabrication challenges 

and cost of production prohibits the research community to 

utilize nanotubes in existing VLSI chips. As the nearest 

neighbors are communicated more in a Network on Chip, we 

propose a hybrid NoC with copper for local bus and carbon 
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nanotubes for global connection. The proposed hybrid NoC 

with both copper and carbon nanotubes as interconnects will 

offer better throughput and less energy consumption when 

compared with conventional NoCs. The throughput and energy 

consumption are predicted from the calculations made for 

conventional NoC using Carbon nanotubes and Hybrid NoC with 

copper as interconnects for both local bus and global 

connections. Equations 5.1 and 5.2 are used for calculating 

the throughput and energy consumption of Hybrid NoC with 

copper and carbon nanotubes as interconnects. The results 

are tabulated below, 

 

NoC 
Parameters CNT NOC 

Hybrid NoC 
with Copper 

Hybrid NoC 
with 
Copper/CNT 

Throughput 
Improvement 2.7x 2.6x 6x 

Energy 
consumption 
reduction 2x 1.6x 3x 

        

Table 5.1: Summary of Results 
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Chapter 6  

Conclusion and Future Work 
As technology scales down the interconnects affect the 

delay and bandwidth of a multi core system to a large 

extent. Thus Single Walled Carbon Nanotubes in bundles seem 

to be a potential candidate in nanoscale regimes when 

compared to traditional copper wires. When Implemented in a 

Network on Chip Single Walled Carbon Nanotubes showed 

approximately 2.6x more throughput and 2.0x less energy 

consumption than traditional copper wires. When 

implementing single walled carbon nanotubes in a hybrid NoC 

the throughput improvement is 6x and the energy consumption 

reduction is by a factor of 3x when compared to 

conventional NoC. Hence Single Walled Carbon Nanotubes can 

be used as interconnects in nanoscale regime. However for 

successful implementation of single walled carbon nanotubes 

as interconnects in network on chip fabrication 

methodologies for them have to be improved where the 

efficiency of metallic tubes are increased in a bundle. 

Optical interconnects on the other hand also seems to be an 

option for replacing copper in nanoscale regime. They show 

signs of higher bandwidth and low latency when compared to 

Copper interconnects, however they possess serious 
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integration issues. Hence fresh ideas are needed to take 

advantage of the novel properties of nanotubes and optical 

interconnects. 
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