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ABSTRACT 

A radiation strike on semiconductor device may lead to charge collection, which may 

manifest as a wrong logic level causing failure. Soft errors or Single Event Upsets (SEU) 

caused by radiation strikes are one of the main failure modes in a VLSI circuit. Previous 

work predicts that soft error rate may dominate the failure rate in VLSI circuit compared 

to all other failure modes put together. The issue of single event upsets (SEU) need to be 

addressed such that the failure rate of the chips dues to SEU is in the acceptable range. 

Memory circuits are designed to be error free with the help of error correction codes. 

Technology scaling is driving up the SEU rate of combinational logic and it is predicted 

that the soft error rate (SER) of combinational logic may dominate the SER of unpro-

tected memory by the year 2011. Hence a robust combinational logic methodology must 

be designed for SEU hardening. Recent studies have also shown that clock distribution 

network is becoming increasingly vulnerable to radiation strike due to reduced capaci-

tance at the clock leaf node. A strike on clock leaf node may propagate to many flip-flops 

increasing the system SER considerably.  

In this thesis we propose a novel method to improve the SER of the circuit by filtering 

single event upsets in the combinational logic and clock distribution network. Our ap-

proach results in minimal circuit overhead and also requires minimal effort by the de-
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signer to implement the proposed method. In this thesis we focus on preventing the 

propagation of SEU rather than eliminating the SEU on each sensitive gate.  
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Chapter 1  

Introduction 

This chapter is a very brief overview of the basic physical mechanisms that cause an up-

set in the logic value stored at a node in VLSI circuits due to a particle strike on semicon-

ductor devices. The effects of technology scaling on sensitivity to single event upset 

(SEU) is also discussed. 

 

1.1. Physical Mechanism of Particle-Silicon Interaction  

Earth’s atmosphere consists of particles that are generated by cosmic rays interaction 

with the Earth’s magnetic field. The particles present in the Earth’s atmosphere are 

mainly neutrons, pions, protons and sea-level muons [1]. Particles are classified as heavy 

ions or light ions depending on the mass of the particle. A particle with atomic mass 

greater than two is considered as a heavy particle [2]. SEUs are also known to be caused 

due to alpha particles emanating form the naturally available radioactive elements present 

on the surface of Earth. These radioactive elements are refined to ppb (parts per billion) 

in semiconductor industry. Both heavy particle and light particle strikes are capable of 

causing SEU in semiconductor devices.   

 

1.1.1. Heavy Particle Strike 

When a heavy ion strikes a semiconductor material it releases electron-hole pairs along 

its path as it loses energy before coming to rest. This process is known as direct ioniza-
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tion. The number of electron-hole pairs released depends on the energy of the incident 

particle. The energy loss per unit path length of a particle as it passes through a material 

is called linear energy transfer (LET) of the particle. In silicon the energy required to re-

lease an electron-hole pair is 3.6 eV, an LET of 97 Mev-cm2/mg corresponds to charge 

deposition of 1pC/μm [2] which is sufficient to flip the node voltage at the struck node.  

A heavy ion strike in a semiconductor does not lead to uniform deposition of charge 

along its path. The peak charge is deposited when the particle reaches energy near 

1MeV/nucleon and the peak charge is called Bragg peak [2-3]. Bragg peak is of particu-

lar interest because if the Bragg peak occurs at the vicinity of a sensitive node then the 

probability of SEU is high. Figure 1.1 shows Bragg Peak for a particle strike on silicon. 

 

Figure. 1.1. Linear energy transfer (LET) versus depth curve for 210-MeV chlorine ions in silicon [2]. 

 

1.1.2. Light Particle Strike 

Light particle strike may not cause direct ionization but they still play a major part in the 

SEU mechanism. Light particles (generally protons and neutrons) produce upsets due to 
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indirect mechanisms [2]. A proton or neutron strike on a semiconductor lattice may result 

in nuclear reaction that produces an alpha or a gamma particle and recoil of daughter nu-

cleus (e.g., Si emits alpha particle and recoils into Mg nucleus) [2]. The products of these 

nuclear reactions are heavy particles (usually alpha or gamma particles) which cause gen-

eration of electron-hole pair by direct ionization. Light particle strikes may cause serious 

problems because the heavy particles produced by nuclear reaction may have less energy 

which means that the heavy particles do not travel a great distance into the semiconductor 

lattice. Hence most of the electron-hole pairs are generated near the impact area.  

 

1.2. Charge Collection Mechanism for a Typical CMOS Device  

Fortunately, not all the deposited charge is collected by a MOS device [1-2]. For a parti-

cle strike on a semiconductor device the most sensitive region for charge collection is a 

reverse biased p/n junction [1-2]. Most of the electron-hole pairs created by a particle 

strike either recombine or are collected by p/n junctions shorted to supply rails [1].  

For a particle strike near a reverse biased p/n junction, the high electric fields present 

at the reverse biased junction depletion can collect most of the deposited charge through 

the drift process causing a transient current at the struck node. A particle strike on the de-

pletion region leads to distortion of junction depletion region causing a temporary exten-

sion of the depletion region deep into the substrate. This mechanism is referred to as fun-

neling [2, 4]. Due to funneling, charge deposited deep in the substrate may also be col-

lected by the depletion region by drift process increasing the transient current at the 

struck node. Figure 1.2 shows the electrons concentration due to funneling. 
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Figure. 1.2. Illustration of funneling in an n+/p silicon junction following an electron strike. The above Fig-

ure shows electron concentration due to funneling [2].  

 
A particle strike on a sensitive node may or may not create SEU. For SEU to occur two 

major mechanisms play important role. One is the drift process which is essential for ini-

tial flip of the logic state as explained above. The other, and generally more important 

factor, is the diffusion process (electrons diffusing from substrate to drain/bulk potential 

barrier), which contributes in the late time response of the current waveform at the struck 

node. This will enforce the bit to stays flipped.  

For submicron devices, a particle strike that passes through both source and the drain 

near grazing incidence leads to funneling of the channel region. This phenomenon is 

called the ALPEN effect [5]. During the ALPEN effect the channel acts as a short be-

tween source and drain representing the “ON” state of the transistor for “OFF” gate volt-

ages. ALPEN effect tends to increase as the MOS devices are made smaller and as the 

channel length decreases. 

A typical contemporary technology CMOS device is built on a dual well technology. 

Dual well technology has an impact on the charge collection mechanism. In a dual well 
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scenario the charge deposited deep in the substrate is not collected by the drain/well de-

pletion layer. This charge is generally collected by the well/substrate depletion layer. This 

leads to a decrease in available charge for the drain/well depletion layer. Although dual 

well process seems to reduce SEU rate it also has its own disadvantage. The electrons 

created in the well due to particle strike may be collected by the N+ drain/well junction or 

well/substrate junction for a P-well process but the holes that are created along with elec-

trons due to particle strike tend to raise the well potential which leads to lower of 

source/well potential barrier. The reduced source/well potential barrier leads to emission 

of electrons from source which may be collected by the drain [2]. 

  

1.3. Impact of Technology Scaling on SEU  

The soft error rate (SER) does not follow simple scaling rules. The SER does not increase 

linearly with scaling. The various factors influencing SER are discussed in this section. 

Scaling device sizes leads to smaller capacitances, hence faster circuit but smaller ca-

pacitance means lesser charge needed to upset that node i.e., the critical charge of the 

node decreases [1-2]. This leads to increased SER. Clock frequency tends to increase 

with scaling which drives up the SER of core logic. Lower supply voltage helps reduce 

dynamic power consumption but lower supply voltage increases the SER. For advance 

technologies it is predicted that light particle strikes (proton and neutron) also may lead to 

direct ionization [6]. ALPEN effect has been predicted for even normal incident particle 

strikes for submicron devices [7]. As the complexity of circuit increases due to scaling, 

an increase in SER is observed. For CMOS processes which use heavy materials like 

copper, tantalum, tungsten and cobalt, SER is predicted to increase [1].     
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On the other hand, scaling device sizes leads to reduction in the drain depletion area 

and hence lower collection volume [1-2]. The charge collection efficiency is reduced due 

to lower collection volume. This helps in improving the SER with scaling. Hence SER 

does not follow simple scaling rules. 

 

1.4. Thesis Organization 

This thesis is organized in the following manner. Chapter 2 gives an overview of re-

lated work and the motivation for this thesis work. Chapter 3 discusses a low-overhead 

method for filtering SEU on random logic and concludes with the results. Chapter 4 dis-

cusses a new robust clock buffer design methodology and concludes with results. Chapter 

5 concludes the thesis work. 

 

1.5. Contribution of this Thesis  

This thesis work is a compilation of SEU mitigation techniques on combinational logic 

and clock distribution network. The following are the contribution of this thesis work. 

[1a] Aahlad Mallajosyula, and Payman Zarkesh-Ha, “A very low overhead method to fil-

ter single event transients in combinational logic,” SELSE 2008, March 2008. 

[2a] Aahlad Mallajosyula, and Payman Zarkesh-Ha, “A very robust single event upset 

clock distribution network,” submitted to IIRW, 2008. 

 [3a] Provisional Patent filed on July 10, 2008. Title: Single Event Upset Hardened Clock 

Driver. Inventors: Aahlad Mallajosyula, and Payman Zarkesh-Ha.  
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Chapter 2  

Background and Motivation 

This chapter provides a brief overview of the history of Single Event Upsets (SEU) in 

electronic circuits. First, SEU in memory is briefly discussed. Then the process of SEU in 

combinational logic is explained in more detail to help the reader better understand the 

thesis work presented in the chapters to follow. This chapter ends with motivation and the 

basic paradigm for the thesis.  

 

2.1. History and SEU  

2.1.1. History 

SEU in electronic circuits was first reported in 1975 by Binder et al. [8]. In their paper 

the authors observed four upsets in 17 years of satellite operation featuring bipolar J-K 

flip-flops. Due to the very few occurrences of upsets presented in their paper, the topic of 

SEU did not take prominence until a few years later. In 1978 May et al. [9] from INTEL, 

observed that the SER increased significantly in DRAMs as integration density increased 

from 4Kb to 16Kb and 64Kb. This lead to a flurry of work on SEU in early 1980’s! The 

problem of soft errors in DRAMs at INTEL was traced to the manufacturing plant in 

Colorado which was built on the downstream of an old uranium mine. The water used by 

the manufacturing plant was contaminated with uranium which in turn lead to discovery 

of alpha particle induced soft errors [9-10]. Most of the research on SEU in 1980’s was 
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focused on memory elements like DRAMs, SRAMs, latches, registers and nonvolatile 

memories [2]. Research on SEU in combinational logic increased in later 1990’s due to 

the prediction that SER of combinational logic may surpass the SER of memories due to 

further technology scaling [11].   

 

2.1.2. SEU in Memory 

In this section we discuss mainly the SEU mechanism and mitigation in DRAMs and 

SRAMS. 

DRAMs store energy on a capacitor which is either interpreted as logic “1” for a 

charged capacitor or logic “0” for an uncharged capacitor. The energy storage mechanism 

in DRAM is passive, i.e., there is no regenerative feedback path. Once stored, if the 

charge is depleted, then there is no way to restore the charge unless done by an external 

circuit. A particle strike of any strength can deplete the charge stored on the capacitor, 

where it can only be restored when the value is rewritten by external circuit. If the de-

pleted charge is greater than the noise margin of the DRAM then the stored charge is in-

terpreted as a wrong value [2]. These upsets are usually interpreted as 1 0 flip in the 

value of the DRAM cell. Upsets in DRAM are also possible due to ALPEN effect as de-

scribed in chapter one. ALPEN effect causes a 0 1 upset in DRAM. 

SRAMs, unlike DRAMs, have a regenerative feedback (cross coupled inverters in 6 

transistor cell SRAM). The upset mechanism in SRAM is quite different from DRAM. A 

particle strike must generate at least a minimum charge called critical charge to cause an 

upset in an SRAM cell. In a SRAM cell the reverse-biased drain junction is the most sen-
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sitive region to SEU. A particle strike causes upset in SRAM only if it has sufficient 

strength (i.e. charge deposited is greater than critical charge) and the feedback inverter 

causes the faulty voltage to input at the struck inverter before the SEU current dies out.   

SEU in memory (both SRAM and DRAM) can be very efficiently mitigated using er-

ror correction codes (ECC) which use extra bits of information for parity checking [12]. 

Different hardening techniques have been proposed for SRAM such that the time re-

sponse of the feedback inverter is reduced compared to the SEU current recovery time 

[13-15]. Other SRAM hardening techniques use extra circuitry to make the SRAM cell 

resilient to a particle strike [16-18]. These techniques generally use 12-16 transistors/cell 

instead of the traditional 6 transistors/cell design. 

  

2.2. Single Event Upsets in Combinational Logic 

The upset mechanism in core logic is different from that of memory. The SER in combi-

national logic depends on many factors like the drive strength of the gate, fan out capaci-

tance of the gate, clock speed, and logic depth. Combinational logic, or core, has natural 

masking to single event upsets. These masking factors are explained in this section.   

 

2.2.1. Logical Masking 

For an upset on a gate in core logic to affect the functionality of the circuit, the upset 

needs to be latched.  A strike on a gate may produce erroneous voltage level and this er-

ror needs to propagate to a latching element but if this error is logically masked by the 

logic downstream, then the error is not captured by the latching element. Logical masking 
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is explained with the help of Figure 2.1. Let’s assume that in Figure 2.1 the inverter has a 

logic “1” at the input and under normal operating condition a logic “0” is expected at the 

output of the inverter i.e. at node A. But due to a particle strike on the inverter, a pulse 

representing logic “1” can be seen at node A in Figure 2.1. The inverter has a NAND gate 

as its fan out. In Figure 2.1(a) input B of NAND gate is logic “1”. For logic “1” at one of 

the inputs of a NAND gate the output is the complemented value of its other input. The 

NAND gate passes the erroneous signal and this error may be latched at the latching ele-

ment. In Figure 2.1(b) input B of NAND gate is logic “0”. For logic “0” at one input of 

the NAND gate the output is always logic “1” irrespective of the other input. Hence the 

NAND gate does not propagate the error signal as shown in Figure 2.1(b).  

 

Figure 2.1(a) Response of NAND gate to a particle strike on one of its fan in gates for logic “1” as the other 

input of the NAND gate.  

 

Figure 2.1(b) Response of NAND gate to a particle strike on one of its fan in gates for logic “0” as the other 

input of the NAND gate. 
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Inverter has no logical masking. It propagates its input to its output. NAND gate has logi-

cal masking for logic “0” as its other input. Similarly NOR gate has logical masking for 

logic “1” as its other input. XOR and XNOR do not have logical masking property. The 

logical masking is accounted in SER calculation by including a probability factor (PL) in 

the SER equation. 

  

2.2.2. Electrical Masking 

Electrical masking is the property of gate to phase shape the input pulse depending on pa-

rameters like the pulse width, pulse height, and drive strength of the gate. For a SEU to 

propagate through the logic path and reach a flip-flop, it needs sufficient pulse height and 

width. All logic gates have inherent attenuation factor by which they can attenuate input 

signals. As the logic depth increases the probability of a weak pulse attenuation increases. 

Inverter has the worst electrical masking capability. Figure 2.2 is an example of electrical 

masking. In this Figure noise rejection curves (NRC) of an inverter are plotted for differ-

ent load capacitances. The noise rejection curves show the inherent ability of the gates to 

filter spurious pulses. Area under the NRC is immune towards spurious pulse propaga-

tion. For the same drive strength of an inverter the immunity to spurious pulse at input 

increases with increase in load capacitance. 
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Figure 2.2 Noise rejection curves for an inverter [19].  

 

Figure 2.3 shows the electrical masking property of differently sized inverters. Invert-

ers of sizes 1X and 4X are compared. Since weak gates have lower drive strength, they 

may attenuate input pulses. In Figure 2.3 it is shown that while inverter 1X does not drive 

a weak pulse, inverter 4X not only drives the weak pulse but also shapes the pulse and in-

creases its amplitude due to the gain of the gate. 

 

Figure 2.3 Electrical masking property of inverter 1X and 4X to spurious pulses at the inputs [20]. 
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For a particle strike on the gates other than inverter the response of the gate also depends 

on the input sequence applied to the gates. Figure 2.4 describes the effect of inputs on the 

Soft Error Rate (SER) of the gate for the same strength of particle strike. The table to the 

right in the Figure shows the failure rate of the NAND gate for different combinations of 

the input signals. The NAND gate is most sensitive to a particle strike for the input com-

bination of “01”. For “01” at the input the source, drain and channel of NMOS B is sensi-

tive to particle strike and also the drain of NMOS A is sensitive to particle strike [21]. 

Only one pull up device is ON to provide the stabilizing current. Hence this combination 

of inputs is least immune to Single Event Transients (SET). For the input combination of 

“00” only the drain of the NMOS B is sensitive to particle strike and there are two pull up 

transistors to supply the stabilizing current. This combination has best immunity to a par-

ticle strike. For the input combination of “11” the drains of both the PMOS are sensitive 

to particle strike and hence this combination has a moderate immunity to particle strike. 

The sensitivity for combination “10” at inputs is also high. Logic “1” at the input A turns 

on the NMOS A and thus the voltage across NMOS A is very less virtually grounding the 

source of NMOS B. This leads to lesser charge collection than for the case “01”. Only 

one pull up transistor is on to supply stabilizing current as in the case of “10”.  

 

Figure 2.4 Response of NAND gate to a particle strike for different combinations at the inputs [21]. 



 14

The electrical masking is accounted in SER calculations by including the electrical 

masking factor (EMF).  

 

2.2.3. Temporal Masking 

The presence of a logically sensitized path from the upset gate to the latching element 

and also a strong error pulse does not necessarily mean that the strike results in an error at 

the output. For the strike to cause an error at the output the error has to be latched. For an 

error to be latched the error has to arrive at the latching element within a timing window 

dictated by the setup and hold time of the latch. A latching element can capture an error 

only in the timing window as explained by Figure 2.5. The timing window is equal to 

setup time plus hold time.  

tw = tSETUP + tHOLD

In Figure 2.5 the clock signal is shown with the timing window tw marked in red. 
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Figure 2.5 Temporal Masking: Response of a flip-flop to errors at its input. 

 

Four cases of Data IN at the input of flip-flop are shown with respect to the clock. The 

output for each case of Data IN is also shown. The value latched at the flip-flop for the 

input of case (a) is logic “1”, which is used as a reference (error free) value in our exam-

ple. In case (b) the error due to SEU at a logic gate propagates to the flip-flop input dur-

ing the timing interval tw and gets latched in the flip-flop. The output for case (b) is logic 

“0” as shown in the Figure. The flip-flop latches the wrong value and presents this wrong 

value to the input of its fan-in gate. In case (c) the SEU at a logic gate propagates to the 

flip-flop but before the timing interval tw.  During the timing interval tw the correct value 

is presented to the flip-flop and latched in to the flip-flop. The output of the flip-flop is 

logic “1”. For this case the flip-flop latches the correct value even though a SEU propa-

gates from the hit logic gate. In case (d) the SEU at a logic gate propagates to the flip-
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flop but after the timing interval tw. This case is similar to case (c) and again the flip-flop 

latches the correct value of logic “1”. When compared to case (a), which is the error free 

reference (error free), only in case (b) the latch captures the error and in case (c) and (d) 

the latch is error free. Temporal masking is accounted for SER calculations by including 

the temporal masking factor (TM) into the SER equation. 

 

2.3. SER Calculations for Combinational Logic 

The SER of a circuit is calculated by evaluating the softness, i.e., the sensitivity of each 

gate to a particle strike in the circuit. The most sensitive regions for a SEU are reverse bi-

ased p/n junctions with low output capacitance. The softness of each gate (or node) is 

evaluated by considering the three different masking factors, and is defined by SN [19] 

                                                          ( )MLN TEMFPKS ...=                                            (2.1) 

The softness of the circuit is calculated by summing the softness of each gate in the cir-

cuit [21].  

                                                            NCIRCUIT SS Σ=                                                     (2.2) 

Due to the masking factors present in combinational logic, usually the term Single Event 

Transient (SET) is used instead of SEU because a hit on a gate may cause an error at the 

gate but may not cause an error at the latch element. 
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2.4. Background Work 

Most of the work on SEU mitigation can be broadly classified into technology hardening, 

system level hardening, and circuit level hardening.  

 

2.4.1. Technology Hardening 

Technology hardening aims at reducing the SER by trying to solve the physical mecha-

nism involved in SEU like reducing the charge collection volume [22-23], using epitaxial 

substrate instead of bulk substrate [25], using extra doping layers [26], and using SOI de-

vices [27]. Technology hardening is not very attractive because it requires a new CMOS 

process which involves additional cost in manufacturing. 

 

2.4.2. System-Level Hardening 

At system level, SER is reduced by using schemes like triple modular redundancy 

(TMR), watch dog timers, and majority voting [28]. System-level hardening techniques 

often incur an area overhead ranging from 100%-200% and also require huge design ef-

forts. Besides the cost and area overhead system-level hardening techniques, they often 

require flushing of the data in pipeline on detection of an error and restarting the system, 

which is not feasible in real time systems. 
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2.4.3. Circuit-Level Hardening 

Circuit-level hardening techniques try to reduce SER by making changes to the gates so 

that the sensitivity of the gate to SEU is reduced. Circuit-level hardening techniques 

mostly involve SER prediction and duplicating sensitive gates [31], gate cloning [29], 

sizing gates to reduced SEU sensitivity [20], [30], and using dual VDD/VTH [32]. Circuit- 

level hardening techniques incur lesser overhead and are easy to implement. Among the 

three hardening techniques described research on circuit level hardening techniques are 

increasing due to the above advantages. 

 

2.5. Motivation and Basic Paradigm 

2.5.1. Motivation 

With technology scaling the device dimensions are reduced leading to lesser parasitic ca-

pacitance, lower voltage levels, increased clock speeds and more functionality per chip. It 

is predicted that SER of combinational logic will equal the SER of unprotected memory 

by 2011 [33]. The SER rate of combinational logic is expected to increase linearly with 

frequency [41]. Moreover, the clock signals which are generally assumed to be error free 

in SER calculations are predicted to become sensitive to noise due to technology scaling 

[34-36], [42]. 

As technology scales more and more gates become vulnerable to SEU and traditional 

circuit level hardening techniques like gate duplication, gate cloning may incur large area 

and power overhead. A solution to circuit and clock SEU is required that does not incur 
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in large area and power overhead at the same time meet the reliability requirements for 

commercial applications. The main focus of this thesis is on development of new circuit 

level-technique to improve the SEU sensitivity. 

 

 2.5.2. Basic Paradigm 

The pulse width due to SET on a logic gate has a minimum and maximum range depend-

ing on the technology node. Pulse widths for heavy ion and neutron strikes are very dif-

ferent. Neutron or cosmic ray strikes (cosmic ray strikes) produce pulses of relatively 

short duration with less range [40], with the maximum width of a couple of hundred pico-

seconds. On the other hand, heavy ion strike produce pulses of varying duration. The 

range of heavy ion strikes may be from hundred picoseconds to almost a thousand pico-

seconds for very high energy transfer strikes [37-39]. It has been observed that most of 

the SET strike events cause pulses with lower pulse width and duration [40]. Alpha SER 

has been reduced by avoiding materials that cause the emission of alpha particles like bo-

ron-10, lead in CMOS process [1-2].   

In [37], authors predict a decrease in the peak current due to SET on logic gate with 

technology scaling and also mention that there is no clear trend that shows decrease in 

pulse width with technology scaling. In [38], the authors observe that the pulse width of 

SET in logic decreases with technology scaling. It can be inferred from [37-38] that the 

total collected charge (area under the current-pulse width curve) decreases with technol-

ogy scaling and this can be attributed to poor charge collection efficiency (lower charge 

collection volume) due to smaller device dimensions.  
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In this thesis we propose a low overhead solution to the SET problem of combinational 

logic and clock network based on the fact that the maximum collected charge is technol-

ogy dependant and the collected charge decreases with scaling. Most of the SET results 

in shorter duration pulses, because SER due to cosmic rays (neutron), often dominates 

SER due to alpha (heavy-ion). Moreover alpha particles SER can be controlled by proper 

choice of materials used in CMOS process [1]. The proposed solutions can be used for 

commercial applications where overhead is an important factor.  
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Chapter 3  

Single Event Transient Filtration Technique for             

Combinational Logic 

3.1. Introduction 

Combinational logic is becoming increasingly sensitive to single event transients (SET). 

Most of the SET mitigation techniques in combinational logic concentrate on hardening 

the sensitive gates such that the overall SER of the circuit is within acceptable limits 

[21],[29-31]. These selective hardening techniques generally incur huge area, power or 

timing overhead [20]. Technology scaling may lead to increasing number of gates be-

coming sensitive to single event transients. One approach to reduce the SER of combina-

tion logic is to filter the SET from getting latched. In this approach the source of SET, 

which comes from sensitive gates are not altered. Instead, the spurious pulses created by 

single event transient are filtered from being captured by the latching element. In the fil-

tration approach only the sink is altered. The filtration method may be implemented at 

flip-flops such that spurious pulses propagating from the combination logic are filtered 

[44]. We chose not to implement the filtration at the flip-flop because designing flip-flop 

to filter SET occurring at combinational logic, which usually needs additional logic at the 

flip-flops increases the load on the clock distribution network. Flip-flops also need to be 

hardened for radiation strike on the flip-flop. Hardening flip-flops for particle strike on 
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flip-flops as well as for filtering SET on combinational logic will result in very large flip-

flops and also increased load on the clock distribution network.  

3.2 Filtration Methodology 

The shape of the radiation induced SET pulse depends on the drive strength of the fan-out 

logic. As explained in chapter two, electrical masking factor of the fan-out gates deter-

mines the shape of the pulse. The current drive strength of a gate is given by alpha power 

law MOSFET model [45].  

                                                 ( α
THGSC VVP

L
WI −⎟

⎠
⎞

⎜
⎝
⎛= )                                                 (3.1) 

Where (W /L) is the device aspect ratio of the pull up (PU) or pull down (PD) devices, 

PC is parametric constant of the device, VGS is the applied gate source voltage, VTH is 

threshold voltage, and α is between 1 and 2 depending on device operation region. The 

drive strength of a gate depends on the width of the transistor (W) assuming that the de-

vices are designed for minimum channel length, and also on the input voltage (VGS). 

Given an input pulse with VGS as a constant, the current drive strength of a MOS transis-

tor depends on the width of the device (W). 

In Figure 3.1 NAND gate A is sized such that the PD network is made weaker com-

pared to its PU network and the NAND gate B is sized such that the PU network is made 

weaker compared to its PD network. The time to charge/discharge the lumped capacitor 

(CL) depends on the (W/L) ratio, or the drive strength, of the NAND gates. For a short 

pulse (SET) at the input of NAND gate A, the output voltage at the capacitor CL deter-

mines if SET has propagated or not. We now focus on the voltage of the CL. 

 



 23

 

 

 

CL 

BA 

Figure 3.1. NAND 2x chain with different PD and PU strengths. First gate has a decreased PD 

strength and second gate has a decreased PU strength. A rising pulse input is given to the first 

gate. 

 

Figure 3.2 illustrates the sizing of a NAND gate compared to an inverter for symmetric 

voltage transfer cure (VTC) i.e. for equal rise and fall time. For asymmetric sizing i.e. to 

weaken the PU (PD) network, the width of each transistor in the PU (PD) network is mul-

tiplied by a factor S, where S is less than one. 

 

Figure 3.2. Minimum sized inverter and NAND gate for symmetric VTC. 
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Assuming a balanced PU and PD, the time to charge or discharge the output capacitor 

is approximately given by [43]  

                                                                 ⎟
⎠
⎞

⎜
⎝
⎛ Δ

==
I

VCtt L
fr                                                               (3.2) 

where tr is the rise time and tf is the fall time, I is the MOS current drive given by (3.1). 

By weakening a transistor or reducing the W of the transistor, its current-drive strength 

decreases, which results in increase in the rise/fall time. As shown in Figure 3.2 by asym-

metric sizing the PU and PD of the NAND gates A and B, the response of the NAND 

gates can be changed such that a rising edge spurious pulse at the input of the NAND 

gate A get filtered at the output capacitor CL. For a rising edge at the input of NAND 

chain shown in Figure 3.1, the NAND gate A may not pull down the intermediate node 

(Node Int) to logic 0 due to weak PD and, since the NAND gate B has a weakened PU it 

may not drive the output capacitor (CL) to a logic “1”. In this way SET propagating from 

upstream combinational logic may be filtered. The filtering strength of the NAND chain 

depend of the PU and PD strength of NAND A and B respectively, pulse width, and 

height.  

For asymmetrically sized PU and PD devices (size of PU ≠ size of PD) the rise time 

and fall time of the output pulse may vary significantly. To avoid the difference in rise 

time and fall time of the output pulse, we now instead use a weak logic gate at the output 

instead of asymmetrical gate sizing as shown in Figure. 3.3. The weak NAND gate in 

Figure. 3.3 is logically equivalent to two asymmetrically sized NAND chain as shown in 

Figure. 3.1. 
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Figure 3.3. Weak NAND gate used at output instead of asymmetrically sized PD and PU. We refer to this 

setup as filter. 

 

The effectiveness of this filtering method is shown in Figure. 3.4 [46], where the Noise 

Rejection Curves (NRCs) for the filtered NAND 2x (Figure. 3.3) is shown in red, asym-

metrically sized NAND 2x chain (Figure. 3.1) shown in blue, and symmetrically sized 

NAND 2x chain shown in black. The PD and PU devices of successive gates for the 

asymmetrically sized NAND chain have been reduced by a factor of 0.67 (i.e. S=0.67) 

and the output gate of NAND filter (Figure. 3.3) was reduce by a factor of 0.33 (i.e. 

S=0.33) compared to a NAND 2x, which has been sized to have equal drive strength for 

PU and PD based on a 1x inverter. The NRC is plotted such that the area under the NRC 

is not sensitive to input glitches. All simulations in this chapter have been performed in 

T-spice for TSMC 0.25μ technology CMOS process. From Figure 3.4 the NRC for 

NAND filter may seem to be more resilient than NRC of asymmetrically sized NAND 

chain for the same S factor, where S for asymmetrically sized NAND chain is 0.67 and 

that for NAND filter is 0.33. 
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Figure 3.4. Noise rejection curves for a chain of two NAND 2x, NAND 2x with filter and asymmetrically 

sized NAND 2x chain for an output capacitance of 50fF [46]. 

 

The difference in electrical behavior of the NAND filter and asymmetrically sized 

NAND chain can be explained with the help of (3.1) and (3.2). For a rising pulse input 

the current at node 1 in Figure 3.1 can be derived as  

( )αTHGSC
P

CL VVP
L

WI −⎟
⎠
⎞

⎜
⎝
⎛= int1

67.0*
,  

where VGS int  is the voltage at node INT in Figure 3.1   
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where tr is given by (2) and I in the equation of tr is  
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whereas the current at node 1in Figure 3.3 can be derived as 
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In [47] the authors predict that the maximum deposited charge due to neutron strikes is 

within a range of values that have a minimum and a maximum per technology generation. 

The pulse width associated with these deposited charge is also within a certain range. For 

example, in 0.13μm technology node the range of deposited charge is [10fC, 150fC] 

which corresponds to pulse width of [78ps, 206ps] [40]. The filter may be designed by 

exploiting the fact that the neutron strikes result in certain range of pulses and these 

pulses may be filtered. Figure 3.5 illustrates the filtering strength (the minimum pulse 

width that can be filtered) of the NAND filter and asymmetrically sized NAND chain 

versus the devise size reduction (factor S) [46]. The Figure is plotted for constant pulse 

height of VDD (VDD=2.5V). The sizing factor of asymmetrically sized NAND chain has 

been divided by a factor of 2 due to ease of representation.  
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Figure 3.5 Plot of maximum pulse width that can be filtered for a constant pulse height of VDD (VDD=2.5) 

with an output capacitance of 50fF versus the rise reduction factor [46]. 
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 The filtration method comes along with delay overhead because reduced device drive 

strength leads to increase in delay. The percentage increase in delay with the scaling fac-

tor is plotted in Figure 3.6 for the NAND filter as well as asymmetrically sized NAND 

chain.  
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Figure 3.6. Plot of percentage delay incurred in the filtration method due to scaling. The scaling factor for 

asymmetrically sized NAND chain has been divided by 2 [46]. 

 
Even though the delay incurred due to filtration may seem to be intolerable, the sce-

nario changes once the filtration method is applied in a logic path containing several 

gates. The filtration method is only applied to the last gate before the flip-flop leaving all 

other gates unchanged. This reduces the overall delay overhead of the logic chain. Figure 

3.7 plots the sizing factor of the filtration method versus the percentage delay incurred in 

a chain of 15 NAND gates.  
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Figure 3.7. Plot of percentage delay incurred in a chain of 15 NAND gates versus the sizing factor of the 

filtration method [46]. 

 
From Figure 3.7 it is seen that the delay incurred is not very high in comparison with 

Figure 3.6. The delay incurred with sizing factor may also be reduced by using delay re-

duction techniques in the logic chain prior to filter [43].  

 

3.3 Application of filtration Method 

The above discussed filtration method can be applied very efficiently for filtering SET in 

combinational logic. Authors would like to take advantage of the fact that only a very few 

paths in a microprocessor are timing critical [43] and most others paths have timing 

slack. Logic gates (like AND, OR, Inverter, NAND, X-OR, X-NOR) may be designed for 

filtering SET in the upstream logic using the timing slack in each logic path into consid-

eration. Each gate before the flip-flop may be replaced with the same gate but designed to 

filter SET depending on the slack of that particular path. If the path is very sensitive for 

SET then a strong filter (very weak gate) may be placed just before the flip-flop and the 
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logic chain may be redesigned such that the overall delay of the chain does not exceed the 

slack. For timing critical path and SET critical path, the whole path may be redesigned so 

that a slack may be available for filter insertion before the flip-flop. In such situations, we 

may incur overhead in area as well as power. This circuit design technique increases the 

resiliency of the circuit, and at the same time the worst case delay of the circuit is not 

changed. If timing critical and SET critical path does not allow for the circuit redesign, 

then a delay overhead must be incurred if the above proposed filtration method is used. 

Figure 3.8 illustrates the flow chart for application of the proposed filtration method in a 

chip [46]. 

 

Figure 3.8. An algorithm to apply filtration method to a real chip [46]. 
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3.4 Test Case 

In this section, we present a test case where the filtration method has been applied. The 

test case is shown in Figure 3.9 [46]. 

 

Figure 3.9 Test case for filtration method [46] 

 
Consider the case shown in Figure 3.9, where the path consists of a chain of fifteen 

NAND gates. To filter SET occurring on the NAND chain from getting latched at the 

flip-flop FF2, the last NAND gate before FF2 is weakened such that it filters pulses of 

short duration. All the NAND gates in the NAND chain are sized to be 2x compared to 

minimum sized inverter and the filter NAND gate (NAND gate just before FF2) is down-

sized by 3x (i.e. S=0.33). The radiation hardening of the circuits is calculated by injecting 

pulses of duration [30ps, 500ps] at each NAND gate in the chain and the output at FF2 is 

observed for errors. The other input of each NAND gate is logic “1” so that error can 

propagate form the source to the flip-flop without any logical masking. Table 3.1 illus-

trates the overall area overhead, overall delay and the increase in radiation hardening of 

the NAND chain. The delay overhead incurred in the NAND chain is around 9%. If the 

slack for the path is less then 9% then the NAND chain prior to the filter (i.e. last NAND 

gate before FF2) may be resized to accommodate for the slack. The delay incurred due to 

filtration depends on the logic chain. 
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Table 3.1. Comparison between unhardened and filtered NAND chain [46] 

 
 

In this particular test case the area overhead is less than one which means that the area 

of the circuit decreased with a timing overhead of 9% which resulted in radiation harden-

ing on 48%. Simulations of varying filtration strength and delay incurred are plotted in 

Figure 3.10 [46].  
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Figure 3.10. Plot of percentage increase in delay vs. percentage increase in hardening for the NAND chain 

shown in Figure 3.9 [46].   
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3.4 Conclusions 

In this chapter we provide a novel solution to filter SET in combinational logic. The fil-

tration method may be used for any logic path depending on the available slack in timing. 

For those paths which have very less timing slack, delay reduction techniques may be 

used so that a path with suitable slack is created. Filters may be designed once for each 

technology node. The proposed filtration technique reduces the burden on the designer as 

it is easy to implement and filters SET propagating from upstream combinational logic. 
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Chapter 4  

Radiation Hardened Clock Distribution 

4.1. Introduction 

In a synchronous system design, clock signal defines the time for data movement and 

data operation. Clock signal is usually generated by crystal oscillators off the chip and the 

signal frequency is multiplied using a phase locked loop (PLL) and/or its variant [43]. 

PLL contains both digital and analog components for sampling and amplification. The 

output signal (clock) from the PLL is then distributed throughout the chip. The clock dis-

tribution network (CDN) typically has the largest fan-out, highest power consumption, 

and strict timing constraints [48]. Therefore special concern must be taken in CDN de-

sign.  

Most of the sequential circuit design consists of combinational logic between a pair of 

registers. These registers act as gateways for data movement. With the arrival of a clock 

signal, registers latch data from the intermediate combinational logic and present the data 

to the downstream logic. All the registers are designed to respond to either positive edge 

of the clock or to the negative edge of the clock unless in some special cases where both 

the positive edge and negative edge are used (mostly with latch design).  

The timing constraints on CDN are very strict because the entire system operation de-

pends on the clock pulse. The clock pulse needs to travel a large distance from the source 

(PLL) with minimal attenuation and strict rise time and fall time constraints [48]. CDN is 

designed as an equipotential network, i.e., the clock signal must arrive at all the registers 
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at the same time. The absolute delay from the clock source to registers is not of impor-

tance as long as the clock reaches every register at the same time. 

 

4.2. Clock Network Design Specifications 

4.2.1. Clock Skew 

One of the main constraints on the design of CDN is that the clock pulse must arrive at all 

the registers at the same time (equipotential design). Achieving equipotential design is a 

non-trivial task. Clock skew is defined as the difference in arrival time of clock to two 

adjacent registers in an equipotential CDN [48]. For two adjacent registers Ri and Rj, 

clock skew (TS) is the clock arrival time at Ri (Ti) minus the clock arrival time at Rj (Tj).  

                                                              TS = Ti - Tj                                                        (4.1) 

Figure 4.1 depicts clock skew between two adjacent registers Ri and Rj. Note that clock 

skew may be positive skew or negative skew. 

 

Figure 4.1. Skew between Ri and Rj is Ti – Tj. 
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Different clock distribution approaches have been proposed to reduce the skew in a cir-

cuit [48]. A few of these approaches will be discussed in Section 4.3.  

  

4.2.2. Clock Jitter  

While clock skew is defined as the difference in arrival times of clock between two adja-

cent registers, clock jitter is the difference in arrival times of clock at the same register. 

Clock jitter is the result of random variations in temperature, coupling capacitance be-

tween metal lines, power supply variations, device thresholds, PLL and interconnects. In 

Figure 4.2, let 2 denote the original clock arrival time. Due to random variations the clock 

pulse may arrive at 1 or 3 causing early clock pulse or a delayed clock pulse respectively. 

 

Figure 4.2. Clock Jitter [43] 

  

4.2.3 Setup Time Constraint 

Setup time is defined as the minimum amount of time (TS) data must hold its value at the 

input of the register before the arrival of clock pulse. Setup time violation may lead to 

latching of erroneous value at the register. In Figure 4.2, if the clock pulse arrives at 1 

and if setup time constraint holds, then correct value is latched into the register.  
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4.2.4 Hold Time Constraint 

Hold time is defined as the minimum amount of time (TH) data must hold its value at the 

input of the register after the arrival of clock pulse. Hold time constraint helps eliminate 

race condition. In Figure 4.2, if the clock arrives at 3 and if hold time constraint is not 

violated, then correct value is latched into the register. Hold time violation may lead to 

erroneous value to be latched into the register. 

 

4.2.5 Rise Time and Fall Time Constraint 

Rise time (fall time) is defined as the time required for the signal to reach from 10% 

(90%) VDD to 90% (10%) VDD. Rise time and fall time constraints specify that the 

maximum value of rise time and fall time of clock pulse at each register clock input must 

be less that 10% of the total clock period. This ensures that clock pulse is not attenuated 

and its shape is preserved as it travels from the PLL to each register.  

 

4.3. Clock Distribution Network (CDN) Architecture 

Clock pulse needs to travel a long distance from the PLL to every register in the chip. 

The interconnect parasitic resistance and capacitance cannot be ignored. The fan-out ca-

pacitance of the CDN is very large. The most common and easiest way to distribute the 

clock pulse to various parts of the chip is by inserting buffers from the source to destina-

tion. These buffers are inserted in a tree-like structure with the buffer nearest to PLL hav-

ing the largest size. The buffers are designed such that the output resistance of the buffer 
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is larger than the interconnect resistance. This ensures that rise time and fall time con-

straints are met [48]. Figure 4.3 depicts the clock buffer tree structure.  

 

Figure 4.3. Clock tree structure [48]. 

 

The source of the clock (PLL) is generally called the root. The initial clock buffer is 

called the trunk of the tree and the buffers driving the individual registers are called 

branches. The driven registers are called leaves [48]. Even though the clock tree structure 

shown in Figure 4.3 is easy to implement, it has very less control on clock skew. Struc-

tures like H-tree shown in Figure 4.4 are used to control clock skew. In H-tree structure 

the primary clock driver is placed at the center of the tree. The RC interconnect delay 

from the center to various branches of the tree is the same. Hence clock skew is de-

creased in the H-tree structure. H-tree structure is generally used for global clocked dis-

tribution and match RC structure as shown in Figure 4.5 is used for local clock distribu-

tion. 
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Figure 4.4. H-tree structure for global clock distribution [48].                                      

 

Figure 4.5. Matched RC structure [48]. 

 

4.4. Single Event Upset on Clock Buffer  

Most of the analysis on SER of combinational logic and sequential elements is performed 

assuming that the clock signal is error free. However, a radiation strike on clock buffers 

may produce an erroneous clock pulse. A clock buffer at the leaf node generally provides 

clock pulse to many registers, typically thousands of registers. An erroneous pulse at the 
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leaf node has the potential to cause many registers to latch incorrect value leading to sys-

tem failure.  

 

4.4.1 Radiation Induced Clock Jitter 

Radiation effect on clock buffer can mainly be classified as radiation induced clock jitter 

and radiation induced race [42]. These classifications are based on the relative time of the 

error with respect to the clock pulse edge. A radiation strike of sufficient strength on a 

clock buffer during the times near the clock pulse is assertion will lead to random shift in 

the clock edge mimicking the clock jitter phenomena. Figure 4.6 (a) depicts the radiation 

induced clock jitter. 

 

Figure 4.6. (a). Radiation induced clock jitter 

 

 In Figure 4.6 (a), if a particle strike of sufficient strength hits a clock buffer during the 

times near the clock pulse assertion as shown by the blue oval in the Figure, the output 

clock pulse edge will appear earlier than the usual. This jitter in clock pulse output may 

lead to latching of erroneous signal in the register only if setup time violation occurs. The 

error rate associated with radiation induced clock jitter depends on the data arrival rate at 

the register relative to the clock pulse arrival time.  
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4.4.2 Radiation Induced Race 

Radiation induced race is a condition where a radiation strike of sufficient energy may 

create a spurious pulse mimicking the rising/falling edge of the clock [42]. For a clock 

pulse to turn on a register the minimum pulse width is given by the sum of setup time and 

hold time. Race condition is depicted in Figure 4.6 (b).  

 

Figure 4.6 (b). Radiation induced race condition 

 

Radiation induced race condition affects pipeline stages. Due to race condition the data 

may skip one or more pipeline stages. Race condition in sequential logic is worse for 

shorter delay paths. For large delay paths (mostly critical paths) race condition does not 

cause error because the old data is presented to the register input.  

 

4.4.3 Clock SER 

SER calculations for CDN may be treated as a special case in combination logic SER. 

Clock buffers usually drive very large capacitance compared to combinational logic 

gates. The charge needed to create an upset in CDN is very high. It is shown that the SER 

of global clock network can be ignored because of the very large capacitance of global 

clock network. Simulation results [42] show that only the first few clock buffers from the 

sequential element (register of latch) are susceptible to SEU. The clock buffer nearest to 
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the latching element is the one most susceptible to SEU as shown in Figure 4.7. A very 

strong radiation strike may hit a buffer deep in the CDN causing a erroneous pulse at the 

output of the struck buffer but due to the high resistance and capacitance values of the 

clock interconnects the error pulse will be attenuated. Figure 4.7 reproduced from [42] 

portraits the susceptibility of each buffer as a function of distance from the receiver 

(latching element).  

 

Figure 4.7. SER as a function of distance form receiver [42]. 

 

Radiation induced jitter is negligible due to that fact that jitter only effects the critical 

paths and the number of critical paths in a typical microprocessor are very few [42-43]. 

The calculated SER due to radiation induced clock jitter is around 1% of the total clock 

SER [42]. However, SER due to radiation induced race condition is very high and the 

SER increases for systems that incorporate latch based design (instead of register based 

design). It is shown in [42] that the SER of pulse generators used in latch based design is 

the highest. Technology scaling leads to increase in SER of CDN. In [49] Bryan et al., il-

lustrate the effect of technology scaling on CND, based on the ITRS roadmap [50]. Table 

4.1 reproduced from [49] depicts the effect of technology scaling on CDN. Due to scaling 
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in dimensions the resistance (Rwire) of interconnects given by (4.2) increases, which leads 

to the increase in signal attenuation factor, which is proportional to the RC product. The 

number of repeaters between the source and the receivers needs to be increased so that 

the shape of the clock pulse can be preserved as dictated by the rise time and fall time 

constraints.  

                                                               Rwire = ρL/(W.t)                                               (4.2) 

where ρ is the resistivity of the interconnect material, L is the length of the wire and W is 

the width of the wire and t is the thickness of the wire. W and t decrease with scaling in 

dimension increasing the value of Rwire. Table 4.1 also shows that the capacitance of the 

leaf node decreases due to scaling which increases the SER of the CDN.  

                          Table 4.1. Effect of technology scaling on CDN [49]. 

 

 

4.5 Design of robust clock leaf node to filter SEU on CDN

Clock leaf node is the last driver in the CDN. The output of the clock leaf node directly 

drives the clock inputs of the registers. As shown in Figure 4.7, for a robust clock distri-

bution network, clock leaf node must be very resilient to any particle strike on it. More-

over, the clock leaf node can be designed such that it filters any spurious pulses that 

propagate through the previous CDN stages. In this section we propose a novel circuit 

that can satisfy both the condition. This section is divided into two parts. The first part 
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describes the filtration method to prevent the SEU propagating from the previous drivers 

in the CDN. The second part describes the robustness of the radiation hardened clock leaf 

node to SEU strikes on the clock leaf driver itself. All simulations have been performed 

in T-spice using TSMC 0.25um CMOS process, for a design at 200MHz clock. 

 

4.5.1 Filtration of Spurious Pulses Propagating from CDN  

We propose a radiation hardened clock leaf node which consists of a C-element [51] and 

a delay element. The C-element compares the input signal for consistency over a period 

defined by the delay element (TD). The delay, TD of the delay element should be such that 

TD > SEU induced race pulse width (TSEU). TSEU can be determined for a technology by 

exhaustive simulations. The minimum charge required to create an upset on the clock 

buffer is usually larger than the critical charge, Qcrit of combinational logic.  

As an example the Qcrit of a minimum sized inverter driving a load of 50fF with 10% 

rise time - fall time constraint is 315fC. However, the Qcrit of a clock leaf driver sized 

100x driving a load of 5pF with the same timing constraints is 28pC. It is, therefore, a fair 

assumption that the spurious pulse generated in the CDN does not have a large pulse 

width (TSEU). Capacitance of CDN is often very large and hence pulses of long duration 

are not seen. For all the simulations it is assumed that TSEU < T/4 where T is the time pe-

riod of the clock pulse. There is no significant published material on pulse width of SEU 

(TSEU) in CDN to the best knowledge of the authors.  

Figure 4.8 shows the implementation of radiation hardened clock leaf driver in a CDN, 

where any pulse with pulse width less than TD is filtered. Only the leaf node in the CDN 
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is replaced with the radiation hardened clock leaf node without disturbing the rest of the 

CDN. This approach helps reduce the burden on the designer because only the leaf node 

driver is replaced. 

 

Figure 4.8. Implementation of radiation hardened clock leaf driver in a CDN 

 

Figure 4.9 depicts the initial design of the C-element clock leaf driver. The delay ele-

ment in Figure 4.9 may be implemented as desired by the designer. We chose to imple-

ment the delay element as a chain of even inverters because of the ease in design. 

 

Figure 4.9. Initial design of radiation hardened clock leaf driver 
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The input from previous clock driver in the CDN is given at the node IN as shown in 

the Figure. The same input is delayed by TD and provided at the DELAYED IN node. 

The input IN provided to the gates of transistors N1 and P1 discharges the intermediate 

capacitance at B and A respectively reducing the load on the delayed input. The output 

capacitance is driven to either 0 or 1 only if both the transistors in the pull down (PD) or 

pull up (PU) network are ON respectively. Under normal operation conditions the above 

circuit (C-element) functions as an inverter with the output delayed by TD. The delay in 

the output can be adjusted at the PLL. The response of the C-element circuit under nor-

mal operating condition is shown in Figure 4.10. As shown in Figure 4.10, the output of 

the circuit (shown in red) is delayed by an amount equal to TD compared to the input at   
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Figure 4.10. Response of C-element clock driver to an error free clock input 

 
node IN (shown in solid black). The dotted lines in Figure 4.10 represent the delayed ver-

sion of the input provided at the DELAYED IN node in Figure 4.9. A SEU on one of the 
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clock drivers in the CDN may cause a spurious pulse to propagate to the clock leaf as 

shown in Figure 4.11. 

 

Figure 4.11. Particle strike on one of the clock drivers may propagate as an input to clock leaf node creating 

a race condition at the clock input of the flip-flops. 

 
The output to such a spurious pulse (shown in red) at the input of clock leaf driver is 

shown in Figure 4.12. 

 

Figure 4.12. Spurious pulse at the input of a clock leaf driver may produce race condition.  

 
In our approach to the solution we replace the clock leaf node with the C-element 

driver as shown in Figure 4.13.   
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Figure 4.13. Particle strike on a clock driver before the C-element driver leading to spurious pulse at the in-

put of C-element driver.  

 
The C-element driver eliminates all the spurious pulses if TSEU < TD as shown in Fig-

ure 4.14. The output changes only if pull-up (PU) network or pull-down (PD) is ON. 

Since TSET is less than TD, the spurious pulse cannot turn on both the transistors of PU or 

PD. Therefore, the output is not affected. The output is shown in red for both the cases. 

The solid black pulse represents input, whereas the dashed black pulse represents the de-

layed version of the input. In Figure 4.14(a) TSET = 400ps and in Figure 4.14(b) TSET ~ 

1ns.   
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Figure 4.14. (a) Response of C-element to spurious pulse propagating from upstream CDN. TSEU = 400ps 

and TD = 1.25ns. 
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Figure 4.14. (b) Response of C-element to spurious pulse propagating from upstream CDN. TSEU ~ 1ns and 

TD = 1.25ns. 

 

4.5.2 Robustness of C-element to radiation strike on the C-element. 

While C-element filters spurious pulses propagating from the upstream CDN, it also 

needs to be very resilient to any strikes on it. The C-element driver is the nearest driver to 

the registers and it has the highest SER [42]. This subsection describes the robustness of 

the C-element driver to radiation strikes on it. As shown in Figure 4.9, the source/bulk 

junction of the transistor N2 (P2) is tied. Transistor N2 (P2) is sensitive to strike when the 

input is logic “0” (logic “1”). For such a condition the value of output is logic “1” (logic 

“0”) and the drain of N2 (P2) is reverse biased. A strike of sufficient strength on N2 (P2) 

may create a current source from the output to the bulk of N2 (P2) which is tied to its 

source. Since transistor N1 (P1) is off the current source sees a very high resistance to 

ground. Electrically there is no path for the current source from the output to ground. All 

the charge collected by the current source is stored in the parasitic capacitances of the 

transistors. This extra charge may be detrimental to the device. We will use a diode to 
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remove the extra collected charge. Similarly a strike of sufficient strength may hit the 

transistor N1 (P1). The strike can be modeled as a current source from the drain of N1 to 

its bulk (ground). The current source from drain of N1 (P1) to its source drives the drain 

of N1 (which is also source of N2) to a voltage less than the gate of N2, turning on N2 

leading to a direct path to ground from the output. A diode may be placed across N1 such 

that the negative potential at drain of N1 is limited.  The modified C-element design in-

cluding the protection diodes is explained in detail in the next section.  

 

4.6. Design of C-element Driver  

The various parasitic capacitances associated with a NMOS transistor are shown in Fig-

ure 4.15 [43]. MOS is a four terminal device with gate (G), drain (D), source (S) and bulk 

(B). G is responsible for turning the device ON and the current is controlled by D. S is 

generally the reference terminal and B is mostly tied to ground so that the p/n junctions 

formed at D/B and S/B junction are always reverse biased. If Source and Body regions 

are tied together then the capacitance Csb is not present.  

  

Figure 4.15. Parasitic capacitance of a NMOS transistor [43]. 
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The initial design of the C-element is shown in Figure 4.9. For input of logic “0” to the 

PD network, a strike on N2 (P2) is modeled as a current source between the drain and 

bulk of N2 (P2). Since the current source does not have a path to ground the charge is de-

posited in the Cdb capacitance. The voltage across Cdb is very high due to deposited 

charge and may lead to punch through which causes device failure. As shown in Figure 

4.16, diode DN2 (DP2) discharges the Cdb capacitor and circulates the charge to the out-

put resulting in a smooth output wave. Figure 4.16 highlights the intermediate parasitic 

capacitor Cdb as also shows the modified design.  
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Figure 4.16. Strike on N2 modeled as a current source between drain and bulk of N2 charges the Cdb ca-

pacitor of N2.  

 

A strike on transistor N1 (P1) for input logic “0” (“1”) to PD can be modeled as a cur-

rent source between the drain and bulk (ground) of N1. The current source induces nega-

tive voltage at the drain of N1 which is the source of N2. If sufficient negative voltage is 

induced at the source of N2, N2 turns on creating a path from the output to ground result-
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ing in discharge of output capacitor. Diode DN1 (DP1), as shown in Figure 4.17(a) limits 

the negative voltage at the source of N2, and consequently limiting the drive strength of 

N2. The diodes can be implemented by the designer either as a p/n junction diode or a 

MOS transistor connected as a diode connected load. Physically, we implemented the di-

odes as a MOS transistor connected in diode mode due to ease of design. In normal op-

eration the diodes are reverse biased. The functioning of the circuit is not affected by the 

diodes. Moreover, the diodes parasitic capacitance is of no concern, since it is often less 

than clock load driver capacitance. The diodes are also not affected by particle strike. 

Figure 4.17(b) depicts the final design of the C-element driver.  
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Figure 4.17.(a) Strike on N1 causes the voltage 
at    N2 source to drop below 0V. 

Figure 4.17.(b) Final design of the C-element 
leaf node driver.  

  

The voltage across the NMOS of the inverter shown in Figure 4.18 for input logic “0” 

is VDD. For the C-element driver, the voltage (VDD) is shared between both the transis-

tors in the PD. This reduces the reverse biased voltage of each transistor thereby reducing 

the charge collection efficiency of each transistor [1]. Hence a stronger strike is required 

to create charge collection in the C-element, compared to that of an inverter.    
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Logic “0”

VDD

 

Figure 4.18. Radiation strike on NMOS of an inverter 

 

Figure 4.19 compares the spice simulations for a radiation strike on PD of an inverter 

as well as a strike on transistor N2 and N1 of the C-element driver for the same amount 

of collected charge. For the strikes on PD of the C-element it is assumed that both the in-

puts have settled at logic “0”. The output waveform is shown in red.  
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Figure 4.19.(a) Strike on PD of inverter. 
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Figure 4.19.(b) Strike on transistor N2 of the C-element 
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Figure 4.19(c) Strike on transistor N1 of C-element. 

 

When the input of N1 has changed from logic “0” to logic “1”, any strike on N2 will 

only cause a jitter. This can be ignored as the SER due to jitter is 1% of total clock SER 

[42].    
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4.7 Example Design of C-element Driver  

C-element driver is designed for the following specifications: TSMC 0.25um technology, 

CL = 5pF, clock frequency = 200MHz, tr = tf = 10% of T = 500ps, TD = 1.25ns, Winverter = 

100x. Winverter is the size of inverter compared to minimum sized inverter. 

The delay element is implemented as a chain of even number of inverters. The delay 

element is designed such that TD > T/4. The delay element is designed such that the rise 

time and fall time constraints of the C-element driver are satisfied. Each inverter in the 

delay element can be designed to obey the timing constraints using the following equa-

tions [43],  

                                             ( ) ( )1−+= i
rSTEP

i
rSTEP

i
r ttt η                                                  (4.3) 

where is the rise time of the ii
rt

th inverter,  is the rise time of the ii
rSTEPt th inverter to a step 

pulse at the input, η is the correction factor for a ramp input and  is the rise time of 

the (i-1)

1−i
rSTEPt

th
 inverter.  may be calculated using equation (4.4) [43] i

rSTEPt

                                              ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ Δ
=

avg

Li
rSTEP I

VCt                                                                (4.4) 

where CL is the load capacitance, ΔV is the change in output voltage over the time inter-

val of interest and Iavg is average current over the time interval. Iavg may be computed us-

ing equation (4.5) [43] 
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where ⎟
⎠
⎞

⎜
⎝
⎛

L
WcOXμ  is the drive strength of the transistor, VGS is the voltage across gate and 

source terminals, Vmin = min (VGT, VDS, VDSAT), VDS is the voltage across the drain and 

source terminals and VDSAT is voltage at which velocity saturation occurs.  

Table 4.2 compares the C-element driver and tradition clock driver (inverter) designed 

for the above mentioned specifications. All values in the table are normalized to that of 

the inverter driver. 

Table 4.2. Comparison between inverter driver and C-element driver 
Type Area Power Delay 

Inverter Driver 1 1 1 

C-element Driver 6 1.4 1 

(After PLL Correction) 

 

The area and power overhead shown in the Table 4.2 are not absolute values. They de-

pend on the way the diodes are implemented in the design. Area overhead of 4-6 may be 

expected for the C-element driver.  

The overhead associated with the C-element driver (Table 4.2) may seem to be very 

high but when the C-element driver is implemented as a clock leaf the overhead incurred 

is very less due to very large device dimensions of rest of the CDN as illustrated in Table 

4.3. The below calculations are only for illustration purposes. A CDN is built to have the 

dimension shown in Figure 4.20. 

Figure 4.20. Example CDN for area and power overhead 
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Figure 4.20 represents a CDN. Each clock driver is sized relative to minimum sized 

inverter. The clock leaf node is implemented as an inverter and also as a C-element 

driver. The area and power overhead associated with C-element driver are shown in Ta-

ble 4.3.  

Table 4.3. Comparison of overhead for different implementations in a CDN 

Implementation 

Type 

Area Power Delay 

Inverter 1 1 1 

C-element Driver 1.2 1.02 1 

(After PLL Correction) 

 

From Table 4.3 it is seen that the area and power overhead incurred is minimum and 

depends on the clock implementation scheme. Generally clock leaf nodes are the smallest 

sized cells in the entire CDN therefore the impact (overhead incurred) on the entire sys-

tem is negligible. 

 

4.8 Comparison with Previous Work 

Radiation hardened CDN has been proposed by Ming Zhang et al. [34]. In [34] authors 

propose clock driver that functions as an inverter with dual input/output ports. The clock 

driver proposed by Ming Zhang et al. is shown in Figure 4.21. The radiation hardened 

clock driver [34] needs two input and two output ports. This requires additional wiring 

and the routing area is increased by more than 2x since CDN is usually shielded with 
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power rails. The proposed technique in [34] implements the inverter function with four 

transistors as compared to two transistors in the traditional inverter. 

 

Figure 4.21. Radiation hardened clock driver from [34]. 

 

 The entire CDN is made resilient to radiation strike by replacing the inverters in CDN 

with dual input/output inverter. The implementation of CDN as proposed by the authors 

of [34] is shown in Figure 4.22. 

 

Figure 4.22. Implementation of CDN as proposed in [34].  
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As shown in Figure 4.22, the major disadvantage of Ming’s approach is that the clock 

leaf node is a dual input to single output converter (regular inverter) which is not hard-

ened to radiation strike. Since the leaf node is most sensitive to SEU (refer Figure. 4.7) 

the SER is not decreases by a huge margin. In our design the clock leaf node is very ro-

bust to radiation strike on it and at the same time eliminates spurious pulses from the up-

stream CDN. Table 4.4 reproduced from [34] compares the critical charge of the radia-

tion hardened CDN as proposed in [34] to a CDN implemented with conventional (un-

hardened) inverters.  

                                Table 4.4. Critical charge comparison from [34] 

 
 

Strike distance in the above table is the relative distance of clock driver from a flip-

flop. As shown in Table 4.4, for the strike distance of 0, which is the leaf node, the criti-

cal charge of the inverter in the conventional circuit and the critical charge of the dual to 

single port converter in the hardened circuit are almost the same. 

Calculating SER from Figure 4.7, Ming’s approach eliminates only around 45% of the 

errors and our approach eliminates all the errors assuming that TSET < TD.  

Also, assuming that the proposed CDN hardening technique [34] is implemented only 

for the part of the CDN that is sensitive to radiation strike, the fan-out capacitance of the 

unhardened CDN increases due to additional devices and additional interconnect para-

sitic. This increases the burden on the CDN designer as the increased capacitance may 

cause timing constraint violation and may require re-design.  
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4.9 Conclusions 

A very robust SEU hardened clock distribution network using a modified C-element cir-

cuit is proposed that eliminates spurious pulses propagating from upstream CDN. More 

than 98% of SEU are eliminated. Radiation induced jitter is not eliminated which ac-

counts for only 1% of total clock SER. The area and power overhead incurred in the pro-

posed approach is negligible. The capacitance seen by the driver upstream the C-element 

leaf node is almost unchanged and hence the effect on CDN design is negligible. The C-

element leaf node driver may be designed once for each technology. Minimal effort is 

needed by the clock network designer since only the leaf node is replaced and the rest of 

the CDN is untouched. 
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Chapter 5 

Conclusions 

Single event upsets (SEU) have long plagued electronic systems [1-2]. Memories have 

been designed for minimal SEU sensitivity using different techniques, like error correc-

tion codes (ECC) [ECC]. Recent studies have shown that the sensitivity of combinational 

logic and clock distribution network (CDN) to SEU has also increased [36]. Technology 

scaling leads to increased soft error rate [33]. Most of the SEU hardening techniques for 

combinational logic concentrate on increasing the device size of sensitive gates [20-21], 

duplicating the sensitive gates [31], and gate cloning [29]. These techniques that reply on 

selective hardening of gates to soft error rate (SER) reduction incur huge area overhead, 

power overhead, and/or delay overhead [20]. Such techniques may not be suitable for 

commercial electronics. These selective hardening techniques also increase the burden on 

the designer as resizing, gate cloning, and gate duplication tend to increase the capaci-

tance on the fan-in gates and may require logic path redesign.  

Strikes due to neutron generate charge within a certain range per technology node. 

This results in SEU pulse widths within certain range. Taking advantage of the fact that 

SEU pulse width is limited for neutron strike, we propose novel technique to reduce the 

SER of a circuit by filtering pulses of short duration. In our approach the SEU on combi-

national logic is prevented from being latched. Since the filter is placed just before the 

flip-flop, it does not change the parasitic parameters of the logic path and does not require 

re-design. As technology scaling worsens SER, the number of sensitive gates may in-

crease rendering selective hardening difficult to implement as they incur huge overheads. 
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The filtration technique proposed in Chapter 3 limits the overhead as it applicable only to 

the last gate in the logic path.  

CDN, which usually has very high capacitance, is becoming increasingly vulnerable to 

SEU [34-36], [42]. Studies have shown that the last 3-4 local drivers are vulnerable to 

SEU. A strike on one of the local clock buffers in the CDN may manifest as an incorrect 

clock pulse at many latching elements increasing the SER of the circuit considerably 

[42]. Previous work on SEU mitigation on CDN requires redesigning the sensitive buff-

ers (last 3-4 clock buffers) which will lead to increase in the fan-out capacitance of the 

previous stages. Since the CDN is designed for strict timing constraints the increase in 

capacitance may need redesign of at least some portion (local clock distribution network) 

if not the entire CDN. This again increases the burden on the designer. Moreover, the au-

thors of [34] do not propose the hardening of the leaf cell in CDN for SEU. In our ap-

proach, we propose a filtration method by which the SEU on clock buffers are filtered at 

the leaf node and also the leaf node is made very resilient to SEU. The hardened leaf 

node does not increase the fan-out capacitance of the previous clock buffer. Hence, no 

redesign of CDN is required. This reduces the burden on the designer. The hardened 

clock leaf driver may be designed once per technology node and can be reused thereafter.  

In this thesis, we propose novel solutions for reduction of SER in both combinational 

logic as well as clock distribution network. Our approach deals with reducing the SER by 

filtering the SEU propagating from upstream logic. We try to take advantage of the fact 

that SEU can be filtered based on the pulse width of the propagating pulse. Both of our 

solutions concentrate on filtering the SEU at the last stage thereby decreasing the burden 

on the designer. More study on SEU pulse shaping with technology scaling helps to in-
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crease the understanding of the problem of SEU propagation. SEU hardening techniques 

that solve the problem at the sink (last stage) may find more prominence as technology 

scaling leads to more sensitive gates!  
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