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Abstract 

In recent years there has been an explosion of devices and systems 

capable of displaying stereoscopic 3D images. While these systems provide an 

improved experience over traditional bidimensional displays they often fall short 

on user immersion. Usually these systems only improve depth perception by 

relying on the stereopsis phenomenon. We propose a system that improves the 

user experience and immersion by having a position dependent rendering of the 

scene and the ability to touch the scene.   

This system uses depth maps to represent the geometry of the scene. 

Depth maps can be easily obtained on the rendering process or can be derived 

from the binocular-stereo images by calculating their horizontal disparity. This 

geometry is then used as an input to be rendered in a 3D display, do the haptic 

rendering calculations and have a position depending render of the scene. 

The author presents two main contributions. First, since the haptic devices 

have a finite work space and limited resolution, we used what we call detail 
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mapping algorithms. These algorithms compress geometry information contained 

in a depth map, by reducing the contrast among pixels, in such a way that it can 

be rendered into a limited resolution display medium without losing any detail. 

Second, the unique combination of a depth camera as a motion capturing 

system, a 3D display and haptic device to enhance user experience. 

While developing this system we put special attention on the cost and 

availability of the hardware. We decided to use only off-the-shelf, mass consumer 

oriented hardware so our experiments can be easily implemented and replicated. 

As an additional benefit the total cost of the hardware did not exceed the one 

thousand dollars mark making it affordable for many individuals and institutions.  
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Chapter 1: Motivation 
 

The sense of sight is probably the most used for humans. It is the prime 

input to many other complex cognitive tasks like navigation, face recognition, 

reading, visual semantic or even visual attention (Bouguila, Ishii and Sato 2000). 

Scientists and engineers, though the ages have created many mechanisms to 

create and capture images along with devices that allow us to better enjoy them.  

Examples of this is that today we can visually enjoy images and pictures in 

many different mediums and formats, varying from images printed on paper, to 

movies on a screen or even interactive experiences rendered in real time such as 

videogames. Pictures are a bidimensional projection representing a scene, which 

can be synthetically created or captured from optical devices such as cameras 

with lenses. Pictures can be a very accurate depiction of reality but usually they 

are limited on the amount of immersion that they can provide. This happens 

because pictures, even if they are captured using optical systems or rendered 

photorealistically, do not implement the whole set of depth perception cues (like 

stereopsis or motion parallax) resulting in a representation that is far from reality. 

When users hold a picture in their hand or look at it in a normal monitor, it merely 

seems like a plane where the scene was projected onto it rather than a fully 

immersive window to the scene. 

Human perception works by combining input from diverse perceptual 

modalities into a unitary perception of the world (Bouguila, Ishii and Sato 2000). 
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When some of these perceptual modalities are lost, the illusion of being inside a 

virtual reality begins to vanish.  

We can overcome some of these problems by building visual systems that 

implement the missing cues.  For example, depth perception through stereopsis 

can be easily implemented by projecting images taken from a slightly different 

viewpoint for each of the eyes (Wheatstone 1838). We can implement motion 

parallax by tracking the position of the head and displaying a position-corrected 

viewpoint of the scene. We can mix these two previous concepts and implement 

what is called Fish Tank Virtual Reality (Ware, Arthur and Booth 93). We also 

decided to implement some haptic interaction using the recovered scene 

geometry, so that users can touch the virtual elements on the scene and have 

tactile feedback.  

Haptic feedback in recent years has proved to be an important addition to 

increase user immersion. It has been widely used for medical training (Coles and 

John 2011) and other learning experiences (Feygin, Keehner and Tendick 2002), 

robot teleoperation (Çavuşoluğlu, Sherman and Tendick 2002) and even for 

artistic expressions (Frisoli, et al. 2004). 

(Bouguila, Ishii and Sato 2000)  and  (Ikits and Brederson 2004) created a 

multimodal system that combines haptic feedback, head-tracking and uses a 

stereoscopic display. These two systems combine coherent visual clues with 

other senses to increase the user level of immersion, but they costs ranged on 

the hundred of thousands dollars and were not desktop suitable. Nechvatal in his 
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book Immersive Ideals / Critical Distance states, while analyzing the immersive 

consciousness, states that the more senses you include in the experience, the 

more user immersion will become more engrossing (Nechvatal 2009). 

In this thesis we present a multimodal system that would include the 

haptic experience, head-tracking for a position corrected rendering and a 

stereoscopic display.  

We build this system with three clear goals in mind:  

• Our pipeline should be able to plug in with current 3D image creation 

techniques. 

• Our implementation should have a low resource-consuming footprint 

so that it can be used in systems with constrained processing and 

memory capabilities. 

• Our system should only use off-the-shelf hardware so that it can be 

easily replicated and implemented. This would also keep the prices low 

to increase its commercial viability. 

We implemented a system that takes a depth map to create a virtual 

stereoscopic relief that can be not only can be seen from many viewpoints, but 

also can provide the ability to touch it, creating a more immersive experience.  

We decided to encode the scene geometry in a depth map since it can be 

independently calculated on either the rendering process or by calculating the 

horizontal disparity of a binocular-stereo image. This allows the system to have a 

small memory and processing footprint while providing a compact, portable 
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representation. In this way, for example we can save the depth map in the alpha 

channel of an image or in an independent depth map. Since the haptic devices 

provide a finite workspace and resolution, sometimes geometry cannot be 

encoded accurately. We tested a couple of detailed mapping algorithms before 

the depth map gets normalized so that geometry can be saved in a regular 

bitmap and haptic-rendered without losing major detail.  

The system rendering is very fast. It has refresh rates on the order of 1 

kHz running on commodity hardware, mainly because no special rendering 

effects must to be applied and geometry transformations are very simple. 

We used the Novint Falcon (Novint Technologies 2011) as a haptic 

device, the Microsoft Kinect (Microsoft Corporation 2011) as motion capture 

device and the Nvidia 3D Vision (Nvidia 2011) and 120 Hz 3D stereo display to 

have a stereoscopic output. All this hardware can be currently bought in any 

electronics store, and its total cost does not exceed one thousand dollars. 
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Chapter 2: Previous work 
 

Most of the systems that combine the different aspects introduced in this 

thesis are built upon specific requirements, such as surgical teleoperation or pilot 

training. Most of the times, not only do they lack in open documentation but also 

of a general approach for regular customers since they depend a lot on 

application specifics.  

In a virtual reality environment, the sense of immersion is greatly 

enhanced by a multi-modal coherent input. The addition of sensory modes 

greatly enhances presence in the virtual world although conflicting inputs can 

degrade user immersion. Ivan E. Suthernland was one of the pioneers on 

creating multi-modal interactive computer graphics. In (Sutherland 1968) he 

explored the use of a head mounted display to render 3D images. Since it is 

known that motion parallax is more important than stereopsis for depth 

perception, he registered the head movement by using a robotic arm attached to 

users head to interactively correct the rendered image. His results were quite 

impressive for the time. Users successfully perceived depth by stereopsis and 

motion parallax when altering the position of their heads. 

(Ware, Arthur and Booth 93) assembled a system which renders a 

perspective-corrected image using head-tracking that could include a 

stereoscopic display. They called it “Fish thank Virtual Reality”. This system used 

a stereo camera rig in order to find and follow users head position. This system 

produced a very different experience than the head mounted virtual reality by 
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Southerland, even that both of them implemented perspective correction 

according to the head position and a stereoscopic display. In Fish thank Virtual 

Reality the display functions as a window to the virtual world rather than camera 

into the virtual world, providing a different level of immersion. Fish thank Virtual 

Reality is often stereotyped as a non-immersive virtual reality.  

(Ware, Arthur and Booth 93) measured the error reduction when using 

perspective-corrected rendering, by comparing stereoscopic with traditional 

rendering. They validated that when thanks to the head-tracking, motion parallax 

is implemented created a stronger impression of depth than stereopsis. Depth 

perception error got reduced from 22% to 14.7% when using stereoscopic 

displays, 3.2% when using head-tracking and only 1.3% when using both head-

tracking and a stereoscopic display at the same time. 

(Swapp, Pawar and Loscos 2005) introduced a system that combines a 

haptic device and a stereoscopic display acting in a co-located space in order to 

model interactions with objects in the virtual world. Their system consists of a 

three by three projected screen and an apparatus that provided haptic feedback 

by having a ball connected to a set of metal threads on which the system can 

apply the desired forces. Their results were quite impressive.  

(Arsenault and Ware 2000) introduced a system in which they combined a 

stereoscopic display and a haptic device acting in a collocated space adding 

perspective correction using head-tracking. In this study motion parallax proved 

to be a very important depth cue to implement on multi-modal systems in order to 
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enhance immersion. Throughout their experiments they proved an improvement 

by average of 9% on placement accuracy, an improvement of 12% on contact 

sensing and almost a 20% of improvement on both tasks. 

 (Bouguila, Ishii and Sato 2000) also tried to combine stereoscopic 

displays and haptics in a collocated space so that users can coherently feel and 

see when they are grasping a virtual object. For this system they used the Big 

SPIDAR interface (Laroussi, Cai and Sato 97). This system consists of a series 

of strings, holding a ring that works as a handle on a 3D space. Each of the 

strings is connected to a motor that provides the needed force feedback.  Then 

they provide the stereoscopic images through a 3D projector that uses shutter 

glasses. Some other work like (Ernst, Banks and Bulthoff 2000) and (Wall, et al. 

2002) also proved that depth perception is improved when interaction is coupled 

with haptic feedback.  

Figure	
  1.	
  	
  Apparatus	
  of	
  the	
  scalable-­‐SPIDAR	
  (Bouguila,	
  Ishii	
  and	
  Sato	
  2000) 
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Figure	
  2.	
  Hiro	
  III. 

(HIRO III 2008) presented opposed type five fingered haptic interface 

robot, so that it can simulate contact on the virtual world with the fingertips. The 

arm of this robot has six degrees of freedom and the total number of degree of 

freedom is fifteen (one for each finger joint). This system also provides with an 

API so custom development for this robot is easy and accessible.  (Yoshida, et 

al. 2011 ) used this robot along with a 3D retro projector display to allow users 

touch a scene in a virtual co-located  environment.  

(Loscos, et al. 2004) created a system so that people can touch art pieces 

through a haptic device and additionally see them through a stereoscopic 

display. To achieve this they used a two contact point haptic device mounted on 

a exoskeleton with images projected on a CAVE like environment.  

In summary, a significant amount of work has been done in order to 

provide a more immersive experience by completing different depth cues. Almost 
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all of the work includes motion parallax and stereopsis in order to give a stronger 

sense of presence on the virtual reality. This approach provides better results 

when compared to traditional image displaying techniques, reducing the error 

from around twenty percent when using traditional techniques to sixteen percent 

or in some works mentioned above, this error reduces up to eleven percent. 

These results and systems are far from providing a fully immersive experience. 

Our system was built so that we can display the binocular-stereo images 

in a very efficient way by implementing stereopsis through a stereoscopic 

display; motion parallax using head-tracking to feed it into a perspective correct 

rendering; and using a haptic device to provide tactile feedback to the user.  

Our approach was different to other work because we use a depth map as 

input to encode visible geometry. This leads to some advantages, for example it 

can be easily encoded on the alpha channel on the binocular-stereo image or as 

a separate bitmap file; there are no shading calculations since the final color is 

already saved on the binocular-stereo image; and simplifies force calculations for 

the haptic device.  

Additionally, one of our main goals in this system was to make it as 

accessible as possible to developers and users around the world. We 

emphasized the use of off-the-shelf, easily available hardware so individuals and 

institutions can use it for their own interests. The complete cost of the whole set 

of hardware and software used for this system keeps it below the one thousand 

dollars line. This also keeps its commercial availability for all kinds of purposes. 
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Chapter 3: Overview of the proposed system 
 

The use of stereoscopic images on consumer devices had increased 

significantly during the last few years. Today, there are all kinds of electronic 

devices that includes stereoscopic displays such as televisions, videogames, or 

even cell phones. However, users are often limited to enjoy 3D imaging merely 

by staring to the screen having no interaction with the pictures shown.  

The main motivation behind the system described in this thesis was to 

create a more immersive experience when watching 3D pictures. This system 

allows the user to see a 3D picture using a stereoscopic display, to synthesize 

novel point of views by merely changing the position of his head and to touch the 

picture through a haptic device.  

The input data for this system is a simple depth map. This depth map can 

come either from a rendering system or from a horizontal disparity map 

calculated from a binocular-stereo image. To accomplish this, some state of the 

art algorithms were implemented along with a set of custom algorithms. The user 

interaction data was captured by off-the-shelf hardware in order to ensure that 

our experiments can be easily replicated and extended. 
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Chapter 4: Parts of the system 
 

 As seen on Figure 3, our system processes are divided into 4 different 

categories according to the task which they do: 

• Raw Input. These modules get their input from two main sources, directly 

interfacing with hardware or from some files in order to accomplish the 

required task. In our system, for example the haptic device and the depth 

camera modules interface directly with the hardware. On the other hand, the 

rendering system module and the disparity map modules use external data, 

like a 3D scene description or binocular-stereo images, as input.  

 
 

Figure 3. Diagram showing the main modules of the system and its data flow. 
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• Processed Input. These modules get their input from the raw input 

processes and provide digested data to the main system. The head-tracking 

module takes the input from the depth camera, runs some analysis over the 

data and provides the main system with a XYZ coordinate representing the 

position of the head relative to the camera. The depth map geometry 

reconstruction module on the other hand takes a depth map as an input and 

outputs a 3D mesh representing the scene ready to be sent to the main 

system.. 

• Main System. The main system is in charge of controlling and coordinating 

all data coming from the input devices and processing it so output modules 

can consume display the processed data. 

• Output. It takes the processed data from the main system and sends it to the 

hardware that is going to present it to the final user.  

During the rest of this chapter the author will describe the main parts and 

concepts of the system. 

 

Figure	
  4.	
  	
  A	
  user	
  using	
  the	
  system.	
  You	
  can	
  see	
  the	
  many	
  hardware	
  parts	
  that	
  conform	
  the	
  system:	
  the	
  Microsoft	
  
Kinect	
  on	
  top	
  of	
  the	
  3D	
  Screen,	
  the	
  user	
  wearing	
  3D	
  glasses	
  and	
  the	
  Novint	
  Falcon.	
  



	
   13	
  

Chapter 5: Generating the depth map 
 

This system makes use of a depth map in order to give volume to a flat 

monocular or binocular-stereo image. In computer graphics, people often refer to 

a depth map as a bidimensional discrete image (bitmap) which describes the 

relative distance from the viewpoint where the image was rendered to the visible 

elements on the scene for each pixel (Computer Arts 3D world glossary 2011). It 

is often helpful to think about the distances stored in the depth map as an 

discrete representation of a normalized value between zero and one, where 

typically zero represents the minimum value on the depth map (and that is 

farthest away from the camera), and one is the maximum value which represents 

the closest point to the camera. You can see an example in Figure 5. 

 

Figure 5. Depth map generated from the Big Buck Bunny movie (Goedegebure 2008). 
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Depth maps can be obtained in many different ways. The two approaches 

that we explored in this system are obtaining it directly from a rendering system 

and obtaining it from the real world by calculating it from a disparity map from a 

binocular image. We tested a number of algorithms in both categories in order to 

validate our approach. 

The act of calculating a depth map is embedded in the heart of most of the 

rendering systems. In ray tracing rendering systems for example, we can 

calculate a depth map by saving the distance to the closest first intersection for 

each pixel in the image plane if we are only using one sample per pixel. If the 

scene is being sampled using some kind of Monte Carlo integration we should do 

a summation among all the relevant samples at each pixel at the image plane. 

Open GL and Renderman systems calculate a depth map automatically in 

order to discern between hidden surfaces and surfaces that must be visible in the 

final rendered image. The depth buffer, also know as Z buffer, is written after the 

fragment program executes and can be found in the frame buffer object. So in 

the case of rendering systems it is easy to extract the necessary depth map. 

In this study, we also explored getting a depth map from images captured in 

the real world. There are many algorithms known to recover the depth from the 

real world. They range from recovering depth from defocus (Chaudhuri and 

Rajagopalan 1999), using coded aperture (Levin, et al. 2007), using the camera 

motion (Williams 1980) or even using structured light (Scharstein and Szeliski 
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2003). All of them require specialized hardware and only work only in certain 

conditions. 

(Chaudhuri and Rajagopalan 1999) analyze methods for recovering depth 

information by using the degree of defocus in an image. Since the degree of 

defocus is dependent on the lens settings, if we know those parameters the 

amount of blur can be estimated. Hence, it is possible to recover the depth. Its 

results are comparable in quality to the results yielded using disparity map 

algorithms, but it is often used when disparity analysis produces poor errors due 

correspondence errors and does a poor job as the aperture approximates to a 

zero. 

The main draw back from this algorithm is the need of very high quality 

camera lens and that the lens configuration must be known beforehand. It is also 

very dependent on the image spatial resolution. This approach yielded poor 

results on images where real and rendered footage are combined when an 

image is composited with layers from different cameras and lenses or images 

with high amount of post processing. These types of images are often found on 

commercially available blockbusters movies, which were one of the inspirations 

since the inception of this thesis work. We decided not to use this method 

because of its limitation of producing good results on composited images. 

(Levin, et al. 2007) proposed a very similar approach. This time they 

inserted a patterned occluder within the aperture of the lens so that the kernel 

where the out of focus elements get blurred (often called circle of confusion) is 
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known and fixed. This helped to build a better and more accurate depth 

recovering filter for better quality depth maps. Even though (Levin, et al. 2007) 

proved to have better results than traditional depth from defocus algorithms and 

other disparity maps algorithms, the fact that the camera lens has to be 

physically altered limits its availability on common hardware and existing images. 

Depth from motion (Williams 1980) uses a similar principle to disparity 

maps but instead of using a binocular-stereo image to find correspondences this 

algorithm finds them on monocular images across the time dimension when the 

camera moves. The results for this kind of algorithms are very dependent on the 

ability to solve for the movement of the camera and the scene contents. It is also 

hard to formulate solutions when movement of the camera and movement of the 

elements of the scene happen at the same time. Since one of the main goals in 

this thesis is to make every piece of the pipeline as general as possible, these 

algorithms are not useful in the general case because they fail when dealing with 

static images or when the contents of the scene are moving aligned with the 

camera. It also requires bigger efforts of maintenance to fine-tune the algorithm 

for different scenes. 
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Figure	
  6.	
  Normal	
  aperture	
  and	
  coded	
  aperture	
  (Levin,	
  et	
  al.	
  2007) 

 

In 2003 (Scharstein and Szeliski 2003) introduced to the community the 

idea of recovering depth using structured light. Their algorithm consists of shining 

different patterns of structured light from one ore many projectors to the scene. 

This effectively labels each pixel with a unique code, so that finding its 

correspondence in a binocular-stereo image is mostly trivial. The authors of this 

work acknowledge in their paper, that due to the intrinsic nature of this algorithm 

it is mostly useless for real life cases. Moreover, they bounded the contributions 

of their work as merely a tool to produce ground truth depth maps which would 

be used to compare again the results of different disparity map algorithms. 

Because this algorithm requires a structured light source (like a projector or a 

laser) is not commonly used on commercial works, mainly due its intromission on 

the pipeline by requiring to set up the system. Even though commercial systems 

are catching up quickly, such as the Microsoft Kinect, which uses invisible 
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structured light (Microsoft Corporation 2011), they are not available in many 

devices yet and there a few professional productions that use them. 

Different stereo disparity maps algorithms were also implemented for this 

thesis to evaluate its viability. Essentially, a disparity map tells the position 

differences among features in a pair of images (Okutomi and Kanade 1993). In 

the computer vision community, they are often encoded in bitmaps where each 

pixel value indicates a shift either on the horizontal or vertical axis. 

The human vision system exploits this phenomenon to provide us with 

depth perception. Each of our eyes captures a bidimensional projection of the 

world from a slightly different viewpoint. The brain then extracts the depth 

information by finding feature shifts on the projections. This phenomenon is 

called stereopsis (Wheatstone 1838). 

A typical stereo camera configuration is given in figure 7. 

 

There are two different cameras that take a picture from slightly different 

view angles. Since a disparity map is essentially a shift of position of feature in a 

pair of images along an axis, both images have to be coplanar. Disparity in this 

case is horizontal. D is the separation among each cameras, and it is parallel to 

the X axis. Then, if f is the camera focal length and d is the disparity of the object 

point projected on each picture, the depth can be calculated as following 

(Chaudhuri and Rajagopalan 1999): 



	
   19	
  

 

Figure 7. Stereo camera rig (Chaudhuri and Rajagopalan 1999). 

 

𝑧 =
𝑓(𝐷 − 𝑑)

𝑑  

 Binocular disparity map calculation is one of the most active areas in 

computer vision research; therefore many different algorithms have been 

developed. Local (window based) algorithms, such as normalized cross 

correlation (Hannah 1974) and rank transform (Zabih and Woodfill 1994), often 

only use intensity values of neighboring pixels subject to a finite window, making 

implicit smoothness assumptions. On the other hand, global algorithms make 

explicit smoothness assumptions in order to solve the optimization problem that 

minimizes a global function that combines data and smoothness terms 

(Scharstein and Szeliski 2002). Examples of those kind of algorithms are the 
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ones based on graph cuts (Boykov, Veksler and Zabih 2001) or simulated 

annealing (Barnard 1989).  

(Marr and Poggio 1976) described a cooperative algorithm that uses 

associated local constraints to calculate disparities among features on images. 

(Hong and Chen, Segment-based stereo matching using graph cuts 2004) 

presented a segment based on stereo matching algorithm that poses the 

problem as an energy minimization problem, for which they used graph cuts to 

solve it. For each graph cut a disparity plane is given.  

 For our system we decided to use a cross correlation based algorithm 

(Cochran and Medioni 1992). They described an algorithm in which they used an 

area based and feature based primitives to match pixels among each point of 

view in a binocular-stereo image. The area-based processing uses cross-

correlation along with an ordering constraint to provide with an initial smooth and 

dense disparity map. Due to the iterative nature of this algorithm, details are 

introduced in the disparity map when using the featured based primitives on next 

iterations on a Gaussian Pyramid built from the original binocular image. This 

algorithm proved to provide a smooth disparity map when preserving details in 

our experiments. 

Disparity maps also have some drawbacks. The process of creating the 

disparity map is very expensive because of the intrinsic nature of the algorithm of 

looking for corresponding features on both images. There is also an inevitable 
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introduction of noise while calculating the map, so there is a need of the 

introduction of denoising algorithms to have a smooth map.  

For the sake of simplicity and with the intention that our system can be 

used for mass consumption, we chose to calculate the depth map by using 

binocular-stereo images and calculating the horizontal disparity map (Cochran 

and Medioni 1992).  

A disparity map can be directly translated to a depth map by normalizing 

its values so that it can be used on a rendering system. This posed a great 

benefit: it allowed us to use commercially available hardware to capture 

binocular-stereo images to be used in our system or simply using data available 

on binocular-stereo 3D movies. 

Since our system only receives a depth map, it is totally decoupled from 

how it was generated. The system is fed with only a image containing the depth 

information. Common file formats have a color depth that varies from 8 up to 32 

bits in most cases. In our experiments we found out that often the depth maps 

had more resolution than the haptics devices can handle. Therefore we used 

some detail mapping algorithms in order to fit the geometry encoded in the depth 

map in the limited resolution of the haptic device. 

 A simple naive normalization of the depth values produces poor results 

since scene detail is often lost because its values get mapped into a single bin on 

the normalized histogram. To avoid this artifact we decided to implement and 

evaluate a number of detail mapping operators so the high dynamic range of 
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values on the depth map can be mapped to a more limited resolution without 

having to compromise the perceived quality of the geometry reconstruction. 

 Effectively a detail mapping algorithm reduces the contrast from the scene 

value to an adequate range for the containing medium. There is a good variety of 

detail mapping algorithms. Some of them are used only for producing 

aesthetically images, while some others try to reproduce the image as close as 

possible to the original. In Figure 4, there is a comparison between the original 

depth map from a rendering system and the detail mapped depth map, so that 

details can be rendered on the haptic device. 

For this project we had special constraints since we were dealing with a 

depth map rather than a common image. In this case the pixel values in the bit 

map represent the distance from the camera to the object rather than color. 

Maintaining a similar derivative across the pixels is important since this depth 

map is being used as an input to reconstruct the geometry using a mesh. So, in 

this project we were looking for a detail mapping algorithm that allow us to 

compress the values while maintaining relative contrast among pixels rather than 

an algorithm that produced aesthetically results, therefore we focused on local 

detail mapping algorithms. These detail mapping algorithms are in essence very 

similar to what we call tone mapping algorithms. 
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Figure 8. The bunny on the right is the depth map straight from the rendering system, there is little 
detail that can be render in a device with limited resolution. The image on the right is the depth map 
after being detail mapped; the details can be appreciated with the naked eye. 

	
  

 The most basic detail-mapping algorithm consists on merely normalizing 

the values on the original image and scales them back to an appropriate depth 

color resolution for the containing medium or applying a function such as a cubic 

root or a logarithm to the luminance values. This algorithm is very naïve and 

often ignores image contents. If we merely normalize and scale back the values 

to a quantized grid, there is a big risk of losing scene details because several 

different values on the original image can be map into a single bin in the 

histogram of the tone map image.  

 (Chiu, et al. 93) proposed a local spatially non uniform algorithm to do 

tone mapping that uses normalization as base of its algorithm. Then they applied 

a gamma correction and error minimization algorithms based on gamut mapping 

(Glassner, et al. 1993) and brightness mapping (Tumblin and Rushmeier 1991). 

This algorithm was originally intended to display  high dynamic range pictures on 

the old monochromatic display that had a resolution of only 4 bits. However it can 

be easily extended from 8 to 32 bits or more without any problem. This algorithm 
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does a good job while preserving detail in the low dynamic range image, but 

produces halos on regions near to high frequencies.  

 (Durand and Dorsey 2002) presented a technique that reduces the 

contrast of the image while preserving details. To achieve it, they do it by doing a 

two scale decomposition of the image by separating the base from the detail of 

the image. Only the base got its contrast reduced. They do it by applying a 

bilateral filter, which is an edge preserving filter. This is a non linear filter where 

each pixel, in the spatial domain, is weighted by a Gaussian and if big differences 

appear in its derivative, the value of this Gaussian is decreased. This tone 

mapping algorithm effectively lowers the contrast among the base and keeps 

detail in the image without any strange artifacts like banding or halos. 

 Since in our system uses a depth map which is encoded as a grayscale 

image, the tone mapping algorithm to use only has to deal with luminance. Due 

to its simplicity, we decided to use the (Durand and Dorsey 2002) along a tone 

mapping tool that allows us to specify a custom function in order to weight the 

different bins in the histogram, while using the bilateral filtering to preserve detail. 

We provide more detail about our implementation in chapter 9. 
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 Chapter 6: Stereoscopic display 
	
  

 Typically displays like the ones we typically find in our offices or cell phones can 

only show bidimensional images without any depth, because they project exactly the 

same image to each of the eyes. Much engineering effort has been put in order to create 

displays that create three dimensional images in where users can perceive depth. 

 (Wheatstone 1838) created what probably was the first 3D display of the history. 

He created a head mounted device, similar to today’s glasses, which presents a slightly 

different image in front of each eye, effectively multiplexing spatially the binocular-stereo 

image, in order to prove the phenomenon of stereopsis. At that time, 1838, he used 

hand drawn pictures; nevertheless people soon started using binocular-stereo pictures 

with the advent of photography.  

 There are many techniques to build stereoscopic displays that vary from 

using a stereoscope (Wheatstone 1838) such as free viewing (Erker 2011), cross 

viewing (Erker 2011), head mounted displays, polarizing or filtering glasses 

(Jorke and Fritz 2006), color anaglyphs (Gernshein and Gernshein 1969), 

lenticular prints, and parallax barrier (Isono and Yasuda 1994). 

 Free viewing and cross viewing (Erker 2011) multiplex a binocular-stereo 

image spatially as well. These techniques present a binocular-stereo image, on 

which each viewpoint is presented side by side in the horizontal axis, and then 

ask the users to correctly focus and orient their eyes to be able to perceive depth 

on the image. Free viewing, also known as Parallel Stereo, requires users to 

focus on a nearby plane while orienting their sight on the far infinite, so that when 

watching the binocular-stereo image just in from of them, the left image projects 
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to the left eye and the right image projects to the right eye. Cross viewing, on the 

other hand, does exactly the opposite. Users must focus on a far plane while 

orienting their sight on a nearby object. In this way the left image gets projected 

to the right eye and the right image gets projected to the left image. 

 Free viewing and cross viewing do not require the use of glasses and can 

be implemented in any existing display hardware as long as the resolution allows 

it, since these techniques are merely multiplexing the image on the spatial 

domain. On the other hand, these techniques have a steep learning curve and 

often produce fatigue and discomfort to most of the users. 

 

 

Figure	
  9.	
  Protein	
  visualization	
  rigged	
  to	
  perceive	
  depth	
  according	
  to	
  the	
  indicated	
  technique	
  (Del45	
  2009). 
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Anaglyphs (Wihelm 1853) have been a very popular technique since the 

early sixties to deliver a stereoscopic 3D effect. This technique consists on 

having a color-coded picture in which each of the viewpoints is rendered using 

chromatically opposite color schemes. These images are later revealed by using 

glasses where the lenses are also chromatically opposite, so that they filter out 

their corresponding layer on the display device letting go through a different 

image for each eye.  

One of the most popular color schemes for anaglyphs is the use of red 

and cyan, often using red for the left eye and blue for the right eye. This 

technique is one of the most widespread for stereoscopic vision and has been 

widely used in the last fifty years, mainly because of its low cost of 

implementation and the fact that high-end glasses are not required for most of 

the applications. There are implementations where the image is just printed in 

plain paper and the glasses are built using cardboard and inexpensive tinted 

plastic for the lenses. The original technique by (Wihelm 1853), which uses red 

and cyan color schemes, poses a limited color rendering ability although it is the 

most commonly used. Few other chromatic schemes have been proposed in 

order to provide better color rendering abilities.  

ColorCode 3D (Sorensen, Hansen and Sorensen 2001) uses and amber 

(red + green + neutral gray) and a pure dark blue lens along with optional 

correction lens. It offers a much better color rendering than traditional anaglyphs 

(red and cyan) but produces a dark image, therefore a dark room is needed 

along with a very bright image. Recently, on 2007 TriOviz (TriOviz 2010) 
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introduced the INFICOLOR anaglyphs. TriOviz used a patented color schemes 

that was called complex magenta and complex green. This anaglyph system  can 

be used with traditional bidimensional screens and television sets that allows the 

perception of natural and vibrant colors. Also when observed without glasses a 

slight and almost unnoticeable doubling can be noticed on the background.  

 

 

Figure	
  10.	
  Anaglyph	
  representing	
  the	
  visualization	
  of	
  a	
  Ribosome.	
  This	
  Anaglyph	
  is	
  intended	
  to	
  be	
  used	
  with	
  red	
  
and	
  cyan	
  glasses	
  (Vertrees	
  2011). 
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 Parallax barrier (Berthier 1896) consist of a partial occluder put in front of 

an interlaced image source, such as a liquid display. This occluder is composed 

of a series of precision horizontal slits, allowing when the head is in the correct 

position to see a different set of pixels when the head is in the correct position. 

This solution is very inexpensive to build, because it merely adds a precision 

occluder that sits in front of a bidimensional display. The greatest drawback of 

this technique is that it requires a fixed position of the viewpoints in its most basic 

case (two images). If broader view angles are needed a bigger amount of 

interlaced images are required. For example a Toshiba 21 inch 3D display that 

uses the parallax barrier technology needs 9 pair of images to cover a viewing 

angle range of 30 degrees (Toshiba 2010). 

  Lenticular displays (Lippmann 1908) use a thin layer of contiguous lenses 

over a bidimensional display to render project a different image according to the 

viewpoint. There are two different schools of thought for 3D displays using 

lenticular displays. The first one uses the lenses on the lenticular layer to show a 

different set of pixels for each eye; it is similar to the parallax barrier method.  

 

Figure	
  11.	
  Comparison	
  between	
  the	
  parallax	
  barrier	
  method	
  and	
  the	
  lenticular	
  screen	
  method.	
  Where	
  𝒄𝟏	
  and	
  𝒄𝟐  	
  
are	
  the	
  cameras	
  viewpoint,	
  B	
  is	
  the	
  parallax	
  barrier,	
  L	
  is	
  the	
  lenticular	
  screen	
  and	
  I	
  is	
  the	
  interlaced	
  binocular-­‐stereo	
  

image	
  (Cmglee	
  n.d.). 
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The second, is lenticular displays. It is an array on lenses that are put on 

top of an interlaced image allowing the user to perceive the stereopsis. This 

process consists of two steps. First, the images to be projected to be used must 

be interlaced in a bidimensional image so that the lenses layer can help to 

deinterlace the image according to the viewpoint. Even though the process can 

display 3D images without the need of any glasses it is usually a very expensive 

solution. The cost of these displays actually increases according to the number of 

viewpoints they can render; nowadays commercially available displays nowadays 

can render up to 64 viewpoints. Content bandwidth is also a big problem with 

stereoscopic displays, since an underlying resolution is needed for the interlaced 

image of the desired resolution times the number of viewpoints.  

There will always be a tradeoff among the desired resolution, the number 

of viewpoints and the resolution provided by the underlying display for the 

interlaced image. For example, if you want to render sixty four viewpoints at a HD 

resolution (1980 x 1200 pixels) you will need an underlying resolution of at least 

126,720 x 76,800 pixels. In 2011, having a device able to process and display 

that amount in pixels is rare and very expensive.  

 We decided to use a Liquid Crystal Shutter Glasses solution provided by 

Nvidia (Nvidia 2011). This solution works by using an alternate frame sequencing 

imaging system on a 120 Hz LCD monitor synchronized with a pair of Liquid 

Crystal Shutter Glasses that have the property of darken when a current is 

applied working at the same frequency. This imagining system renders an 

alternate sequence of binocular-stereo full size images from each of the 
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viewpoints for the binocular-stereo picture, so that the shutter glasses only allows 

to see one eye a viewpoint, and then allows the other eye to see the image 

rendered from a different viewpoint. This effectively produces the phenomenon of 

stereopsis when refresh rates on the display are greater than 60 Hz. Although a 

minimum refresh rate of 120 Hz is recommended to fully eliminate flickering. 

 This method eliminates the ghosting problem often shown in other 

methods, such as anaglyphs or with polarized glasses. However, since each lens 

is effectively darken half of the time, the luminance perceived from the display is 

dimmer. 

For the Nvidia 3D vision solution, the implementation was straightforward. 

The video card renders automatically the binocular-stereo image when using the 

Direct X framework or it can it can be also custom coded by developers if they 

use the proprietary NVAPI by using the quad buffered mode. In this way 

developers can either choose how the binocular-stereo image gets rendered or 

control different parameters, such as the screen depth (convergence) or stereo 

separation. The shutter glasses use a wireless IR protocol to synchronize them 

with the refresh rate of the monitor.  

This process will help with the adoption of the system. By choosing a 

standard, mass consumer oriented hardware we ensure an easy-to-replicate 

architecture that will allow people around the world to use this system as a base 

to implement new functionalities. 
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Head-tracking refers to the act of registering the 3D position of the head of 

a user at any given time. In our system, we use the head-tracking functionality to 

correctly render image to the user perspective. In order to do this we simply 

capture the position of the head and then use this information as input 

parameters to calculate the position of the camera on Direct X. Since the units of 

the head-tracking system differ from the ones we used on the Direct X 

application, we must do some calibration so that the coordinates transformation 

mapping are coherent.  

Much effort in the research community has been invested to develop a 

wide variety of head-tracking algorithms under different approaches. (Black and 

Yacoob 1995) explored the use of optical flow to build a model in which they 

follow rectangular planar patches defined by the different parts of the face, to 

later calculate their affine transformation. (Azarbayejani, et al. 1993)  and (Jebara 

and Pentland 1997) used feature point tracking to locate distinctive parts of the 

face, like the corners of eyes or mouth. Skin color was also used by (Yang, et al. 

1998) to create an adaptive stochastic model.  

Many other researchers have also used textured geometry as a mean to 

track head position. (La Cascia, Isidoro and Sclaroff 1998) used a textured 

cylinder as a head model while (Schödl, Haro and A. Essa 1998) used a 

polygonal head model that is matched with the incoming video stream. Stereo 

reconstruction, (Yang and Zhang 2002) and (Newman, et al. 2000), is one of the 

most accurate systems to do head-tracking, mostly because of its native 
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tolerance to occlusion and redundancy of information. It recovers the geometry 

from a multipoint camera system to find face features on the 3D space.  

 Following the philosophy of using off-the-shelf and commercially 

available hardware, we decided to use the Microsoft Kinect (Microsoft 

Corporation 2011) motion capture device. This hardware was originally 

conceived to be used with the Microsoft Xbox 360 (Microsoft Corporation 2011) 

to provide a controller-free gaming experience. It uses a special combination of 

hardware and software in order to provide multi user motion capture capabilities. 

Moreover Microsoft Research has developed an easy to use and very well 

documented API which it has been made available to developers (Kinect for 

Windows 2011). 

  The Microsoft Kinect works by using an infrared random laser grid 

projected on to the scene combined with a CMOS infrared sensor and a color 

CMOS sensor. Then, the hardware then sends an 8-bit 640x480 pixels depth 

video stream along with a correlated 24 bits 1600x1200 pixels color video stream 

at 30 frames per second through a proprietary USB connection to the computer 

to be analyzed (Shotton, et al. 2011). Additionally, it also holds two analog 

microphones along with an array of 4 digital microphones. 
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Figure	
  12.	
  Infrared	
  picture	
  showing	
  the	
  structured	
  light	
  projection. 

 The idea behind generating a depth map from structured light is simple. If 

you have a light source with a certain offset on the projector side, the spot of light 

is shifted according to the distance it is reflected back from when the light beam 

gets projected into the scene. So if you can track every spot on the projected 

infrared random laser grid you can have a good reconstruction of the scene 

geometry. The Kinect does this geometry reconstruction in a 11 bit depth map 

and it  is done directly in the Kinect hardware by the Prime Sense PS1080-A2-

SoC image sensor processor (Freedman, et al. 2010). This allows the system to 

work in low light conditions, resolves silhouette ambiguities and provides a 

calibrated scale estimate along with a color and texture invariant result. 

 Once the video stream is received at the host computer, the drivers 

analyze the incoming depth data to provide accurate motion capture data. 

(Shotton, et al. 2011) solved this problem by treating it as an object recognition 

problem. They first segment the depth map, without using any temporal clues, 
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into a dense probabilistic body part labeling, with the parts defined to be spatially 

localized near skeletal joints of interest. Then they reproject the inferred parts 

into world coordinates to localize spatial modes of each part distribution to 

generate a confidence-weighted proposal for the 3D locations of each skeletal 

joint.  

For the training data, they relied on a large database of synthetic images 

of human in many shapes and sizes in varied poses, which were gotten from 

motion capture of human actions. This database is latter used to train a 

randomized decision forest classifier with thousands of training images.  This 

approach have many advantages over state of the art approaches, since it’s 

discriminative approach naturally handles self occlusions and poses cropped by 

the image frame. It also provides results that are very accurate and stable 

because they do not have any temporal dependency. 

 

Figure	
  13.	
  Body	
  part	
  labeling	
  results	
  from	
  the	
  Kinect.	
  Excerpt	
  from	
  (Shotton,	
  et	
  al.	
  2011). 
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 All of this computation is done automatically by the Prime Sense drivers 

and Microsoft Kinect libraries. The developer main task while using this data 

relies merely on initializing the hardware, querying for a specific joint (the head in 

this case) and realizing any object created at run time when the application ends 

being used. 
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Chapter 7: Haptics 
 

 Haptic technology, or haptics, refers to a set of tools and techniques that 

provides the final users the sense of touch by providing tactile feedback by 

applying forces, such as vibrations or motions when interacting with virtual 

environments. It is often described as “doing for the sense of touch what 

computer graphics does for vision” (Robles-De-La-Torre 2009). The act of 

providing information on how to deliver tactile sensations to the user is often 

called haptic rendering. 

Mainly, there are mainly two types of haptic devices: One-way haptic 

devices that only provide tactile feedback, like the cell phone vibrator motors.; 

and two-way haptic devices, that in addition to provide tactile feedback also 

works as an input devices, often in a form a pointer, such as the Phantom 

devices (Sensable 2011).  

Essentially a haptic device consists of a programmable motor which 

produces forces that can be sensed with the touch. There are many different 

types of underlying technologies that power the haptic devices, including electric 

motors like (Roberts, Slattery and Kardos 2000) and (Bach-Y-Rita, et al. 1969), 

pneumatic pressure (Yobas, et al. 2003), electric actuators [ (Sensable n.d.), 

(Kawai and Yoshikawa 2000) ] and electro vibration based (Bau, et al. 2010). 

The haptic devices also vary on the degrees of freedom that they can have. On 

one hand for example, (Yoshikawa, et al. 1995) created a one-degree-of-freedom 

impedance display that can simulate friction while interacting with virtual objects. 
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On the other hand, there are very complex haptic devices such as the multi-

degree of freedom hand exoskeleton (Avizzano, et al. 2000). In which every 

finger has three degrees of freedom in correspondence to the human finger 

flexion axes.  

Haptic rendering is also a very important part of the haptic system. Most 

haptic rendering systems use interpolated normals to calculate the force vectors 

to be used by the haptic device. (Morgenbesser and Srinivasan 1996) proposed 

a model analog to the phong shading algorithm, which refers to a controlled 

variation on the surface normals in order to give the illusion of touching a non-flat 

continuous surface on a nominal flat surface. This can effectively reduce 

computation times because there is no need of a high resolution model in which 

collision detection must be implemented. Instead we can use a low resolution 

model and user’s perception would be equivalent. (Hayward and Yi 2003) 

proposed a similar method in which surfaces normals are needed and instead it 

calculates forces change of height among vertices. (Avila and Sobierajski 1996) 

proposed quantizing surfaces and models into touchable voxels in order to easy 

collision detection. 

In this project, we needed a bidirectional haptic device that could serve as 

a 3D input on our system as well to provide feedback. There are many different 

haptic devices commercially available that would fit our technical needs. We 

found several devices that can accommodate our needs such as the Sensable 

Phantom (Sensable 2011). This device is mostly used for high-end applications 

on research laboratories and high end training programs, like surgeon training. 
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The cost of this product is over USD $30,000, which makes it prohibitive to the 

end user mass market.  

 For this project we decided to use the Novint Falcon (Novint Technologies 

2011). The Novint Falcon is a bidirectional haptic device that uses 3 arms to 

position a detachable handle on a 4 inches by 4 inches by 4 inches 3D touch 

workspace, a position resolution of 400 dot per inch, a force capability of up to 

two pounds and a refresh rate of 1 kHz and connected to a host computer 

through a USB connector (Novint Technologies 2011). Novint Technologies 

provides with a Software Development Kit (SDK) to easily implement any kind of 

haptic interaction with the Novint Falcon. Although the technical specifications of 

this device seem to be lower than the Sensable Phantom, its price is more 

affordable and hence easily accessible for the final user, starting at only $250 

USD. the Novint Falcon was the best device to use for this work, since our goal 

was to create a system under one thousand dollars, with off-the-shelf, easily 

accessible hardware.  

Now that we have described the stages of the proposed system, in 

chapter 8 we are going to describe in detail the main algorithms that we use for 

our experiments. 
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Figure	
  14.	
  The	
  Novint	
  Falcon	
  (Novint	
  Technologies	
  2011)	
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Chapter 8: Disparity Map 
 

 One of the most important parts of our system is to obtain the geometry 

from the scene to be rendered by feeding the system with a depth map. For 

example, rendering systems can produce a depth map that describes distance 

from the image plane to the nearest objects in the scenes. This depth map is 

easily obtained with rendered images. In this section we will describe how to 

obtain it from a binocular image.  

 To obtain depth information from the real world the research community 

has proposed many different approaches and systems. You can find a survey of 

these approaches in the introduction chapter of this thesis. One of the most 

reliable ways to capture depth information from the real world is by calculating 

the horizontal disparity map from a binocular-stereo image. This essentially 

calculates the distance of a feature on the left image of a binocular-stereo image 

to the corresponding right image, on the horizontal axis. For this system, we 

decided to implement the algorithm of (Cochran and Medioni 1992) which will be 

discussed in greater detail further in this thesis.  

Rectifying the epipolar line 
 

 Calculating a disparity map can be described as finding the Euclidean 

bidimensional distance in a plane among features presented on both images on 

a binocular-stereo image. Sometimes when capturing or rendering the binocular-

stereo image, camera planes are not coplanar, and it increases the difficulty of 

finding feature correspondences among the left and right images.  
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One method to simplify feature correspondences search is by rectifying 

images so that they share the same image plane, which reduces the search 

space into only one dimension. Now feature correspondence search now has to 

be done in the horizontal axis only (corresponding rows of the rectified images), 

which are parallel to the baseline between cameras. Furthermore, since we know 

images are located either right or left from each other, finding a feature from the 

left image on the right image should be only done to the right on the horizontal 

axis of the right image and vice versa, reducing search time. 
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Figure	
  15.	
  Planar	
  rectification.	
  (R1,	
  R2)	
  are	
  the	
  rectified	
  images	
  for	
  the	
  (I1,	
  I2)	
  pair.	
  P	
  
is	
  the	
  image	
  plane	
  parallel	
  to	
  the	
  baseline	
  between	
  cameras	
  (C1,	
  C2). 
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The standard rectification process is straightforward. It consists on finding 

a plane that is parallel to the baseline between the camera center points. Then 

we should find the transformations that reproject the images to this plane. This is 

illustrated on figure 5. 

We used a similar method based on (Szeliski 2010). Since parallel lines 

remain parallel under affine transformations, we can recover, for the pair of the 

given binocular-stereo images, the affine properties by using the transformation 

matrix H1, which maps the vanishing line into the line at infinity 𝑙!. 

Given a pair of parallel lines for each image 𝑙(!), 𝑙(!) and 𝑚(!) and 𝑚(!), 

where 𝑙(!) ∥    𝑙(!) and 𝑚(!)𝑎  𝑚(!). This set of line on a perspective-distorted image 

will interest at the vanishing point 𝑝(!) and 𝑝(!). The line formed by connecting 

𝑝(!) and 𝑝(!) is the vanishing line 𝑙 =    (𝑙!, 𝑙!, 𝑙!)!. So that if we have it in 

homogeneous coordinates: 

𝑝(!) =    𝑙(!)  ×  𝑙(!), 

𝑝(!) =   𝑚(!)  ×  𝑚(!), 

𝑙 =   𝑝 !   ×  𝑝 !  

Equation (1) 

If we apply the transformation using the homography H1, we get:  

𝐻! =
1 0 0
0 1 0
𝑙! 𝑙! 𝑙!
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Equation (2) 

 The vanishing line will be mapped in to the line at infinity 

𝑙! =    (0,0,1)! 

Equation (3) 

If we do the inverse transform of H1, we can prove the correctness of 

equation (3). 

𝐻!!! =

1 0
−𝑙!
𝑙!

0 1
−𝑙!
𝑙!

0 0
1
𝑙!

 

And, 

𝐻!!!𝑙 =    (0, 0,1)! 

Once we have calculated the affine rectified image Ia, we should remove 

the affine distortion, therefore we must find the affine transformation matrix: 

𝐻! =   
𝐴 𝑡
0 1

, 

Such that, 

𝐻! =   𝐻!𝑋! 

where Xs is the image on the real world. 

If we have a pair of orthogonal lines, 𝑙 ⊥   𝑚. 𝑙!,𝑚!  will be the transformed 

lines under the affine transformation H2. We know that: 
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𝑙!
𝑙!
,
𝑙!
𝑙!

𝑚!

𝑚!
,
𝑚!

𝑚!

!
= 0 

then 

𝑙!𝑚! +    𝑙!𝑚! =    𝑙!𝐶!∗𝑚 = 0 

where 

𝐶!∗ =   
1 0 0
0 1 0
0 0 0

 

describes the dual degenerate conic. Since 𝐶!∗
! =   𝐻!𝐶!∗ 𝐻!!, we have 

𝑙!𝐶!∗𝑚 = 𝑙′!𝐻!𝐻!!!𝐶!∗
!𝐻!!!𝐻!!𝑚! =    𝑙′!𝐶′!∗ 𝑚! = 0 

Therefore,  

𝑙′!𝐶′!∗ 𝑚! =    𝑙′!𝐻!𝐶!∗ 𝐻!!𝑚 

= 𝑙′! 𝐴 𝑡
0 1

𝐼 0
0 1

𝐴! 0
𝑡! 1

𝑚! 

= 𝑙! 𝐴𝐴! 0
0 0

𝑚! 

We have 

𝑙′!, 𝑙′! 𝐴𝐴! 𝑚′!,𝑚′! ! = 0 

In order to get A, let S = AAT, where 𝑆 =   
𝑠!! 𝑠!"
𝑠!" 1  because S is 

symmetric. 
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𝑙!!𝑚!
!, 𝑙!!𝑚!

! + 𝑙!!𝑚!
!

𝑠!!
𝑠!" =   −𝑙!!𝑚!

! 

Since S can be written as S = UDUT, where U-1 = UT, and we know that 

𝐴 = 𝑈   𝐷𝑈!, we find that H2 and the transformed image is 𝑋 =   𝐻!!!𝑋!. 

Disparity Map Construction 
 

 In its essence, a disparity map describes the difference of location among 

corresponding pixels of the same scene of images taken at different angles and it 

is often used to reconstruct scene depth information. The process itself is a 

difficult problem and it is ill posed. The process of finding accurately 

corresponding pixels on quantized images is very prone to find mismatches 

introducing noise to the final disparity map, specially on texture less regions and 

regions where disparity is discontinuous. 

 There are two different main ways to create disparity map. Window-based 

algorithms calculate what the disparity map is by taking into account only the 

intensity of pixels in a finite neighborhood or window. These kinds of algorithms 

produce very good results on images with high amount of textures, however they 

produce very noise results on regions with constant colors and tend to blur the 

disparity map where discontinuities are found. There are also global algorithms, 

which make explicit smoothness assumptions and treat the disparity map 

creation problem as an energy minimization problem.   

 For our experiments with the system we decided to implement the best 

algorithms from both kinds of approaches to evaluate their feasibility after dealing 
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with real life images with problems such as some noise on the images due to 

normal errors found on consumer cameras, composited images and images 

produced by a rendering system. 

 The first algorithm we tried was a global algorithm (Hong and Chen 2004). 

For this global based algorithm we used graph cuts in order to find 

correspondences among the rectified images. In this approach, the reference 

image is divided into non-overlapping homogeneous color segments and the 

whole image is represented as a set of planes on the disparity space. Matches in 

this algorithm are done across different segments, rather than on the pixel level 

as in the window based algorithms. As previously mentioned, this algorithm 

poses the disparity map construction problem as an energy minimization 

problem, but this time on the segment space.  

𝐸 𝑓 = 𝐸!"#" 𝑓 + 𝐸!"##$!(𝑓) 

More specifically the energies to minimize are the smoothness energy 

(𝐸!"##$!) that measures the disparity smoothness between neighboring segment 

pairs and data energy (𝐸!"#") that measures the disagreement of segments and 

their matching regions based on assumed disparity planes. The graph cuts 

technique is used to get a fast and approximate solution to the optimal solution.  

 One of the most important assumptions of this approach is that disparity 

discontinuities occur only on the boundaries of homogeneous color segments. 

Therefore any color segmentation algorithm can be used as input for this this 
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approach. For the experiments of our system, mean-shift color segmentation is 

used. 

 It is important to state that each of the segments is treated as a disparity 

continuous surface or a plane. Planes are calculated as following: first the local 

disparity is obtained used a window based algorithm. Then the initial parameters 

are calculated for each color segment. Finally planes parameters are refined 

through fitting them to grouping neighboring segments. 

 Once we have color segmented the image and calculated local disparity 

planes, we should match corresponding planes using graph cuts. 𝑅 is the color 

segments of the reference image and 𝐷 is the estimated disparity plane set. The 

main goal is to find a match 𝑓 that assign each segment 𝑆   ∈ 𝑅 a corresponding 

plane 𝑓 𝑆 ∈ 𝐷, where 𝑓 is both smooth and consistent. Formulated as an energy 

minimization problem can be written as follows: 

𝐸 𝑓 =   𝐸!"#" 𝑓 +   𝐸!"##$!(𝑓) 

Where 𝐸!"#" tells the cost of matching planes and 𝐸!"##$! penalizes 

discontinuities ensuring the smoothness of the disparity map. 

𝐸!"#" 𝑓 =    𝐶(𝑆, 𝑓(𝑆))
!  ∈!

 

where C is: 

𝐶 𝑆,𝑃 =    𝑐 𝑥,𝑦,𝑑   𝑒!!
!
!

!,! ∈!!!
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where P is the disparity plane, S is the current segment and O is the occluded 

portion of S. 

𝐸!!""#! 𝑓 =    𝑢!,!! ∙ 𝛿 𝑓 𝑆 ≠ 𝑓 𝑆!
(!,!!)

 

Where S and S’ are neighboring segments. 𝑢!,!! is proportional to the 

common border length between S and S’. 𝛿 𝑓 𝑆 ≠ 𝑓 𝑆!  has value of 1 if 

𝑓 𝑆 ≠ 𝑓 𝑆! , otherwise 0.  

The pseudo code of the algorithm is presented as follows (Hong and Chen 

2004): 

 

  

For our experiments we used the implementation available for Open CV 

(OpenCV 2011).  

We also implemented a custom disparity map reconstruction algorithm 

based on the implementation that (Beeler, et al. 2010) did for capturing facial 

geometry. First, we started calculating the disparity map by using a cross-

correlation based algorithm, that would be used as input to a pyramidal approach 

1. Start	
  with	
  an	
  initial	
  labeling	
  f.	
  
2. Set	
  success	
  :=	
  0	
  
3. Select	
  in	
  a	
  random	
  (or	
  fixed)	
  order	
  a	
  disparity	
  plane	
  𝑃 ∈ 𝐷	
  

a. Find	
  𝑓! = 𝑎𝑟𝑔𝑚𝑖𝑛  𝐸(𝑓!)  𝑎𝑚𝑜𝑛𝑔  𝑓!  𝑤𝑖𝑡ℎ  𝑜𝑛𝑒  𝛼  𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛  𝑜𝑓  𝑓	
  
b. If	
  𝐸!𝑓!! ≤ 𝐸(𝑓),	
  set	
  𝑓 ∶=   𝑓!	
  and	
  success	
  :=	
  1	
  

4. If	
  success	
  ==	
  1	
  goto	
  2	
  
5. Return	
  f	
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of which results on the lower resolutions serve as input guide on the window size 

for the following higher resolution level.  At each level of this Gaussian pyramid 

are computed at the pixel level so we can have dense matches on our binocular-

stereo images. Then the information about the Euclidean distance among 

features on the horizontal axis are used as a depth map in order to reconstruct 

the geometry by disturbing the z axis position of the vertex of a two dimensional 

mesh geometry. This mesh is then refined by introducing photo-consistency and 

smoothing terms. 

 The first step is to generate the Gaussian pyramid. We do this by 

convolving the original image with a Gaussian function (also called Gaussian 

average or Gaussian blur) to later be scaled down. This effectively allows the 

lower resolution image to contain a local average that corresponds to a pixel 

neighbor on a lower level of the pyramid. Having a pyramid scaling factor of two 

produces the best results using different kinds of cameras  which are often found 

on movies or artistic renderings due to the Bayer-pattern. Also subsampling 

helps to reduce noise. The lowest resolution allowed for the pyramid in our 

system was 128 pixels on the horizontal axis and 128 pixels along the vertical 

axis. If one of the axis dropped bellow that number then the immediate superior 

size is considered the minimum allowable size. 

 Matching starts at the lower resolution of the pyramid. At this level we 

used a three by three window to calculate the normalized cross correlation to 

implement a winner take al block-matching algorithm. Then we do the search for 

matching features in the epipolar line, that given the previously calculated image 
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rectification, it is only done on the horizontal axis. The pixel p in image I is 

matched with all the pixels on the corresponding row on image J, within a given 

area. When the Euclidean distance on the luminance space on a pixel q on 

image J is minimum it’s retained. Then the disparity at p is computed to sub-pixel 

accuracy by computing the normalized cross correlation values of p and q 

between its two neighbors in image J. We know that these two images have a 

epipolar line parallel to the horizontal axis, and that they can only be either on the 

left or the right to each other. The search for a matching feature has only to be 

done in the 𝐼𝐽 direction.  

 Matching is done twice per level. The initial matching computes temporal 

matches for all pixels by using the disparity that estimates of the previous layer. 

Next, we make sure that the smoothness, uniqueness and ordering constrains 

are enforced. If it happens that a pixel doesn’t comply with this constrains, then it 

is rematched by using the disparity estimates of its neighboring pixels that did 

comply with the constrains. This constraints simply accept or reject a pixel to the 

set of matched pixels along the binocular-stereo image. 

 The smoothness constraint is enforced by accepting only those pixels 

where more than half of their neighbors in a 3x3 window differ by a disparity of 

less than one pixel. The uniqueness constraint on the other hand is enforced by 

making sure about the bijectivity of the matched pixels. This means that if a pixel 

p on image I is matched with a pixel q on image J, then pixel q should be a match 

to pixel p. The ordering constrain is enforced by making sure that disparity at 
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pixel p does not exceed the disparity of its right neighbor pixel by more than one 

pixel.  

 Because of the large amount of noise presented in the disparity map, 

some refinement needs to be done. Refinement for this algorithm refers to the 

linear combination of a photometric consistency term and a surface consistency 

term. The photometric consistency term favors solutions with normalized cross 

correlation. On the other hand, the surface consistency term favors smooth 

solutions. (Beeler, et al. 2010) recommends to have these two parameters 

exposed to the user so fine tunes can be made if needed.  These terms are 

driven by a user specified smoothness parameter and a data driven parameter 

which ensures that the photometric term has the biggest weight on regions with 

good feature localization. 

 The disparity map refinement is done with sub pixel accuracy and it is 

updated at each iteration. As mentioned before the refinement is a linear 

combination of an adjustment in the direction of improved photometric 

consistency (𝑑!) and an adjustment in the direction of improved surface 

consistency (𝑑!). Where: 

𝑑! = 𝑓 𝑥 =

𝑝 − 𝑞 − 0.5, 𝜉 − 1 < 𝜉0, 𝜉 + 1

𝑝 − 𝑞 + 0.5
𝜉 − 1 − 𝜉 + 1

𝜉 − 1 + 𝜉 + 1 − 2𝜉0
, 𝜉0 ≥ 𝜉 − 1, 𝜉

𝑝 − 𝑞 + 0.5, 𝜉 + 1 <   𝜉 − 1, 𝜉0

 

 In which given a pixel p on image I and its match on image J, we need to 

calculate the normalized cross correlation of p with q, q and q+1. We use the 
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𝑁𝐶𝐶 =    !!!""
!

 where  0 represents no error and 1 a wrong match. 𝜉!!, 𝜉! and 𝜉!! 

refers to the normalized cross correlation of pixels to the left, current and to the 

right respectively. 

𝑑! =   
𝑤! 𝑑!!!,      ! + 𝑑!!!,      ! + 𝑤! 𝑑!,      !!! + 𝑑!,      !!!

2 𝑤! + 𝑤!
 

Where 𝑤! reduces smoothing across depth discontinuities.  

 

 

Figure	
  16.	
  Examples	
  of	
  the	
  binocular	
  stereo	
  image	
  used	
  as	
  an	
  input	
  and	
  the	
  left	
  disparity	
  map	
  obtained	
  after	
  
running	
  our	
  algorithm.	
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Chapter 9: Detail Mapping 
 

 Our system takes a depth map as input in order to approximate scene 

geometry by using a surface mesh. As we discussed earlier, this depth map can 

come either from a disparity map from a binocular stereo image or from a 

rendering system. In order to maintain simplicity on the system and to make it 

simple to implement and replicate we decided to save this disparity map in any 

bitmap format currently available like the Microsoft Windows Device Independent 

Bitmap (BMP), Joint Photographic Experts Group (JPG or JPEG), Portable Pixel 

Map (PPM), TrueVision TARGA (TGA) or Portable Network Graphics (PNG). In 

order to avoid any noise or artifacts due to image compression we recommend 

using only lossless data compression formats or uncompressed formats. For this 

work we employed only BMP, PNG or PPM files. The use of different formats 

was totally transparent to our system since we relied on the DirectX 11 texture 

library that can automatically read many different formats and convert them to 

DirectX texture format. If the provided texture format is not compatible with the 

current DirectX implementation, then the system must provide an implementation 

to a format understandable to Direct X or a direct conversion to the DirectX 

format. 

 Most of the bitmap formats provide a fixed depth resolution meaning that 

they can only represent a finite number of colors for each pixel. This is a 

problem, since our system is taking this map as a depth map that represents the 

distance from each pixel to the object that is being represented at this position. 
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Distance is a continuous numerical measurement of which resolution is infinite. If 

we try to map the numerical distance values into a finite depth resolution format, 

it can lead to quantization errors on the haptic rendering, which needs to be 

controlled in order to produced pleasing images and results.  

 We call detail mapping to customization of the tone-mapping algorithm 

specially used so that details encoded on the depth map can be rendered on the 

haptic device. Tone mapping is a technique often used on image processing and 

computer graphics to map a high dynamic range image into a lower range image; 

in this way lower range image contains compressed information without loosing 

details from the high dynamic range image. Essentially tone mapping algorithms 

deal with the problem of strong contrast radiance values so that they can be used 

or displayed on lower range systems, while preserving scene detail and color 

appearance that closely matches to the high dynamic range image. 

 There are mainly 2 different kinds of tone mapping algorithms: 

 Global. These are non-linear functions based on the overall image 

luminance and some other variables. First, we must find a function that is optimal 

according to a particular image and every single image is mapped exactly the 

same way, totally independent from the value of surrounding pixels of the image. 

This kinds of algorithms are typically very fast; nonetheless their main drawback 

is the loss of contrast. 

 Local. The parameters of the non-linear function changes at every pixel 

depending on its surrounding neighbors. In other words, the parameters change 
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according to the locality. These algorithms are slower than the global ones and 

they are very prone to artifacts like halos and ringing; generally their results seem 

exaggerated. On the other hand, they are very good while trying to have control 

of local contrast. 

 The simplest and most naïve tone-mapping algorithm is done by 

normalizing pixel values: 

𝐿 =   
𝑌

𝑌 + 1 

 This function maps any radiance values (Y) from 0,∞  to a displayable 

output range of 0, 1 . 

 Since the main goal on tone mapping algorithms is to generate a 

perceptually equivalent low range image from a high dynamic range image, few 

of the tone mapping algorithms exploits properties of the human visual system. 

For example, human eyes cannot perceive the actual intensity for every single 

part of the scene, but it can understand the local intensity variations in different 

parts of the scene. (Durand and Dorsey 2002) exploited this phenomenon by 

suppressing global intensity variations without affecting appearance. 

 In this work we decided to implement a couple of different algorithms to 

analyze their performance and results when applied to high dynamic range depth 

maps. The first algorithm we tried in the experiments for this work is the local 

adaptation model proposed by (Ashikhmin 2002) that also exploits the way 

human vision system perceives images. Tone mapping is implemented by using 
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a linear mapping that is applied locally to the different regions of an image. There 

the contrast does not varies by a big amount, this preventing the formation of 

halos or very dark edges. This is done in two simple steps: 

 1.- Estimate the local adaptation level and contrast. The image is firstly 

segmented into different regions where the contrast does not vary significantly. 

This is done by using the Gaussian average over a small window of neighbors 

surrounding a pixel. Local contrast is defined as: 

𝑐 𝑥,𝑦 =
𝐿(𝑥,𝑦)
𝐿!(𝑥,𝑦)

− 1 

Where L is the pixel luminance and 𝐿! is the local adaptation level which is 

the Gaussian average over the pixel (x,y). 

2.- Apply the tone mapping function. One of the main goals of this paper 

was to have locally linear mapping algorithm that preserves details throughout 

the image. Once we have 𝐿!(𝑥,𝑦) we can apply a tone mapping function (𝑇𝑀(𝐿)) 

which will create a tone mapped image 𝑇𝑀(𝐿!(𝑥,𝑦)). The main purpose of this 

function is to compress the high dynamic range image while trying to preserve 

the overall perception of brightness. By using the formula from stage 1 we can 

have the function for the final mapping: 

𝐿! 𝑥,𝑦 =
𝐿(𝑥,𝑦)𝑇𝑀(𝐿! 𝑥,𝑦 )

𝐿!(𝑥,𝑦)
 

Since the real image can have very high local contrast and we are treating 

it as a Gaussian average over a constant size window it will lead to halos (often 



	
   58	
  

called inverse gradients). (Ashikhmin 2002) deals with this by dynamically 

adjusting the size of the region used to compute the adaptation luminance, so 

that in smooth regions the size is larger than in regions with high level of detail, 

where the windows size often shrinks up to only one pixel. 

 Another tone mapping algorithm we choose to explore in this work is 

histogram equalization for tone mapping. This method is often used to alter the 

global contrast of images; thus through this adjustment the intensities can be 

better distributed through the histogram. This is effectively done by spreading out 

the most frequent intensity values throughout the whole range of the histogram. 

This algorithm is very easy to implement, inexpensive to compute and is 

invertible. If the histogram equalization function is known, then the original 

histogram can be recovered. The main drawback of this algorithm is that it can 

produce undesirable noise while decreasing the usable signal. Due to the global 

nature of this algorithm if parameters are not correct, it also can cause halos and 

darker edges.  

 In our case, we apply this operator over the depth map that is a gray scale 

image 𝑥 .  Let 𝑛! be the number of times the gray level 𝑖 appears. Then the 

probability of occurrence of a pixel at level 𝑖 in the image is: 

𝑝! 𝑖 = 𝑝 𝑥 = 𝑖 =
𝑛!
𝑛 , 0   ≤ 𝑖 < 𝐿 

Where 𝐿 is the total number of gray levels on the whole image, n is the 

total number of pixels on the image, and 𝑝!(𝑖) the histogram value for pixel (x,y), 

normalized to [0,1].  
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We also must define the cumulative distribution function of pixel (x,y) as: 

𝑐𝑑𝑓! 𝑖 =    𝑝!(𝑗)
!

!!!

 

 If we apply a transformation of the form 𝑦 = 𝑇(𝑥), we can produce a new 

image y so that its cumulative distribution function is linearized across the value 

range for a value K: 

𝑐𝑑𝑓! 𝑖 = 𝑖𝐾 

  Using the properties of the cumulative distribution function we can state 

that: 

𝑦 = 𝑇 𝑥 = 𝑐𝑑𝑓!(𝑥) 

 Where T goes from [0,1]. If we want to map back the values to their 

original value we can use the following function: 

 𝑦! =   𝑦 ∙ max 𝑥 −min 𝑥 +min  {𝑥}  

On our experiments we were able to essentially preserve most of the 

detail on the limited resolution haptic device. 

 

Figure	
  17.	
  Detail	
  mapping	
  results.	
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Chapter 10: Rendering from depth map 
 

Once the depth map is generated either from a rendering system or from a 

binocular-stereo disparity map the algorithm to render it is very straight forward. 

This algorithm is very obvious and simple. It doesn’t represent any complication 

while implementing it in most of the cases. 

 The very first thing to do is construct a bidimensional mesh of vertices 

over a 3D space, it is recommended that this mesh is axis aligned so that further 

calculations are simplified avoiding the need to either undo transformations on 

the mesh or to apply transformations to further calculations. It is also 

recommended to implement this mesh in a memory coherent data structure, such 

as a simple struct array, so that we can take advantage of caching mechanisms 

implemented on General Processing Units and Graphics Processing Units.   

 It is also important to remember that rendering systems have conventions 

in the way they represent axis and geometry on screen. The most common 

schemas are left or right handed. Right handed rendering systems like Open GL, 

represent the X axis pointing to the right, Y axis pointing up while the negative Z 

axis points forward. Rotations are counterclockwise around the axis of rotation. 

Left handed rendering systems like Render Man represent the X axis point to the 

right, Y axis pointing up and the positive Z axis pointing forward. Rotations are 

always clockwise around their axis. 
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Figure	
  18.	
  When	
  going	
  with	
  a	
  very	
  high	
  resolution	
  depth	
  map	
  some	
  undesirable	
  effects	
  can	
  appear	
  and	
  can	
  slow	
  
down	
  the	
  frame	
  rate.	
  

	
  

It is important to state that the number of vertex to render depends mostly 

on the scene content and the desired reproduction quality. In our experiments we 

found that not all the times going the highest definition available is the best 

choice. Sometimes high frequency details like fur and hair disrupt the haptic 

feeling and produce visual artifacts on screen. 

Instead, it is wise to experiment with different resolutions that provide 

pleasing haptic and visual sensations, while keeping the signal fidelity at a 

desirable level. In order to achieve the resolution flexibility that allows us to 

experiment with the different the resolution parameters we implemented both the 

bilinear interpolation and the bicubic interpolation algorithms to resample the 

original depth map image. 
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The bilinear interpolation algorithm produces very good results having a 

small memory and processing footprint, although the bicubic algorithm produces 

surfaces smoother that the bilinear algorithm it requires a bigger processing 

footprint. Since the resulting mesh could be saved in a file to be later retrieved for 

our application we recommend using the bicubic algorithm to produce better 

quality 

The bilinear interpolation algorithm works bidimensional grid, by 

performing linear interpolation for each axis, one at a time. Although interpolation 

at each axis is linear, the interpolation as a whole represents a quadratic function 

at the sample position. Suppose that we want to find the value of the function at a 

point 𝑃 = (𝑥,𝑦) where we know the value of this function at the points 𝑄!! =

(𝑥!,𝑦!), 𝑄!" = (𝑥!,𝑦!), 𝑄!" = (𝑥!,𝑦!) and 𝑄!! = 𝑥!,𝑦! .  

If we do the interpolation on the X axis: 

𝑓 𝑅! ≈
𝑥! − 𝑥
𝑥! − 𝑥!

𝑓 𝑄!! +
𝑥 − 𝑥!
𝑥! − 𝑥!

𝑓 𝑄!"   𝑤ℎ𝑒𝑟𝑒  𝑅! = (𝑥,𝑦!) 

𝑓 𝑅! ≈
𝑥! − 𝑥
𝑥! − 𝑥!

𝑓 𝑄!" +
𝑥 − 𝑥!
𝑥! − 𝑥!

𝑓 𝑄!!   𝑤ℎ𝑒𝑟𝑒  𝑅! = (𝑥,𝑦!) 

When doing the interpolation in the Y axis: 

𝑓 𝑃 ≈
𝑦! − 𝑦
𝑦! − 𝑦!

𝑓 𝑅! +
𝑦 − 𝑦!
𝑦! − 𝑦!

𝑓 𝑅!    

If we combine this functions, we can find the estimate of 𝑓(𝑥,𝑦) by: 



	
   63	
  

𝑓 𝑥,𝑦             ≈             
𝑓 𝑄!!

𝑥! − 𝑥! 𝑦! − 𝑦!
𝑥! − 𝑥 𝑦! − 𝑦   

+
𝑓 𝑄!"

𝑥! − 𝑥! 𝑦! − 𝑦!
𝑥 − 𝑥! 𝑦! − 𝑦

+
𝑓 𝑄!"

𝑥! − 𝑥! 𝑦! − 𝑦!
𝑥! − 𝑥 𝑦 − 𝑦! +

𝑓 𝑄!!
𝑥! − 𝑥! 𝑦! − 𝑦!

𝑥 − 𝑥!  

Different than the bilinear interpolation algorithm, whic takes only the four 

surrounding samples near the sampling point, the bicubic takes the 16 samples 

surrounding the sampling point in a four by four grid. Suppose that the function 

values 𝑓 and the derivatives 𝑓!, 𝑓! and 𝑓!"  are known at the four corners of a unit 

square. The interpolated surface can be written like:  

𝑝 𝑥,𝑦 =    𝑎!"𝑥!𝑦!
!

!!!

!

!!!

 

The problem comes when determining the sixteen coefficients of 𝑎!". 

Matching 𝑝(�,𝑦) with the function give us the following equations: 

𝑓 0,0 = 𝑝 0,0 =   𝑎!! 

𝑓 1,0 = 𝑝 1,0 =   𝑎!! + 𝑎!" + 𝑎!" + 𝑎!" 

𝑓 0,1 = 𝑝 0,1 =   𝑎!! +   𝑎!" + 𝑎!" + 𝑎!" 

𝑓 1,1 = 𝑝 1,1 =    𝑎!"
!

!!!

!

!!!
 

And for the derivatives on the X and Y axis: 
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𝑓! 0,0 = 𝑝! 0,0 =   𝑎!" 

𝑓! 1,0 = 𝑝! 1,0 =   𝑎!" + 2𝑎!" + 3𝑎!" 

𝑓! 0,1 = 𝑝! 0,1 =   𝑎!" + 𝑎!! + 𝑎!" + 𝑎!" 

𝑓! 1,1 = 𝑝! 1,1 =    𝑎!"𝑖
!

!!!

!

!!!
 

𝑓! 0,0 = 𝑝! 0,0 =   𝑎!" 

𝑓! 1,0 = 𝑝! 1,0 =   𝑎!" + 𝑎!! + 𝑎!" + 𝑎!" 

𝑓! 0,1 = 𝑝! 0,1 =   𝑎!" + 2𝑎!" + 3𝑎!" 

𝑓! 1,1 = 𝑝! 1,1 =    𝑎!"𝑗
!

!!!

!

!!!
 

And the equations for the derivative of 𝑥𝑦 

𝑓!" 0,0 = 𝑝!" 0,0 =   𝑎!! 

𝑓!" 1,0 = 𝑝!" 1,0 =   𝑎!! + 2𝑎!" + 3𝑎!" 

𝑓!" 0,1 = 𝑝!" 0,1 =   𝑎!! + 2𝑎!" + 3𝑎!" 

𝑓!" 1,1 = 𝑝!" 1,1 =    𝑎!"𝑖𝑗
!

!!!

!

!!!
 

This problem can be formulated as linear system of the form 𝐴𝛼 = 𝑥 

where the unknown parameters 𝛼!" are expressed as: 

𝛼 = 𝑎!!  𝑎!"  𝑎!"  𝑎!"  𝑎!"  𝑎!!  𝑎!"  𝑎!"  𝑎!"  𝑎!"  𝑎!!  𝑎!"  𝑎!"  𝑎!"  𝑎!"  𝑎!!   ! 



	
   65	
  

and 

𝑥 = 𝑓 0,0   𝑓 1,0   𝑓 0,1   𝑓 1,1   𝑓! 0,0   𝑓! 1,0   𝑓! 0,1   𝑓! 1,1   𝑓! 0,0   𝑓! 1,0   𝑓! 0,1   𝑓! 1,1   𝑓!" 0,0   𝑓!" 1,0   𝑓!" 0,1   𝑓!"(1,1)
! 

Once the depth values are resampled we can calculate the corresponding 

depth values for each vertex. Most of the times this calculation will lead to almost 

unperceivable changes on the bidimensional plane. We must have a constant 

multiplier for each vertex so that we can scale the perturbation on the 2D surface 

until we get a pleasant result. 

Some times the most important features of the scene lay between certain 

depth. We can apply certain depth thresholds in order to give more protagonism 

to certain scene elements.  

When testing our experiments we realized that extremely concave 

surfaces lead to vibration problems on the haptic device. To solve this problem, 

we introduced a smoothing term based on the surface derivatives to avoid it. We 

will talk more about this on chapter 12 of this thesis. 

Once the surface has been calculated we must apply the color texture to 

it. This is a very simple task and most of the rendering systems provide 

capabilities to do this. It is important to mention that we must select a shader on 

the rendering system where none of the diffuse or specular components are 

present, only color derived from the texture images should be rendered.  
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Chapter 11: Head-Tracking 
 

In order to complete all of the depth cues needed to implement the fish 

tank virtual reality we must implement a mechanism in order to track the users 

head position. We came with many different solutions that varied in many 

different aspects such as hardware availability, cost, responsiveness and 

accuracy. There are professionally available optical systems that track markers in 

order to capture the 3D position of an element on the scene. This usually rank 

number one on responsiveness and accuracy among all of the other systems. 

However it has many drawbacks that does not align with the goals of our system. 

The cost at the moment of writing this thesis was more than twenty thousand 

dollars, which was prohibitive for the experiments for this thesis since our goal 

was to have a sub one thousand dollar system. These systems also require the 

use of facilities in which a collection of at least 6 different cameras can be 

permanently installed and constant calibration. Additionally there is the need of 

wear markers every time the user needs to use the motion capture system. We 

also tried different facial recognition algorithms, these algorithms worked well 

when certain conditions were meet, but produced poor results when dealing with 

adverse situations such as poor illumination or with the use of the 3D glasses.  

For this thesis we decided to use the Microsoft Kinect (Microsoft 

Corporation 2011) depth camera and its publicly available software development 

kit. The simplicity of its application programming interface, its commercial 
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availability, its low cost and its good performance on most of the conditions made  

it the perfect candidate for our experiments. 

The Microsoft Kinect motion capture system can be divided into two 

elemental parts: the hardware, which captures a depth image; and the software, 

which uses a real time probabilistic algorithm that labels the different body parts 

with per frame initialization. Segmentation is treated as a per pixel classification 

task; in this way a combinatorial search is avoided and since each pixel is totally 

independent, the classifier can be run on parallel for each pixel.  

For training data several realistic depth images of humans in many shapes 

and positions were generated from a motion capture database. This data was 

used to train a deep randomized decision forest classifier, which avoids over 

fitting by using a very large amount of training images that ranges on more than 

five hundred thousand images.3D translation invariance is achieved by doing a 

discriminative depth comparison. Finally, spatial modes of the inferred per-pixel 

distributions are computed using mean shift resulting in the 3D joint proposals.  

In order to classify the samples this work employs a simple depth 

comparison for the features. At any given pixel (x) the features are computed as 

following: 

𝑓! 𝐼, 𝑥 =   𝑑! 𝑥 +
𝑢

𝑑!(𝑥)
− 𝑥 +

𝑣
𝑑!(𝑥)

 

Where 𝑑!(𝑥) is the depth at pixel x in the image I, and u and v describe the 

offset in a normalized space, which is calculated as !
!!(!)

 and ensures its depth 
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invariance. If the pixel lies in the background or it is outside certain threshold, the 

depth probe 𝑑!(𝑥!) is given a large positive constant value. If considered 

individually these features give a week signal of which part of the body they 

belong, however if we take into account the decision forest they provide a 

stronger indication of their correct labeling. 

A decision forest is a collection of T decision trees, each one consisting of 

split and leaf nodes. Each one of the split nodes consists of a feature 𝑓! and a 

threshold 𝜏. To classify the pixel 𝑥 in image 𝐼, we must start at the root and 

evaluate the feature function, which will branch to the left or to the right according 

to the threshold 𝜏. At the leaf node reached in tree 𝑡, the learned distribution 

𝑃!(𝑐|𝐼, 𝑥) over the selected body part label 𝑐 is stored. The distribution is the 

averaged for all the trees in the forest to give a final classification: 

𝑃 𝑐 𝐼, 𝑥 =
1
𝑇 𝑃!(𝑐|𝐼, 𝑥)

!

!!!

 

Each tree is trained in a different set of images. Each tree is trained using 

the following algorithm (Leptit, Lagger and Fua 2005): 

1.- Randomly propose a set of splitting candidates 𝜙 = (𝜃, 𝜏) (feature 

parameters 𝜃 and thresholds 𝜏). 

2.- Partition the set of examples 𝑄 =    (𝐼, 𝑥)  into left and right subsets by 

each 𝜙: 

𝑄! 𝜙 =    𝐼, 𝑥   |  𝑓! 𝐼, 𝑥 < 𝜏  
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𝑄! 𝜙 =
𝑄
𝑄!
𝜙 

3.- Compute 𝜙 giving the largest gain in information: 

𝜙∗ =   𝑎𝑟𝑔𝑚𝑎𝑥  𝐺(𝜙)𝜙  

𝐺 𝜙 =   𝐻 𝑄 −
𝑄! 𝜙
𝑄 𝐻(𝑄!(𝜙))

!∈{!,!}

 

where Shannon entropy 𝐻 𝑄  is computed on the normalized histogram of 

body part labels 𝑙! 𝑥  for all (𝐼, 𝑥)𝜖𝑄. 

4.- If the largest gain 𝐺(𝜙∗) is sufficient, and the depth in the tree is below 

a maximum, then recurse for the left and right subsets 𝑄! 𝜙∗  and 𝑄!(𝜙∗). 

Once all the samples have been labeled we need to find the final positions 

of the joints. A simple way to do it would be to find the global 3D centers of 

probability mass for each part. However, noisy samples could degrade the quality 

of the result. Instead a local mode-finding approach based on the mean shift 

using a Gaussian kernel is employed, where the density estimator per body part 

is: 

𝑓! 𝑥 ∝ 𝑤!"𝑒𝑥𝑝 −
𝑥 − 𝑥!
𝑏!

!!

!!!

 

Where 𝑥 is a coordinate in the 3D space, N is the number of pixels, 𝑤!" is 

a pixel weighting, 𝑥! is the reprojection of the image pixel 𝑥! into world space 
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given depth 𝑑!(𝑥!), and 𝑏! is the learned per part bandwidth. The pixel weighting 

can be calculated as: 

𝑤!" = 𝑃(𝑐|𝐼, 𝑥!) ∙ 𝑑!(𝑥!)! 

Once the user skeleton has been identified and labeled, the Kinect SDK 

simply delivers it, at frequency of 30 frames per second in average, in an array 

with the world coordinates for each joint. In our system we used the coordinates 

of the users head as the world position for the camera, aiming at the center of the 

mesh. We found that even thought this method works on most of the cases, there 

are certain limitation inherited directly from the hardware, like when the users 

figure gets clipped by the camera field of view, when some occlusions appear, 

fast movements or when the user is very close to the camera. We overcame 

these drawbacks with a simple two-step solution in order to provide a smooth 

signal for the head position:  

First, we did a weighted average among the joints that contribute the most 

to the head position: base neck, left shoulder, right shoulder and the head it self. 

Second, we did a Gaussian weighted average in the time domain over the 

weighted position gotten from the previous step. 

Some times, while testing the system, certain individuals were particularly 

sensitive to the camera movement on screen. We decided to parameterize the 

head movement by simply having a multiplier for each of the axis for the head 

smoothed 3D coordinate.  
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Chapter 12: Haptics 
 

In our system we decided to use the Novint Falcon Gaming system. We 

decided to use this system because of its great commercial availability, low 

entrance cost and the big developer community around the product. This will 

ensure that any person who would like to replicate our system could do it with 

any major problems. The Novint Falcon was the first consumer oriented 3D 

Haptic Device that allowed people to virtually touch elements in a scene. The 

Novint Falcon consists of 3 arms connected to a conical body that can 

independently apply forces in different directions so that the user can feel them 

and interpret its feedback as well as the many different sensations, ranging from 

touching an object to feeling inertial forces to the kickback of a pistol. This 

hardware is very precise and can sense movements with submilimiter accuracy. 

Historically Novint has focused more on the software aspects of haptics 

rather than on the hardware side. Novint in its Novint Falcon SDK provides a low 

level driver called HDAL, which stands for Haptic Device Abstraction Layer. This 

driver handles the low level communications between the Falcon microprocessor 

and the computer. There is another high level framework that lies on top of the 

HDAL, named HFX, that is a simple and easy to use set of rules to create 

reaction forces and that is mainly used by videogame studios.  

For our system we decided to use the Haptic Device Abstraction Layer 

framework (HDAL), mainly because it provides low level access to the hardware 
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in order to implement more advanced features. We used this framework by using 

Microsoft Visual Studio 2010 on C++ and Microsoft Direct X 11. 

It is very important to discus the limitations of the sensations that a haptic 

device can produce and those sensations that we can feel in the real world. First 

of all, in the real life we feel object using complete regions of our skin. This allows 

us to evaluate the surface in many parts object at the same time. In just one 

moment we can evaluate the surface texture and the derivatives of the object 

geometry. Meanwhile on the haptic device, since we are sensing just through a 

handle, we must change the position over the time in order to sense object 

texture or any other geometry derivative.  

Another big difference is the sampling rate. in the real world there is an 

infinite sampling rate since geometry, force, distance and time are continuous. 

This means that given any two different times, it is possible to find a third value 

between the two. This also holds for force, distance and geometry position. In 

contrast in the computers world this is different. Given processing power an 

memory limitations, the length and sample rates are discrete. This is, that it is 

possible to have two values that are so close together that the computer might 

think that they represent the same value. In order to overcome this, we must 

have a higher resolution-sampling rate, so that collisions between values are rare 

and give the impression to be continuous. Research have proved that in order to 

have an impression of touching a smooth surface the sampling rates must rely 

between the 500Hz and 1,000 Hz.  
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This numbers are very important, if we do the math we merely have 1 

millisecond in order to do all the calculations needed and deliver the signal to the 

haptic device; that’s why it provides touch feedback to the user. This represents 

a special problem if you have some other complicated calculations such as 

graphics and sound processing linked to your system. Calculations have to be 

done as fast as possible and in a clever way so that you can achieve the required 

sampling rate in order to provide a satisfying sensation to the final user. 

For our system we implemented the spring mass damper model where: 

𝐹! = −𝑘𝑥 

And a damping force of: 

𝐹! = −𝑐𝑣 = −𝑐
𝑑𝑥
𝑑𝑡 = −𝑐𝑥 

Where 𝐹! is the force, 𝑘 is the spring constant and 𝑥 is the position of the 

object, 𝑐 is the damping coefficient. If we treat the mass as a free body and we 

apply the Newton’s second law, the total force applied on the object is: 

𝐹! = 𝑚𝑎 = 𝑚
𝑑!𝑥
𝑑𝑡! = 𝑚𝑥 

Where 𝑎 is the acceleration of the mass and 𝑥 is the displacement of the 

mass relative to a fixed reference. The HDAL API comes very handy to all types 

of programmers. It abstracts most of the low level interaction with the Novint 

Falcon but stills gives the programmer control of every single step in the haptics 

pipeline. The HDAL is implemented as a series of layers: 
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Figure 19. HDAL Layered Architecture (Novint Technologies Incorporated 2008). 

 On the application Layer we can find the two main components that 

interface with the final user experience: the graphics simulation layer and the 

haptics simulation layer.  The graphics simulation layer is in charge of rendering 

the elements on the screen, while the haptics layer is in charge of calculating the 

forces that the haptic device will produce and the actions that it would trigger on 

the scene. The main important task of the programmer is to have these two 
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layers in synchronization, so that the visual feedback the graphics layer provides 

is coherent with the haptic feedback derived from the haptics simulation layer. 

 The haptics simulation component communicates directly to the Haptic 

Device Abstraction Layer (HDAL) through the HDAL API. The main task of the 

HDAL layer is to provide communication with the haptic device so that we can set 

forces to the device and get feedback from it in order to, for example, find the 

position of the grip. This communication is ideally done with a frequency of one 

kilohertz, so that every one thousandth of a second the user can read the servo 

position, calculate the appropriate forces depending of the interaction on the 

application and set these forces on the device. 

 The HDAL driver layer manages a family of drivers that provides an 

abstraction for the communication between the computer and the haptic device 

itself. It basically translates commands given to it on high-level languages to a 

set of commands that the specific Haptics Device SDK can understand. The 

Haptic Device SDK layer is a low level, device specific to set of commands that 

provide an interface to the HDAL drivers in order to communicate agnostically 

with the haptic device. The Haptic Device Communications layer deals with 

internal communications and calculations done entirely on the host side. For 

example, it retrieves the position for each arm on the Novint Falcon and provide 

an access point to this date so that it can be used to calculate the approximate 

position of the grip. 
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 In this chapter we will concentrate on describing the algorithm that 

controls the haptics simulation layer. For the collision detection algorithm, on our 

first experiments we decided to use a very basic and naïve algorithm in our first 

experiments. Throughout this algorithm we merely project back the position of 

the cursor on the screen over the Z axis, perturbed it accordingly to the depth 

map position and did the proper spring damping calculations by using the normal 

direction on the contact surface position in order to find the correct force to apply 

to the Novint Falcon handles.  
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z 

y 
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Figure	
  20.	
  Naïve	
  force	
  damping	
  model	
  implemented	
  using	
  the	
  surface	
  normal.	
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Where N is the surface normal, C is the original cursor position, C’ is the 

projected cursor position. This simple algorithm works very well on convex 

surfaces and due to its simplicity it could be an ideal candidate for our 

implementation. Nonetheless it provides unstable results when concave surfaces 

are present. If we leave the force calculation as simply getting the proper forces 

for each given period of time we can run into the problem on which the 

consecutive previous force conflicts with the current calculated force creating an 

instable force that leads in to handle vibration. 

 

 

Figure	
  21.	
  Diagram	
  illustrating	
  an	
  example	
  on	
  which	
  the	
  naïve	
  force	
  calculation	
  can	
  produce	
  vibration	
  on	
  the	
  haptic	
  
device	
  handle. 
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To solve this problem we simply proposed an algorithm in which we 

calculate the position of the projected cursor as the weighted average of the 

position of a set of four surrounding cursors with a certain offset from the original 

one as show on figure 7. This effectively smooth out the surface reducing the 

convexity of the mesh, while maintaining the overall visual appearance that the 

cursor movement is coherent with the mesh topology. 

 

 

Figure 22.  Projected cursor position calculation. 
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Where we have a set of 4 points that have an equal offset on the X, Y, -X 

and –Y axis: 

𝑃 =    𝑃!,   𝑃!,𝑃!,   𝑃!  

And the point where the cursor was originally projected on to the mesh 𝐶!. 

The weight of each point on set is equal, and it is exposed as a parameter along 

with the weight for the point 𝐶!.  We use the following equation to calculate the 

final position of the projected cursor on the mesh: 

𝑐 =
𝑃!𝑤!

!!!

𝑤!
!!!

+
𝑐!
𝑤!!

 

 We put special attention to the refresh rates for the force calculation. At 

the very beginning we had some grip vibrating problems due to an incorrect 

refresh rate for the haptic because we were calculating the forces every for every 

frame. Then, we noticed this fundamental problem and change our code so that 

the forces were calculated on a different thread allowing us to have refresh rates 

very close to the 1kHz (997 Hz on average), which produced a very smooth 

sensation while virtually touching the scene.  

On informal user experiments in our laboratory, users were remarkably 

exited when using our system. For the great majority of them, it was the very first 

time in their lives, when they were watching a 3D image on stereoscopic display, 

which was perspective corrected according to their head position along with the 

ability to touch elements that they perceived on the display.  We are very excited 

on the possibilities that a system like this opens on the user immersion spectrum. 



	
   80	
  

This is not only a system that completes depth cues and provide a better 

experience, this is also a system that is very easy to implement with a 

remarkable low entry cost. 
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Chapter	
  13:	
  Results	
  
	
  

 Throughout this thesis we have discussed the parts that integrate this 

project. We have also discussed some of our decision on which algorithms to use 

and some of the drawbacks they could have. In order to evaluate the results of 

our system we decided to do an informal study measuring 2 quantitative  

aspects: 

 Average fixing time. We asked the users to touch a set of spheres 

randomly located on a 3D scene and measure the time it took them to actually 

touch all the spheres in the scene.  

 Average distance. We asked the users to touch a set of spheres 

randomly located on a 3D scene and indicate when they feel like they were 

touching the sphere. We measure the average distance from the point where the 

users indicated they were touching the spheres and the actual position of the 

sphere. 

 We did this measurements using the same hardware that we used to build 

this system but varying the input methods and hence sometimes blocking some 

of the functionality that gives and advantage to our system. The combinations we 

used are: 

 1.- Using the our system using the Novint falcon as merely a 3D input 

device and no haptic feedback. 
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 2.- Using our system with no stereoscopic display. This way the user 

cannot use depth information from stereopsis as input. 

 3.- Using our system with no head tracking. This way the user does not 

get information from different depth cues like motion parallax, depth from motion 

or even occlusion. 

 4.- Using our complete system. This way the user gets all depth cues 

implemented in this work and haptic feedback. 

 The results are shown in the following table.  

 1 2 3 4 

Average 

Fixing Time 

14.32  

seconds 

7.79  

seconds 

7.22 

seconds 

6.87 

seconds 

Standard 

Deviation 

3.13 2.06 0.56 0.44 

	
  

Figure	
  23.	
  Table	
  showing	
  the	
  average	
  time	
  it	
  took	
  to	
  user	
  to	
  indicate	
  that	
  they	
  were	
  touching	
  the	
  target.	
  

	
  

 1 2 3 4 

Average 

Distance 

3.69 

units 

0.7 

units 

0.72 

units 

0.71 

units 

Standard 

Deviation 

1.35 0.36 0.11 0.33 

Figure	
  24.	
  Figure	
  showing	
  the	
  average	
  distance	
  from	
  which	
  the	
  user	
  indicate	
  they	
  felt	
  like	
  they	
  were	
  touching	
  the	
  
target	
  to	
  the	
  actual	
  position	
  of	
  the	
  target.	
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The results clearly indicate an improvement when combining an 

stereoscopic display, head-tracking technologies and haptic feedback. We also 

found out that haptic feedback provided a greater improvement on average fixing 

time and average distance than completing the depth cues.  

 We also asked our set of experimental users to give some qualitative 

feedback about their level of immersion. We asked them to grade from 0 to 10 

their level of immersion where 0 was the lowest level of immersion and 10 was 

the greatest. The results are show in the next table. 

 1 2 3 4 

Level of 

immersion 

7.71 8.43 8.42 9.71 

Standard 

Deviation 

1.11 0.97 0.53 0.48 

	
  

Figure	
  25.	
  Qualitative	
  evaluation	
  of	
  the	
  level	
  of	
  immersion	
  from	
  the	
  users.	
  

	
  

 We can see that user immersion was the greatest in this experiments 

when using the system that implements the stereoscopic display, head-tracking 

and haptic feedback the lowest when using the Novint Falcon without haptic 

feedback. This clearly shows that haptic interfaces are very important part of user 

immersion for our system. 
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 We also measured the amount of time it took to the users to adapt to our 

system. The fastest learning time was on approach 1, the mapping of their hand 

movement to the cursor on screen was just natural to most of the users. The 

learning time significantly increased when using the Novint Falcon from 8.42 

seconds on average to the approach 1 to 42.6 seconds on approach 5. 
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Chapter 14: Conclusion 
 

 Nowadays everybody can buy displays out of the shelf that provide very 

good resolution, and very high contrast ration, with amazing refreshing rates. 

However the way we perceive those images has not changed dramatically since 

its introduction on the early nineteenth century until recently. In the seventies and 

eighties the first explosion of 3D movies happened; this basically allowed the 

user to perceive depth in a picture that other wise would feel flat. At that time 

these 3D images were done by using anaglyphs, which effectively produced the 

desired 3D effect, nonetheless its fall short on reproducing the original colors of 

the image. On the last decade displays technology manufacturers all around the 

world have put a lot of effort to provide an effective way to display 3D images. In 

this way the flutter shutter and the polarized image method the most popular 

ones to provide an stereoscopic image to the final user.  

 Even thought the technology to display 3D images provides an 

outstanding quality, the way people can immerse in the images is still very 

limited. For example, watching a 3D movie on the cinema, where a person can 

effectively perceive depth of the frames that are being projected on the cinema 

display, but the immersion effect gets totally broken when the user changes its 

viewpoint position and the image on the screen keeps the same perspective from 

the viewpoint it was recorded from. 

 Throughout this work we introduced a new system that increases the user 

immersion by completing some of the missing depth cues and by providing the 
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sense of touch to standard 3D images. That was strategically done so that the 

costs of replicating remain very low. In fact this specific system was built with 

less than one thousand dollars. This system can be easily implemented and 

enhanced by almost any programmer in the world. We built it by using 

exclusively publicly available application programming interfaces, software 

development kits and most of them were entirely free for academic and non-

commercial use. 

 One of the main contributions of this system is the completion of the depth 

cues from a standard 3D image.  For that we implemented different ways to 

recover the geometry either from a synthetic image while rendering or as a post 

process from a binocular image. Given that we recovered enough geometry from 

the scene, and we were able to create novel viewpoints from the scene. We 

exploited that by linking the user head position, using the Microsoft Kinect 

Hardware and SDK, to the rendering viewpoint of the system. With this we 

effectively implemented a perspective corrected viewpoint of the scene, and in 

some cases we even completed the movement occlusion depth cue. 

 We also implemented a haptic rendering algorithms so that the users have 

the ability to touch scene elements from 3D images. Since we had already 

recovered the geometry on previous steps the haptic rendering part perfectly fit 

this system. We used a mass spring damper algorithm along with some other 

custom algorithms in order to reduce concavity of surfaces to avoid artifacts while 

haptic rendering.  
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 We also thought about enhancements to this system that were out of the 

main spectrum of this work. Such as the implementation of touch shaders, where 

each part of the scene geometry can have different hardness or stickiness 

parameters that can enhance user immersion. We also look forward to a robust 

and reliable framework to recover disparity maps from binocular image. In our 

survey we found a big number of algorithms with remarkable results that lacked 

of generality. Those algorithms that take into account general cases tended to 

produce results with only fair quality. Using algorithms like patch map 

reconstruction could help to improve the quality of the results of disparity map 

construction and scene completion. 
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