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ABSTRACT 

The desire to have smaller and faster portable devices is one of the primary motiva-

tions for technology scaling. Though advancements in device physics are moving at a 

very good pace, they might not be aggressive enough for now-a-day technology scaling 

trends. As a result, the MOS devices used for present day integrated circuits are pushed to 

the limit in terms of performance, power consumption and robustness, which are the most 

critical criteria for almost all applications. 

Secondly, technology advancements have led to design of complex chips with increas-

ing chip densities and higher operating speeds. The design of such high performance 

complex chips (microprocessors, digital signal processors, etc) has massively increased 

the power dissipation and, as a result, the operating temperatures of these integrated cir-

cuits. In addition, due to the aggressive technology scaling the heat withstanding capabili-

ties of the circuits is reducing, thereby increasing the cost of packaging and heat sink 

units. This led to the increase in prominence for smarter and more robust low-power cir-

cuit and system designs. 

Apart from power consumption, another criterion affected by technology scaling is ro-

bustness of the design, particularly for critical applications (security, medical, finance, 

etc). Thus, the need for error free or error immune designs. Until recently, radiation ef-

fects used to be a major concern in space applications only. With technology scaling 



 viii 

reaching nanometer level, terrestrial radiation has become a growing concern. As a result 

Single Event Upsets (SEUs) have become a major challenge to robust designs. Single 

event upset is a temporary change in the state of a device due to a particle strike (usually 

from the radiation belts or from cosmic rays) which may manifest as an error at the out-

put. 

This thesis proposes a novel method for adaptive digital designs to efficiently work 

with the lowest possible power consumption. This new technique improves options in 

performance, robustness and power. The thesis also proposes a new dual data rate flip-

flop, which reduces the necessary clock speed by half, drastically reducing the power 

consumption. This new dual data rate flip-flop design culminates in a proposed unique 

radiation hardened dual data rate flip-flop, “Firebird”. Firebird offers a valuable addition 

to the future circuit designs, especially with the increasing importance of the Single Event 

Upsets (SEUs) and power dissipation with technology scaling. 
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Preface 

Motivation 

Device dimensions are being reduced for high-speed, complex, and compact circuitry. 

Due to the presence of larger number of transistors in a unit area of a chip and the higher 

clock speeds, the predictability of the designs has drastically reduced. Figure 1 shows 

that, even though the typical delays of newer technologies have improved by a good ex-

tent, the worst-case delays have not improved much. Thus, the traditional worst-case de-

sign approach is very expensive from the area, power and performance point of view. 

Moreover using standard flip-flops for synchronous designs wastes half the clock edges 

(positive or negative edge), adding unnecessary switching power consumption on the de-

sign. 

 

Figure 1: Delay Distribution [1] 

 

The reduction in device capacitance, lower voltage levels, as well as increase in clock 

speeds and functionality has also increased the probability of single event upsets. It is 
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predicted that soft error rate (SER) of combinational logic will equal the SER of unpro-

tected memory by 2011 [2]. Traditional circuit-level hardening techniques, such as gate 

duplication, and gate cloning, will result in unacceptable area and power overhead for fu-

ture technology advancements due to higher SERs. 

A new design approach which gives the designer flexibility in the three critical areas: 

power, performance, and robustness with very low area overhead is needed as a substitute 

to worst-case design approaches. Secondly, a new robust dual data rate flip-flop with as 

low a gate count as possible is needed to reduce the dynamic power of a digital system. 

Thirdly, a new radiation hardened dual data rate flip-flop is required to increase the per-

formance and robustness of future designs in critical cases. This thesis focuses on solu-

tions to all the three requirements mentioned above that might be critical for the success-

ful survival of the digital designs with future technology advancements. 

Contributions of this Thesis 

This thesis work is a compilation of low power adaptive digital design techniques, ro-

bust low power consuming dual data rate flip-flop design and SEU hardened dual data 

rate flip-flop design. The following are the contributions of this thesis work. 

[1a] Srikanth V. Devarapalli, Payman Zarkesh-Ha, and Steven C. Suddarth “Adaptive 

Circuit Implementation in FPGAs,” FPGA Summit 2008, December 2008. 

[2a] Srikanth V. Devarapalli, Payman Zarkesh-Ha, and Steven C. Suddarth “Scavenger: 

An Adaptive Design Technique for Low Power ASIC/FPGA,” ICC 2009, April 2009. 

[3a] Provisional Patent filed on April 7
th

, 2009. Title: SEU-hardened Dual Data Rate 

Flip-Flop Circuit Designs. Inventors: Srikanth V. Devarapalli, Payman Zarkesh-Ha, and 

Steven C. Suddarth. 
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[4a] Srikanth V. Devarapalli, Payman Zarkesh-Ha, and Steven C. Suddarth, “Firebird: A 

SEU-hardened Dual Data Rate Flip-Flop,” will be submitted to CICC 2009, September 

2009. 

 

Thesis Organization 

This thesis is organized in the following manner. Chapter 1 gives preliminary know-

ledge about power consumption and its criticality. It also covers the basic physical me-

chanisms of how a particle strike on semiconductor devices causes an upset in the logic 

value stored at a node in an integrated circuit. The increase in SEU influence with tech-

nology scaling is also discussed. Chapter 2 gives an overview of existing solutions em-

ployed to reduce power consumption. The process of SEUs in combinational logic, ex-

plaining the inherent and artificial immunity of standard combinational logic is also cov-

ered for better understanding of the SEU hardened flip-flop design presented in this the-

sis. Chapter 3 discusses about a new adaptive technique, “Scavenger” that can be used for 

future ASIC/FPGA lower power designs. This chapter concludes with the results indicat-

ing this technique‟s advantages. Chapter 4 discusses a new dual data rate flip-flop which 

is as robust as a standard D flip-flop and also gives better power savings than the existing 

dual data rate flip-flop. This chapter also discusses a unique radiation hardened dual data 

rate flip-flop, “Firebird”. Firebird flip-flop never latches faulty data due to SEUs occur-

ring on the flip-flop, giving it unprecedented advantage over the existing radiation har-

dened flip-flop. This chapter also shows the benefits of both the dual data rate flip-flop 

and Firebird flip-flop. Chapter 5 concludes the thesis work with how this thesis work has 
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satisfied a design engineer‟s dream to have simple, efficient and flexible solutions to 

power consumption and robustness issues in a very economical way. 
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Chapter 1  

Introduction 

1.1. Measurement Criteria for Power Calculations 

The power consumption in conventional CMOS digital designs can be expressed as a 

sum of three main components: (1) Dynamic Power Consumption, (2) Static or Leakage 

Power Consumption and (3) Direct-Path Power Consumption. 

dpstatdyntot PPPP       (1.1) 

 

1.1.1. Dynamic Power Consumption 

Dynamic power represents the power dissipation during a switching event in a digital 

design i.e., a transition from 1 to 0 or vice versa. Every time there is a transition from 

high to low (or low to high) the load capacitance at the output node discharges or 

charges, respectively. Each time the load capacitor gets charged through the PMOS tran-

sistor the voltage at the node rises from 0 to VDD and a certain amount of energy is 

drawn from the power supply. Part of this energy is dissipated in the PMOS device and 

the rest is stored on the load capacitor. Similarly, when the capacitor discharges the 

stored energy is dissipated in the NMOS transistor [3, 4]. 

The dynamic power consumption can be calculated as follows: 

DDLVCQ       (1.2) 

2

DDLVCE        (1.3) 
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fVCP DDLdyn

2

2

1
           (1.4) 

where Q is the charge, E is the energy, Pdyn is the dynamic power consumption, CL is the 

load capacitance, VDD is the supply voltage, f is clock frequency, α is the activity factor 

 

1.1.2. Static Power Consumption 

Static power represents the power consumption of a circuit due to a current flow be-

tween the supply rails in the absence of switching activity. Ideally, this static current of 

CMOS inverter should be zero as PMOS and NMOS are never on simultaneously in a 

steady-state operation. Unfortunately, leakage current flows through the reverse-biased 

diode junctions of the transistors located between the source or drain and the substrate [3, 

4]. 

leakDDstat IVP       (1.5) 

where Pstat is the static power consumption, Ileak is the leakage current and VDD is the 

supply voltage. 

 

1.1.3. Direct-Path Power Consumption 

Direct-path power represents the power consumption of a circuit due to a direct current 

path between DDV  and GND for a short period of time during switching, when both 

PMOS and NMOS transistors are conducting simultaneously. In an ideal case, where the 

rise and fall time of the input waveform is zero, the direct path power consumption will 
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be zero. The finite slope of the input signal causes the direct current path resulting in a 

current spike [3, 4]. 

Approximating the current spikes as triangles, the direct path power consumption can 

be calculated as follows: 

peakDDscdp IVtE       (1.6) 

fIVtP peakDDscdp         (1.7) 

fVCP DDscdp

2
       (1.8) 

where Edp is the Energy consumption per switching period, Pdp is the direct-path power 

consumption, Ipeak is the maximum current, VDD is the supply voltage, tsc is the time when 

both PMOS and NMOS are conducting, f is the clock frequency and Csc is the short cir-

cuit capacitance [4]. 

 

1.2. Impact of Technology Advancements on Power Dissipation 

Power dissipation does not follow simple scaling rules. The various factors influencing 

power consumption are discussed in this section. 

Technology scaling helps reduce the dynamic power consumption by reducing voltage 

and device sizes which allows a reduction in load capacitance, as well as a reduction in 

supply voltage due to voltage scaling. However, over the past few decades, scientists, 

who are trying to keep up with Moore‟s Law (the number of transistors on a chip doubles 

every 18 to 24 months), have made chips with more complex designs resulting in higher 

gate density and faster clock speeds. The impact of Moore‟s law over the number of tran-

sistors per chip can be observed from Figure 1.1. This is increasing the effective dynamic 
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power. The impact on power density over the years due to technology scaling as pre-

dicted by Intel Corporation can be observed from Figure 1.2. Though these trends might 

seem overwhelming, they are not too farfetched with the present technology advance-

ments. 

 

Figure 1.1: Moore's Law [5] 

 

Courtesy of Intel Corp.  

Figure 1.2: Power Density Problem 
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To keep up with the need for higher performance along with technology scaling, de-

signers have to reduce the threshold voltages. With reduction in threshold voltages, the 

leakage power has increased due to higher subthreshold leakage. Due to the device scal-

ing, the gate induced drain leakage (GIDL) has also increased. Though techniques like 

adaptive body biasing, high Vt transistors and high K dielectric are being used, the effec-

tive leakage power is increasing with technology scaling. The influence of technology 

scaling and temperature on leakage current can be observed in Figure 1.3. 

 

Figure 1.3: Impact of Scaling on Leakage Current [6] 

1.3. Physical Mechanism of Particle-Silicon Interaction  

SEUs are typically caused due to two main sources. Primarily, SEUs are caused by io-

nizing radiation components in the atmosphere such as neutrons, protons, and heavy ions. 

Additionally, SEUs can also be caused by alpha particles from the decay of trace concen-

trations of uranium and thorium present in some integrated circuit packaging materials 

[7]. The solar rays from the Sun that dominate the Earth‟s environment, and galactic 

cosmic rays from space contain subatomic energetic particles that collide with nitrogen 

and oxygen atoms and produce high energy protons, neutrons, and heavy ions [8]. 
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There are two primary methods by which ionizing radiation releases charge in a semi-

conductor device: direct ionization by the incident particle itself and ionization by sec-

ondary particles created by nuclear reactions between the incident particle and the struck 

device. Both mechanisms can lead to integrated circuit malfunction [9]. 

 

Figure 1.4: Interaction of an Energetic Proton and Silicon [5] 

 

Figure 1.4 shows how an energetic proton produces an electric signal. The proton pro-

duces charges along its path, in the form of electrons and holes. These are collected at the 

source and drain the transistor, producing a current pulse. This pulse can be large enough 

to change the state of a node (achieved by shorting the drain and substrate of the transis-

tor under attack) from logic 1 to logic 0 and vice versa [8]. 

 

1.3.1. Direct Ionization 

Direct ionization is a process that occurs when a heavy ion strikes a semiconductor 

material and it releases electron-hole pairs along its path as it loses energy. Any ion with 
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atomic number greater than or equal to two (i.e., particles other than protons, electrons, 

neutrons, or pions) is classified as a heavy ion. Lighter particles, such as protons, do not 

usually produce enough charge by direct ionization to cause upsets. However, recent re-

search has suggested that as devices become ever more susceptible, upsets in digital ICs 

due to direct ionization by protons may occur [9]. 

 

1.3.2. Indirect Ionization 

Indirect ionization is a process where a high-energy light particle (proton or neutron) 

enters the semiconductor lattice and undergo an inelastic collision with a target nucleus. 

This collision might result in elastic collisions that produce Si recoils or the emission of 

alpha or gamma particles and the recoil of a daughter nucleus (e.g., Si emits alpha-

particle and a recoiling Mg nucleus) or spallation reactions, in which the target nucleus is 

broken into two fragments (e.g., Si breaks into C and O ions), each of which can recoil. 

These particles are much heavier than the original proton or neutron and can deposit 

energy along their path. They deposit higher charge densities as they travel and therefore 

may be capable of causing an SEU. Inelastic collision products typically have fairly low 

energies and do not travel far from the particle impact site resulting in all electron-hole 

pair generation near the impact area [9]. 

 

1.4. Charge Collection Mechanism for a Typical CMOS Device  

When a particle strikes a microelectronic device, the most sensitive regions are usually 

reverse-biased p/n junctions. The high field present in a reverse-biased junction depletion 



 8 

region can collect most of the particle-induced charge through drift processes, thereby re-

sulting in a transient current at the junction contact. Strikes on a depletion region can 

cause the carriers to diffuse into the vicinity of the depletion region field where they can 

be efficiently collected. This process of temporary depletion region extension is referred 

as funneling. This funneling effect can increase charge collection at the struck node by 

extending the junction electric field away from the junction and deep into the substrate, 

such that charge deposited some distance from the junction can be collected through the 

efficient drift process. Figure 1.5 shows the electrons concentration due to funneling [9]. 

 

Figure 1.5: Electron concentration due to funneling in an n+/p silicon junction following an electron 

strike [9] 

 

The two major mechanisms that cause SEUs are: (1) Drift process and (2) Diffusion 

process. Drift process causes the initial flip of the logic state as explained above. The 

more important factor is the diffusion process (electrons diffusing from substrate to 

drain/bulk potential barrier), which contributes to the late time collection of the current at 

the struck node ensuring that a bit stays flipped [9, 10]. 
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The charge collection mechanism in submicron devices results from a disturbance in 

the channel potential of the device, referred as funneling effect. The effect is triggered by 

a particle strike that passes through both the source and the drain at near-grazing inci-

dence as shown in Figure 1.6. Such a strike causes a significant (but short-lived) source-

drain conduction current that mimics the “on” state of the transistor. This phenomenon is 

called the ALPEN effect [9]. ALPEN effect tends to increase as the channel length de-

creases. Another effect known as the bipolar transistor effect is caused due to injection of 

electrons over the source/well barrier. For example, in an n-channel MOSFET holes left 

in the well due to a particle strike raise the well potential effectively lowering the 

source/well potential barrier. This lowered potential barrier causes the source to inject 

electrons into the channel. These electrons can be collected at the drain effectively in-

creasing the original particle-induced current. This current increases the SEU sensitivity. 

Because the electrons are injected over the source/well barrier, this is referred to as a bi-

polar transistor effect, where the source acts as the emitter, the channel as the base region, 

and the drain as the collector. Reducing the channel length effectively decreases the base 

width, and the effect becomes more pronounced [9]. 

 

Figure 1.6: The ALPEN Effect [11] 
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1.5. Impact of Technology Scaling on SEU  

The soft error rate does not have a linear relationship with device scaling. The various 

factors influencing SER are discussed in this section. 

Technology scaling has reduced the device sizes effectively reducing the capacitances. 

As a result, lesser charge is needed to upset that node as the critical charge of the node 

decreases [9, 12]. This means that a larger number of radiation strikes will be capable of 

causing upsets. Technology scaling has also increased the clock frequency and lowered 

supply voltage, both of which have effectively increased soft error rates. Experiments in-

dicate that ALPEN effect increases rapidly for effective gate lengths below about 0.5 µm. 

It has also been predicted that the ALPEN effect can occur in 0.3 µm gate length MOS-

FETs even for normal incidence strikes and can lead to charge multiplication [9]. The bi-

polar transistor effect also increases with technology scaling. Even light particle strikes 

(proton and neutron) may lead to direct ionization in advanced technologies [9, 10]. First-

order calculations suggest that the neutron-induced SER should increase with the mass 

density of a material. Therefore, CMOS processes which use heavy materials like copper, 

tantalum, tungsten and cobalt, SER is predicted to increase [12]. On the contrary technol-

ogy scaling reduces the collection volume as the drain depletion area reduces. This reduc-

tion in collection volume reduces the charge collection efficiency helping in improving 

the soft error rates with scaling [9, 10, 12]. 
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Chapter 2  

Background 

This chapter provides a brief overview of the standard solutions employed to reduce the 

power consumption of integrated circuits. The process of SEUs in combinational logic is 

also explained for a better understanding of the SEU hardened flip-flop presented in this 

thesis. This chapter ends with motivation for this thesis.  

 

2.1. Power Reduction Techniques  

2.1.1. Dynamic Power Reduction 

As covered in the introduction section, dynamic power calculation is done using the 

basic equation (1.4), 

fVCP DDLdyn

2

2

1
      (2.4) 

From this equation, we can clearly deduce that the dynamic power can be reduced by 

either decreasing the supply voltage, load capacitance, frequency, or activity factor.  

 

2.1.1.1. Supply Voltage Reduction 

Supply voltage has a quadratic effect on dynamic power. This makes supply voltage 

scaling the most attractive technique to reduce dynamic power. It is important however to 
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keep in mind that the performance of a circuit is directly proportional to the supply vol-

tage. The challenge is to reduce supply voltage without adversely impacting the through-

put. 

Introducing parallelism/pipelining at the architectural level helps to maintain the effi-

ciency at lower voltages, but parallelism increases chip area. Too much parallelism might 

also result in an increase in power consumption. It can be understood from the graph 

shown in Figure 2.1, which is a plot between normalized power and supply voltage. The 

plot shows reduction in power consumption with more parallelism, but beyond certain 

point it begins to show an increase in the power for an increase in parallelism. This phe-

nomenon occurs because the capacitance overhead starts to dominate at high levels of 

parallelism [13]. 

More Parallelism

 

Figure 2.1: Diminishing Returns in Parallelism [13] 

 

Multiple voltage domains offer another method to reduce supply voltage by using sep-

arate voltage levels for different sections of the circuit. Therefore, lower supply voltages 
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can be used for slower sections of the circuitry and normal supply for time critical sec-

tions. Unfortunately this comes at a cost of DC-DC converters. 

Dynamic voltage scaling is a better option for applications with non-uniform through-

put requirements. Therefore, depending on the need for the computation, the voltage can 

be scaled high or low. This would add additional circuitry to adaptively control the 

supply voltage to the circuitry. Threshold voltage of the devices can also be reduced to 

increase the performance of the design at the cost of increased leakage current. Adaptive 

threshold voltage control can also be done based on the computation needs. 

 

2.1.1.2. Load Capacitance Reduction 

Device size is a measure of load capacitance. As the device size scales down, the tran-

sistor capacitance decreases, reducing the load capacitance for the previous stage. Unfor-

tunately as the size of the device decreases, the time to drive the load increases due to in-

crease in output resistance. This is because of the fact that Rout is inversely proportional to 

the width of the transistor. Therefore all transistors should be sized for lowest power 

along with the constraint to meet timing requirements. 

Optimum gate sizing for a required power and timing constraint can be done by using 

the following delay equation [2]: 

)ˆ(ˆ
0 fNPtD p       (2.5) 

NpP       ….(2.6) 

N Ff ˆ      ….(2.7) 

 ghGBHF      (2.8) 
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where D̂  is the effective delay, tp0 is the unit delay, N is the number of stages, p is the in-

trinsic delay, g is the logical effort and h is the electrical effort. 

Intrinsic delay is a function of the technology. It is the delay primarily due to internal 

capacitances (unloaded gate delay). Logical effort is a function of the complexity of a 

gate and not its size. It is a ratio of the input capacitance of the gate to the input capacit-

ance of an inverter (reference gate). It is a measure of the gate‟s ability to drive a given 

load. Electrical effort is characterized by the load. It is the ratio of the output capacitance 

to input capacitance. It represents the load that a given gate is subjected to. 

 

2.1.1.3. Activity Factor Reduction 

Logical restructuring can be used to reduce the switching activity of the intermediate 

nodes. Figure 2.2 gives a simple example of how switching activity on intermediate 

nodes can be decreased using logical restructuring. Chain structure gives a lower switch-

ing activity on node O2. 

Logical restructuring is also used to reduce spurious transitions (glitch) which helps to 

bring down the overall switching factor. This can also be explained using the example 

shown in Figure 2.2. If all the inputs A, B, C and D are occurring at the same time then 

there is a possibility for glitch occurrence in a chain structure due to the gate delays in-

troduced for O1 and O2 nodes. But in the tree structure, the transitions on both O1 and 

O2 will occur at the same time assuming equal gate delays. 
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Figure 2.2: Logic Restructuring 

 

Input reordering also helps to reduce the activity factor. This can be explained better 

with the help of the example shown in Figure 2.3. We can observe from the example that 

the internal node will have much lower activity factor (0.02) for the case where B and C 

is given to the first and gate than the activity factor (0.1) for the other one. 

 

Figure 2.3: Input Reordering 

 

Resource sharing also sometimes increases the switching factor. For example, say two 

inputs use the same track through a multiplexer. Even when there is no transition on the 
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signals individually, it will still result in switching activity on the track in case both the 

signals are not having the same value. Therefore, avoiding resource sharing might some-

times save dynamic power. 

There are many other optimization techniques, like clock gating, pre-computation, and 

dynamic power management that are proposed to reduce the switching activity of logic 

circuits. 

 

2.1.2. Leakage Power Reduction 

The various components involved in semiconductor device leakage are (1) Junction 

leakage, IJ: the reverse bias p-n junction leakage at the Drain, (2) Weak inversion leakage 

(or subthreshold conduction), ISUB: the diffusion of carriers, (3) Drain Induced Barrier 

Lowering (DIBL): interaction of the depletion region of the Drain with the Source under 

the channel effectively reducing the gate control, (4) Gate Induced Drain Leakage 

(GIDL), IGIDL: the high electric field under the Gate/Drain overlap region which thins out 

the depletion width of the drain to well p-n junction, (5) Gate oxide leakage, IG: direct 

tunneling through the gate oxide. Gate oxide leakage, unlike other leakages, occurs when 

the gate is on. Figure 2.4 shows the various components of the MOS leakage current 

which are explained above. 
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Figure 2.4: Components of MOS Leakage 

 

2.1.2.1. Stack Effect 

The stack effect refers to the reduction in leakage in a transistor stack when more than 

one transistor is turned off. This can be explained using the subthreshold current equation 

of a transistor. 
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where ID is drain current, Io and n are empirical parameters, VGS gate to source voltage, 

VDS is the drain to source voltage, VTh is the threshold voltage, Vt is the thermal voltage, λ 

is the channel length modulation. 

From the equations (2.1) and (2.2), we can clearly observe the heavy dependence of 

leakage current on threshold and drain to source voltages. In the case of stacked transis-

tors, the effective threshold voltage increases due to increase in source to substrate re-

verse bias and also the drain to source voltage of individual transistors decreases as 
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shown in Figure 2.5. This compound effect greatly reduces the leakage current in stacked 

transistors. Table 2.1 shows the factor of reduction in leakage current obtained with an 

increase in depth of the stack [14]. 

VDD

GND

GND

M1

M2

M3

M4

M5

M6VDD

VDD

W3/L3 = W4/L4 = 2W1/L1

W5/L5 = W6/L6 = 2W2/L2

VSB4> VSB1 => Vth4 > Vth1

|VSB5| > |VSB2| => |Vth5| > |Vth2|

VDS3, VDS4 < VDS1

|VDS5|, |VDS6| < |VDS2|

Low Area Design Low Leakage Design

In InOut Out

 

Figure 2.5: Stack Effect 

Table 2.1: Stack Effect on Leakage [14] 

 

The disadvantages of this technique are higher area overhead and larger input capacit-

ance, which result in an increase in dynamic power. 
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2.1.2.2. Vector manipulation 

Vector manipulation is a zero area overhead and zero dynamic power overhead tech-

nique to fight the leakage power consumption. Each input vector gives effective leakage 

power consumption for the circuit at hand. On analyzing and determining the vector pat-

tern that gives the lowest leakage power, one can apply that input vector to the circuit 

during the idle time. This can be better understood from the example shown in Figure 2.6 

[15]. In this example, input vector “111” gives the highest amount of leakage, as 3 PMOS 

in OFF state are in parallel resulting in maximum leakage current and 3 NMOS driving 

the output are in series resulting in very weak drive strength. 

  

Figure 2.6: Leakage Control by Vector Manipulation [10] 

 

2.1.2.3. Dual ThV  and Adaptive Body Biasing 

Dual ThV  is a device level solution where some devices are made with high threshold 

voltage and others are made with low threshold voltage. By using the low ThV  devices for 

timing critical parts of the circuit and high ThV  devices for the non-timing critical parts of 
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the circuit the overall leakage power can be reduced without having much performance 

decrease. 

Unlike the dual VTh approach, where the threshold voltage of the transistors is raised 

using the device level solutions (like high k dielectrics or, thicker gate oxide); adaptive 

body biasing can be used to dynamically control the threshold voltage as shown below. 

)22( FSBFToTh VVV       (2.3) 

where VTh is the threshold voltage, VTo is the threshold voltage when VSB is zero, VSB is 

the source to substrate voltage, γ is body effect coefficient, F  Fermi potential. 

From equation (2.3), we observe that the threshold voltage can be increased or de-

creased by varying the source to substrate voltage. This saves the manufacturing costs to 

a large extent. 

 

2.2. SEU Immunity in Combinational Logic 

There are various factors that influence soft error rates in combinational logic like the 

drive strength of the gate, fan out capacitance of the gate, clock speed, and logic depth. 

The SEU immunity in a combinational logic can be classified into two broad categories: 

(1) Intrinsic immunity and (2) Extrinsic immunity. These inherent masking factors and 

man-made SEU mitigation techniques are explained in this section. 
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2.2.1. Inherent Immunity 

2.2.1.1. Logical Masking 

Even though a radiation strike is strong enough to cause an erroneous voltage level at 

the gate, it needs to propagate to a latching element to actually affect the functionality of 

the circuit. If, along the combinational path, this error gets logically masked, then the er-

ror will not be captured by the latching element [16]. 

Logical masking is explained with the help of a simple combinational circuit as shown 

in Figure 2.7. In this example, consider that input A to the inverter is “1”. For normal op-

eration (in absence of radiation strike) the output of the inverter will be “0”. But when a 

particle strikes on the inverter, it might result in flipping the output Ā to “1”. But the in-

verter has an AND gate at its fan out. If the second input, B to the AND gate has a value 

of “0” when this particle strike happens, it will have no impact on the OUT signal. This 

kind of masking occurs due to the fact that as long as one of the inputs to an AND gate is 

“0” the output is always “0” irrespective of the other input value. For the same case, if 

signal B is “1” during the particle strike then the OUT signal will be corrupted. 

A Ā

B

OUT

Particle Strike

“0”
“1”

 

 

Figure 2.7: Logical Masking 
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Therefore, an AND gate has a logical masking for logic “0” as its other input. Similar-

ly OR, NAND, NOR gates also have a logical masking for logic “0”, “1”, “1” respective-

ly as their other inputs. Inverters, XOR, XNOR have no logical masking. 

 

2.2.1.2. Electrical Masking 

The pulse width and height that could cause an error are dependent on the drive 

strength of the gate under attack [16] and not all radiation strikes are strong enough to 

create such current pulses. The ability of the gate to attenuate the signal variation caused 

by such weak particle strikes is called the electrical masking property of the gate. The 

probability of attenuating weak pulses increases with logical depth. The ability of a gate 

to electrically mask itself increases with an increase in load capacitance and reduction in 

that gate‟s drive strength. This is due to the fact that a large spurious pulse is needed to 

discharge or charge a larger capacitance. Secondly, the ability to attenuate a spurious 

pulse is higher for a weaker gate; therefore, lower the drive strength, better immunity to 

particle strikes. 

Not all standard gates or the transistors inside the gates are equally sensitive. For ex-

ample, for a NAND gate, the NMOS connected to the output node has the highest sensi-

tivity. This is due to the location of the transistor inside the NAND gate and its carrier 

type (electrons). This makes the gates sensitivity to radiation strikes, input vector depen-

dent as well. The degree of sensitivity of a sample NAND gate to each of the four input 

vectors can be seen in the Figure 2.8. The gate is most sensitive for an input vector “01”. 

This is due to the fact that for the input combination “01”, the drain, channel and source 

region of the upper NMOS and the drain-channel region of the lower NMOS are sensitive 
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to particle strikes. At the same time, there is only one PMOS driving the output node, re-

ducing the drive strength to provide the stabilizing current. For a “00” input, only the 

drain of the upper NMOS is sensitive to particle strikes whereas two PMOSs in parallel 

drive the output node [17]. 

(Arbitrary Unit)

 

Figure 2.8: NAND Gate Sensitivity to Different Input Vectors [17] 

2.2.1.3. Temporal Masking 

Even if a particle strike is strong enough to result in erroneous voltage level and also 

propagates to the latching element through a logically sensitized path, it might still not 

result in data corruption. This is due to the fact that all latching elements have a finite 

sampling window over which they capture data. If the erroneous data does not reach the 

latching element during that sampling window the output data is uncorrupted. The sam-

pling window is equal to setup time plus hold time [16]. 

Therefore, any SEU occurring before or after the timing window will not corrupt the 

output data. This immunity to particle strikes occurring at time intervals outside this sam-

pling window is called temporal masking of the circuit. 
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2.2.2. Artificial Immunity 

2.2.2.1. Device-Level Hardening 

Device level hardening is a technique where the efficiency of the device to collect 

charge is reduced thereby reducing the soft error rate. This is achieved by different tech-

nology solutions like using retrograde well or epitaxial layers and using silicon-on-

insulator (SOI) devices. Device level hardening is a very expensive technique due to its 

need for new process technology [10]. 

 

2.2.2.2. System-Level Hardening 

System-level hardening is a technique where the designers provide architectural solu-

tions to mitigate affects of single event upsets. These architectural solutions involve tech-

niques like triple modular redundancy (TMR) and majority voting. Due to the nature of 

these techniques, an overwhelming area overhead and design effort is incurred. System-

level hardening also includes techniques, such as scrubbing and watchdog timers, where 

the data in the pipeline needs to be completely flushed on detection of an error [10]. This 

method of reinitializing the system to an earlier correct state can be a huge performance 

overhead. 

 

2.2.2.3. Circuit-Level Hardening 

Circuit-level hardening is a technique, where the sensitivity of the gate or the logical 

arraignment of the gates is modified in such a way that the data corruption due to single 
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event upset is not transmitted to the next logic path. This kind of hardening is achieved 

by predicting sensitive gates and then sizing, duplicating, and/or cloning those sensitive 

gates [10]. Circuit-level hardening can also be done using indirect methods, such as dual 

VDD/VTH. Therefore, circuit-level hardening has a low area overhead and low manufac-

turing costs in comparison to device-level and system-level hardening. 
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Chapter 3  

Scavenger Technique 

3.1. Introduction 

In this chapter, a new technique that performs the voltage scaling in conjunction with 

frequency scaling to achieve ultra low power design in ASIC/FPGA is proposed. To 

detect errors and obtain the corrected data without any loss in performance, a delayed 

clock flip-flop is utilized to borrow timing from non-critical paths to be used in critical 

paths evaluation. Conservative experimental results suggest that our design technique can 

reduce the power consumption in FPGAs by 31% for an error free operation with only a 

1% disagreement between the output values of the main and the delayed flip-flop. This 

disagreement signal, referred by the name “risk”, is used as a status signal to indicate a 

drop in the available safety margins for error free operation. This approach thereby gives 

maximum flexibility in all three critical areas: performance, power, and robustness. 

A major concern in modern VLSI circuit design is power consumption. This concern is 

more pronounced in FPGAs [18, 19] since a large number of transistors must be used to 

implement a Configurable Logic Block (CLB) to perform a single logical function. Our 

proposed technique takes the basic power calculation into consideration. 

leakDDDDL IVfVCP  
2

2

1
    (3.1) 

where P is the total power consumption CL is the load capacitance, VDD is the supply vol-

tage, f is clock frequency, α is activity factor, and Ileak is the leakage current. The first 
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term in equation 3.1 represents the dynamic power consumption and the second term 

represents the leakage power consumption. Direct-path power consumption is ignored in 

this analysis as it contributes to a very small portion of the total power consumption. 

There is a tradeoff between power and the frequency of operation. This is due to the re-

lationship between the path delay and supply voltage as shown in the equation 3.2. 

2'
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

     (3.2) 

where td is the path delay, N is the number of gates in the logic path, W and L are the 

width and length of the transistor, kn’ is the process transconductance parameter and VTh  

is the threshold voltage. 

Our proposed technique takes advantage of the heavy dependence of dynamic power 

consumption on supply voltage. By reducing the supply voltage to a point just above the 

occurrence of erroneous data, one could substantially save power. The benefit of this 

technique can be explained from the basic power equation, which shows the stronger de-

pendence of power over voltage than frequency over voltage. 

2

DDVP      (3.3) 

DDVf       (3.4) 
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Figure 3.1: Power and Frequency Variation 

 

Figure 3.1 illustrates the impact of supply voltage reduction on clock frequency and 

power consumption using SPICE simulation on a CMOS inverter in TSMC 0.25 μm 

technology. 

 

3.2. Adaptive Voltage and Frequency Scaling Technique 

One can obtain higher power savings from voltage scaling at a relatively lesser reduc-

tion in performance, which is observed from Figure 3.1. This revelation is the principal 

motivation behind the design of the adaptive voltage and frequency scaling technique, 

which can be used for ultra-low-power and non-critical timing applications. It has the 

ability to step up/down the frequency [20] on an as needed basis, making it highly benefi-

cial for all applications that have non-uniform processing load. By this technique, the sys-

tem can be switched back and forth from high power-more throughput mode to low pow-

er-less throughput mode, on demand. 
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The ultra low power adaptive system is used in power critical applications such as in 

sensor networks with energy harvesting [21, 22]. The idea behind this approach is to let 

the power critical system operate at high-throughput mode, when there is a larger compu-

tation requirement and/or constant availability of power and to let it operate at low-

throughput mode when there is a smaller computation requirement and/or limited availa-

bility of power. 

In order for the adaptive voltage and frequency scaling technique to work error free, a 

new error detection/correction mechanism (scavenger) has been implemented into the de-

sign. 

 

3.3. Adaptive Error Detection/Correction Techniques 

Standard adaptive error detection/correction techniques can be broadly classified as ei-

ther (1) Always Correct or Let Fail and Correct or (2) Spatial and/or Temporal Redun-

dancy. System monitoring and frequency adjustment and adaptive delay control/body bi-

as are some of the techniques used under the first classification. Triple modular redun-

dancy (TMR), error correction codes (ECC) and delay clock latching (example: Razor 

[23, 24]) are some of the techniques used under the second classification. 

Scavenger technique can be categorized as a temporal redundancy technique with an 

“always correct” approach. The two existing methods that assisted in designing the sca-

venger technique are (1) The Razor Technique [23, 24], (2) Latch Based Time Borrow-

ing. 
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3.3.1. Razor Technique 

The Razor technique is a temporal redundancy technique with a “let fail and correct” 

approach where the data from all the critical paths are sampled twice at different time in-

tervals. This is achieved by having an additional flip-flop with delayed clock at the end of 

all the critical paths. The delayed clock ensures that correct data is always latched into the 

second flip-flop even when system performance is lowered due to reduction in power 

supply. Razor technique is implemented using the circuit shown in Figure 3.2. The XOR 

gate acts as an error detection circuit. Therefore, every time the supply voltage goes too 

low for the flip-flop FF1 to latch the right value, the output of the XOR gate goes high in 

case there is a data transition. A high on the XOR output results in a high on the error 

signal. The clock is stalled for one clock cycle every time error signal goes high. During 

this time, select signal to the multiplexer goes high, making the output of flip-flop FF2 to 

be selected forcing the correct value to pass to the next stage. This helps the design to run 

at lowest possible power consumption (cannot be lower than the point where even FF2 

misses the correct data) for little area overhead and performance overhead (one clock 

cycle for every error). This technique has its limitations, such as short paths similar to 

scavenger technique, which will be covered in the limitations section. 
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Figure 3.2: Razor Technique [23] 

3.3.2. Latch Based Time Borrowing Technique 

Latch based design style has a significant performance advantage compared to an edge 

triggered system. Since the worst-case logic path determines the minimum clock period 

in an edge triggered system, even if a logic block finishes before the end of the clock pe-

riod, it has to sit idle until the next clock edge. But a latch based design enables more 

flexible timing by allowing one stage to pass slack or to borrow time from other stages. 

This flexibility increases the overall performance. 

Latch based time borrowing can be better understood by the simple example shown in 

the Figure 3.3. The earliest time that the combinational logic block A (CLB_A) can start 

computing is at edge 1. It can happen if the previous logic block did not use any of its al-

located time (CLK1 high phase) or if it finished by using slack from previous stages. 

Therefore, the maximum time that can be borrowed from the previous stage is half of a 

cycle (½Tclk). This implies that the maximum logic cycle delay is equal to 1.5×Tclk. How-
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ever, it is important to note that the overall logic delay for an n-stage pipeline cannot ex-

ceed the time available (n×Tclk) [4]. 

 

Figure 3.3: Latch Based Time Borrowing [4] 

3.4. Scavenger Technique 

As mentioned in the previous section, the idea employed in the Razor technique [23, 

24] is to decrease the supply voltage close to the point of failure, where a small amount of 

error can be detected and corrected. Our circuit solution for error detection is similar to 

the Razor circuit solution [23, 24], where a flip-flop with a delayed clock is used to detect 

errors and correct them using a temporal redundancy technique. However, a new tech-

nique is used to extract correct data with zero performance overhead. 

We call this new approach the Scavenger technique, where its basic principle is to col-

lect unused clock duration from logic paths adjacent to critical paths and utilize it to suc-

cessfully complete critical path computations during low power operations. Unlike 

latched-based time borrowing techniques [4, 25, 26], we use a delayed- and/or early-
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clocked flip-flop to send the data earlier or collect the data later than the expected time 

for guaranteed data recovery.  

Figure 3.4 shows the error detection circuit, where the guaranteed correct data is al-

ways available after delayed clock. In the case where the supply voltage is decreased to 

the point where one clock period is not sufficient to complete the critical path computa-

tion, flip-flop FF1 cannot capture the correct data. However, flip-flop FF2 will always 

capture correct data as it has more than one clock period (clock period + delay) to capture 

the data. This is due to the delayed clock given to it. As a result, the correct value is al-

ways given to the next stage and the reduced computation time (clock period - delay) for 

the stage after the critical path is compensated by the idle time available in that state. 

Critical 

Stage

FF1

FF2

Clk

Delayed 

Clk

Next 

Stage

XOR 

Gate

Risk

Always Correct

Error Detection

clock period + delay clock period - delay
 

Figure 3.4: Scavenger Technique 

3.5. Benefit of Scavenger Technique 

The Razor technique presented in [23, 24] is a preliminary development for ASIC type 

designs, where unfortunately every time an error occurs the clock is stalled for one cycle 

and the entire computation is repeated. Moreover, it is very difficult to implement such an 

approach in reconfigurable fabrics of FPGAs. We utilize a new concept to improve the 
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performance and make it possible to implement it in future FPGA fabrics. Our proposed 

technique provides a better solution by eliminating the need to stall the design.  

As shown in Figure 3.4, in our modified error detection/correction circuit, the output 

will always be the corrected logic even if a mismatch occurs. This approach eliminates 

the need to stop the system clock for re-computation, thereby avoiding huge amounts of 

logic in the clock circuitry to incorporate this need based stalling. It is a significant design 

advantage as clock circuitry itself has very critical design constraints. 

Scavenger technique can also be used as an SEU detection circuit. As shown in Figure 

3.5, the XOR gate should be sized to detect pulses with pulse strength in the range of typ-

ical SEUs and the delayed clock should be phased shifted from the main clock by an 

amount larger than the typical pulse widths generated by SEUs. If these two criteria are 

met scavenger technique can be used as an SEU detection circuit. 
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Figure 3.5: Scavenger for SEU Detection 
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3.6. Limitations 

Because of the delayed clock used in our circuit implementation, the overall clock du-

ration for the critical path increases by decreasing the available clock period for the stage 

following the modified path. If the logic stage following the critical path is also a critical 

path, then applying scavenger technique on the former critical path could impact the max-

imum clock frequency. Generally, it is very unlikely for a critical path to be followed by 

another critical path. However, in such cases, an early clock similar to the delayed clock 

can be used on the initial critical path as shown in the Figure 3.6. By this approach, it can 

steal a portion of the clock period from the previous stage rather than from the later stage. 
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Figure 3.6: Scavenge from Previous Stage 

 

In cases where more than two critical paths occur consecutively, this technique can be 

applied only on the first and the last critical paths. The intermediate critical paths need to 

be broken down into two paths, which will result in lowering the throughput of the de-

sign. To avoid such rare situations, an initial constraint restricting not more than two crit-

ical paths to occur consecutively should be specified in the synthesis tool. 
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Short paths should also be checked for all the critical paths to avoid faulty error detec-

tion. Short paths are those paths, which cause a major part of the logic path to be by-

passed for certain input patterns by changing the data much earlier than anticipated. As a 

result, the hold time margins of the output data prior to the input data will reduce due to a 

short path. This reduction in hold time margins, depending on the amount of delay pro-

vided to the delayed clock, might cause flip-flop FF2 to capture erroneous data. Padding 

inverter chains to the short paths as shown in Figure 3.7 resolves the problem by increas-

ing the hold time margins. The overhead resulting from padding inverter chains is too 

low to lessen the advantage of the scavenger technique, as the padding needs to be ap-

plied only on the short paths occurring in the critical paths. 
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Figure 3.7: Solution to Short Path Issues in Critical Paths 

 

Power optimization techniques; in general, reduces the power consumption of a system 

at the cost of reduction in robustness of the system. As shown in the Figure 3.8, the num-

ber of critical paths increases with power optimization. However, additional time for 

computation is available to all the critical paths on which scavenger technique is applied. 
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This additional time is due to the use of delayed/early clock in the scavenger technique. 

During this additional time the “risk” signal is activated (goes high), which can be used 

as a status signal to make sure that the sensitivity of the system is kept in check to avoid 

any malfunctioning. 
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Figure 3.8: Trade-off 

 

The critical path delay is dynamic to a certain extent, based on the best case and the 

worst case input pattern. This can be explained through the example shown in Figure 3.9. 

For both the cases in the example the output of the NAND gate changes from „0‟ to „1‟. 

But in case 1 only one PMOS is in ON state which is driving the output high. Moreover 

one NMOS is in ON state further lowering the drive strength of the gate. Whereas in case 

2 both the driving PMOS are in ON state and both the NMOS are in OFF state (less lea-

kage due to stack effect) thereby taking much less time to drive the output from „0‟ to „1‟ 

than case 1. The difference in path delays between the two cases defines the minimum 

timing margin between the main clock and delayed/early clock. This constraint ensures 

error free operation even when a worst case input follows the best case input. 
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Figure 3.9: Timing Variations controlled by Input Patterns 

 

At the system-level implementation, our adaptive circuit solution, for very low power 

operation (when implemented for synchronous systems) needs a handshaking protocol 

overhead in order for the non-adaptive system to properly interface with our adaptive sys-

tem. 

 

3.7. Implementation 

We implemented our design technique in an FPGA (Spartan3E). The test circuit in 

Figure 3.10 is used to verify the functioning of the scavenger design. The combinational 

logic used to increase the risk for erroneous operation is a XORed output of a 34X35 bit 

multiplier. The XOR length is chosen in such a way that the combinational depth is as 

close as possible to the critical path. The delayed clock used in the test circuit is 180 out 

of phase from the main clock. 
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Figure 3.10: Test Circuit 

 

The algorithm used to implement the adaptive voltage and frequency scaling system is 

as shown in Figure 3.11. The clock period is varied over a 20ns-60ns range with a step 

size of 20ns. 
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Figure 3.11: Adaptive System Algorithm 
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3.8. Experimental Confirmation 

Figure 3.12 shows the increase in risk rate as the voltage is reduced. This evaluated 

risk rate can be used as a measure to avoid operating at voltages too low for even the de-

layed flip-flop to capture the correct data. 
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Figure 3.12: Risk Rate 

 

Figure 3.13 and Figure 3.14 show the oscilloscope traces of a physical circuit. The 

waveforms are the results of the test circuit operated at 3.3V and 2.64V respectively. 

These results show that there is more risk for lower voltage operation. 
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Figure 3.13: Results at 3.3V 
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Figure 3.14: Results at 2.64V 

 

Figure 3.15 shows the results of the same test circuit operated at 3.3V, with adaptive 

algorithm incorporated. These results indicate that there is relatively more risk even at 

3.3V, which is due to more logic added as a result of the adaptive algorithm and also due 

to change in input pattern causing a change in critical path timing. 

The waveform marked as “Out1” represents the output signal from FF1 (flip-flop with 

main clock). The waveform marked “Out2” represents the output signal from FF2 (flip-

flop with delayed clock). The waveform marked as “Frequency” represents the frequency 

of operation (20ns when it is low and 40ns when it is high) of the system. 
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Figure 3.15: Results for Adaptive System 
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Figure 3.16: Test Setup 

 

Figure 3.16 shows the complete test setup used for the implementation of this new de-

sign technique. All the tests were done using Xilinx ISE 10.1, Digilent Spartan3E boards 

and Tektronix MSO 4054 Oscilloscope. 

3.9. Conclusions 

A new approach of designing a very robust low power system with inherent PVT 

(Process, Voltage and Temperature) variation protection is proposed. The proposed sca-

venger technique has very small area overhead and is easy to incorporate into existing de-

signs. As long as there are no more than two consecutive critical paths, this technique can 

reduce power with no throughput loss. 

The adaptive voltage and frequency scaling solution proposed in this paper is useful 

for very low energy consumption systems, such as energy harvesting applications, with 

non-uniform computation load. 
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Chapter 4  

Firebird Flip-Flop 

4.1. Introduction 

Aggressive technology scaling is quickly exhausting the maximum available speed of 

operation and the acceptable energy consumption. We propose a new flip flop design 

which gives double the data rate for the same clock speed by using both clock edges. This 

new dual data flip flop, unlike the existing ones, uses almost the same number of gates 

for double the data rate and has robustness in par with standard D flip-flop. Due to its low 

activity factor compared to the existing dual data rate flip-flops [27, 28], it also has con-

siderably lower power consumption. 

Another consequence of technology scaling is radiation induced soft errors in flip-

flops, which have become a major challenge for robust VLSI designs. Based on our new 

dual data rate flip-flop design, a SEU (Single Event Upset) hardened flip-flop, “Firebird”, 

is also proposed. Unlike the existing rad-hard flip-flops [29, 30], the proposed Firebird 

design will latch data on both the clock edges. Extended Firebird design with improved 

SEU hardening (never latch faulty data due to SEUs occurring on the flip-flop) is pro-

posed for more critical applications. 

As already mentioned, one of the major concerns in modern VLSI circuit design is 

power consumption. Our proposed technique takes the basic power equation into consid-

eration, 

leakDDDDL IVfVCP  
2

2

1
    (4.1) 
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It has been previously reported that the clock distribution networks alone consume a 

significant portion of the chip power. For instance, Bailey et. al showed that the clock 

distribution in a 600MHz Alpha microprocessor consumes about 50% of the total chip 

power dissipation [31]. By designing a flip-flop which can sample data on both the clock 

edges, the requirement for clock switching in a circuit is reduced by half. In other words 

the dual data rate flip-flop helps to reduce the clock frequency by 50% thereby saving ex-

tra clock distribution energy. This will significantly reduce the total chip power dissipa-

tion in high performance digital systems. 

The second major concern in modern VLSI circuit design is robustness. SEUs pose a 

major challenge for an error free circuit operation. SEU is defined is by NASA as radia-

tion-induced errors in microelectronic circuits caused when charged particles (usually 

from the radiation belts or from cosmic rays) lose energy by ionizing the medium through 

which they pass, leaving behind a wake of electron-hole pairs. The charge created from 

these particle strikes produces a voltage spike that can cause an unwanted pulse in logic 

circuits or can cause a memory element to change state from a „1‟ to a „0‟ and vice versa. 

In the later part of this chapter, we propose a dual data rate flip-flop circuit that can miti-

gate the SEU effects. 

 

4.2. Background 

The two existing designs that serve as the basis for the proposed dual data rate flip-

flop and Firebird flip-flop are: (1) Standard D Flip-Flop and (2) Error-Correcting Scanout 

flip-flop Design. 
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4.2.1. D Flip-Flop 

A standard D flip-flop is designed with a back to back high level triggered latch and a 

low level triggered latch connection. This structure can be seen in Figure 4.1. The D flip-

flop shown acts like a negative edge triggered flip-flop. The functionality can be better 

understood from the waveforms shown in Figure 4.2. 

Data_In

Clock

Data_Out
L1 L2

High Level Triggered Latch Low Level Triggered Latch

 

Figure 4.1: D Flip-Flop 
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Figure 4.2: D Flip-Flop Output Waveform 
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4.2.2. Existing Rad-hard Flip-Flop Design 

A simplified version deduced from the error-correction scanout flip-flop [30] is 

shown in Figure 4.3. The latches LA and LB together act like a single positive edge trig-

gered D flip-flop. Similarly PH1 and PH2 latches act like another single positive edge 

triggered D flip-flop. Therefore, each flip-flop is replaced with two flip-flops and the 

outputs from these two flip-flops are given to a C-element. The inherent property of the 

C-element to keep the output unaltered in case there is a mismatch in the two inputs (for 

example due to a particle strike on one of the four latches), the entire structure acts like a 

SEU hardened flip-flop. The functioning of this flip-flop can be better understood from 

the waveforms shown in Figure 4.4. As can be observed from the waveforms, one of the 

important drawbacks of this design is that it cannot correct the data if there is an SEU oc-

currence at the time of the active edge of the clock (such as in SEU_2), the data transition 

will be completely missed on that respective output. The functioning of the C-element is 

explained in detailed in the next section. A weak keeper structure is used at the output of 

the C-element to fight the leakage current in the C-element when both the pull-up and the 

pull-down paths in the C-element are shut off. Since a weak keeper structure is used, a 

particle strike on the keeper structure will not affect the output. 
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Figure 4.3: Simplified Error-Correction Scanout Flip-Flop 
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Figure 4.4: Error-Correction Scanout Flip-Flop Output Waveform 

4.3. Existing Dual Data Rate Flip-Flop Designs [27] 

The existing low power dual-edge triggered flip-flops presented here use the tech-

nique similar to edge-triggered latches which create a narrow sampling window to over-
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come race problem. Therefore double-edge triggered flip-flops latch the data on both ris-

ing and falling edge of the clock using a narrow pulse generated on both the clock edges. 

Thus, the clock frequency is reduced by half while the data throughput is preserved. Fig-

ure 4.5 shows two proposed static pulsed flip-flops structures and the pulse generator cir-

cuit. The pulse generator consists of four inverters which generate delayed and inverted 

clock signals, CLK2 and CLK3, along with two NMOS transistors for pulse generation as 

shown in the Figure 4.5. 

In Figure 4.5(a) the PULS signal applied to the NMOS transistor MN1 creates a nar-

row transparency window in which data inputs can affect the state of static nodes SB and 

S through NMOS transistors MN2 and MN3. The PMOS transistor MP5 (MP4) pulls S 

(SB) node up to Vdd. In Figure 4.5(b) the pass transistors MN2 and MN3 contribute in da-

ta capturing during the pulse window with PULS signal. Since data inputs have direct 

access to static nodes SB and S through MN2 and MN3, this structure shows smaller delay 

than the former one. For distinction of these two dual-edge triggered static pulsed flip-

flops the first flip-flop was named as DESPFF and the second one as DSPFF. Two weak 

NMOS transistors MN6 and MN7 are used such that the nodes SB and S will not be float-

ing at anytime which could result in short-circuit current on the following inverter or 

even functional failure. 



 49 

 

CLK

PULS

 

Figure 4.5: (a) DESPFF (b) DSPFF (c) PULS Generator [27] 

4.4. Dual Data Rate Flip-Flop Design 

The present idea works by splitting the sequential two latch structure used in a con-

ventional D flip-flop (explained in previous section), and organizing them in parallel 

style. Then the outputs of these two latches are given to the two inputs of the standard C-

element [29], as shown in Figure 4.6 which by virtue of its operation holds the present 

data until both the inputs given to it become equal in value. Once both inputs given to the 

C-element become equal it acts like a simple inverter. The basic operation of the C-

element can be understood from its truth table shown in Table 4.1. 
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Figure 4.6: Dual Data Rate Flip-Flop 

Table 4.1: C-Element Truth Table 

Q1 Q2 D_Out 

0 0 1 

1 1 0 

0 1 Previous Value 

1 0 Previous Value 

 

Data input is given in parallel to both the high level and low level triggered latches. 

Thus, allowing this new flip-flop to capture any transitions in the input data during the 

entire clock period. Since the C-element stores the data until both the latch outputs be-

come equal, this new design incorporates both the storage and edge triggering attributes 

of a flip-flop. The dual edge detection ability of this design can be understood from the 

waveforms shown in Figure 4.7. 
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Figure 4.7: Dual Data Rate Flip-Flop Output Waveform 

 

A weak keeper structure is used at the output of the dual data rate flip-flop. This kee-

per block has a twofold functionality. Firstly, it keeps the output state of the C-element 

even if there is an excessive leakage current passing through the C-element during the pe-

riod when both the pull-up and pull-down paths of the C-element are shut off. Secondly, 

the keeper also takes care of any charge sharing issues that might occur in case the next 

stage is not isolated by static logic. Again, due to the inherent property of the design to 

make the C-element to float in order to store data may make charge sharing issue critical. 

 

4.5. Firebird 

The technology scaling is occurring in tandem with our increasing desire to explore 

space extensively. As the amount of charge needed to flip a bit is reducing with technolo-

gy scaling, radiation effects like SEUs are gaining hold even at terrestrial level. Triple 

modular redundancy (TMR) has been one of the popular techniques to reduce the impact 
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of SEUs on the design. However, the area and power overhead involved in the TMR 

technique is extremely high, making complex designs unreasonably large. This dilemma 

has been the main motivation behind designing Firebird flip-flop which is completely 

immune to SEUs. 

The Firebird design is shown in Figure 4.8. This design has four latches in parallel 

similar to the dual data rate flip-flop having two latches. Among the four latches, two are 

high-level triggered latches and the remaining two are low-level triggered latches. All 

four outputs from these latches are given to an extended C-element similar to the dual da-

ta rate flip-flop, where the outputs of the two latches are given to a C-element. The func-

tioning of an extended C-element is very similar to that of a C-element, as in Table 4.2. 

Moreover, extended C-element is immune to SEUs even during the float mode as there 

are always two transistors ON/OFF, unlike a normal C-element where only one transistor 

is ON/OFF in the pull-up or pull-down path. The immunity of this Firebird flip-flop to 

SEUs can be better understood from the waveforms shown in Figure 4.9. The waveforms 

in Figure 4.9 show that the new flip-flop also latches faulty data due to SEUs occurring 

during the holding clock edges, on the respective latches (such as SEU_4). Apart from 

that the output data may be slightly affected when there is a SEU occurrence at the be-

ginning of the active level of the respective latch (such as in SEU_3) right when the ex-

tended C-element is transitioning from float mode to inverter mode. Similar affects are 

also present in Error-Correction Scanout Flip-Flop. The waveforms also indicate that this 

scenario will not always result in affecting the output as can be observed in case of 

SEU_5. Therefore, only when SEU causes a bit inversion which would cause an addi-
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tional delay in the transition of the extended C-element from float mode to inverter mode, 

the output will be delayed as well. 
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Figure 4.8: Firebird: A SEU Hardened Dual Data Flip Flop 

Table 4.2: Extended C-Element Truth Table 

Q1 Q2 Q3 Q4 D_Out 

0 0 0 0 1 

1 1 1 1 0 

All Other Inputs Previous Value 
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Figure 4.9: Firebird Flip-Flop Output Waveform 

 

The Firebird‟s immunity to SEUs can be improved with additional area overhead. 

This Extended Firebird with improved SEU hardened is shown in Figure 4.10. Its opera-

tion can be better understood using waveforms shown in Figure 4.11. Extended Firebird 

design never latches faulty data due to SEUs which might even occur at the time of the 

active clock edges (such as SEU_4). This advantage is due to the fact that Q1 and Q3 sta-

bilize into C1 and remains unaffected by SEU on Q1 and Q3 during clock edges. Similar-

ly Q2 and Q4 stabilize into C2. Since these stabilized values are given to extended C-

element the final output never completely misses the data due to SEUs. As Q1 and Q3 

disagree with each other only during a radiation hit, under the assumption of Single Event 

Upset normal C-element and weak keeper structure would be sufficient to ensure SEU 
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hardening at C1. Similarly normal C-element and weak keeper structure is sufficient for 

SEU hardening of C2. 

 

Figure 4.10: Extended Firebird 
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Figure 4.11: Extended Firebird Output Waveform 

 

The extended C-element is made to float in order to store data similar to the dual data 

rate flip-flop design. Therefore, if the extended C-element keeper structure is made out of 

standard inverters and a particle strike happens on the keeper structure during the period 

when the extended C-element is afloat, it will drive the output to a faulty value even 

though the keeper structure is a weak driver. In order to avoid such situations the keeper 

block at the output of the Firebird is made up of back to back C-elements instead of stan-

dard inverter blocks. As the C-element by virtue of its functionality is immune to SEUs, 

the final keeper structure will never drive a faulty value at the output. 

The main advantage of Firebird over the existing rad-hard flip-flop [29, 30] is that it 

will also latch data on both the edges of the clock. The existing rad-hard flip-flop cannot 
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correct any SEUs occurring during the active edge of the clock. However, due to its pa-

rallel latch format, Firebird can correct any SEUs occurring even during both the active 

edges of the clock. Secondly, it is also a dual edged flip-flop for the same amount of tran-

sistors, thereby making it highly power efficient in comparison to the existing rad-hard 

flip-flop. 

 

4.6. Simulations 

The SPICE simulations on the dual data rate flip-flop were performed using the 

Berkeley Predictive Transistor Model (BPTM) in a 0.18μm process technology node [32] 

with a supply voltage of 1.8V. The designs were optimized for a clock frequency of 

400MHz and data switching activity equal to 0.5. A load capacitance of 100fF was used 

for the output. Transistor sizing was optimized using an iterative procedure with the ob-

jective of achieving high speed and low power (minimum Power-Delay Product (PDP)). 

These criteria were picked so that the proposed dual data flip flop (DDFF) can be com-

pared with the existing dual data rate flip-flops, Dual-Edge Triggered Static Pulsed Flip-

Flops (DESPFF and DSPFF) [27]. 

Table 4.3 summarizes the numerical results for the two previous dual data rate flip-

flops along with the proposed dual data rate flip-flop (DDFF). The proposed dual data 

rate flip-flop shows lower PDP as well as lower power consumption in comparison to the 

previously proposed dual data flip-flops. 
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Table 4.3: Results 

 *FF 

Delay 

Power 

(µW) 

PDP 

(fJ) 

Norm. 

PDP 

Device 

Count 

DESPFF[27] 184.7 116.0 21.42 0.968 24 

DSPFF[27] 180.5 122.6 22.13 1.000 25 

DDFF 203.6 102 20.77 0.939 28 

* FF Delay for DESPFF and DSPFF is D-Q     

* FF Delay for DDFF is C-Q      

 

The SPICE simulations on existing rad-hard fli-flop, Firebird and Extended Firebird 

are also done using BPTM0.18μm process technology models with a supply voltage of 

1.8V. The simulations were run at 100MHz. A load capacitance of 50fF was used for the 

output. The SEUs are simulated using a current source of 500μA peak current and 700ps 

width. The SEUs immunity testing is done by giving this current source at different time 

intervals on drains of various transistors in the flip-flop. Data with switching activity of 

200% (data switching on both edges of the clock) is given to Firebird and Extended Fire-

bird and data with 100% switching activity is given to existing rad-hard flip-flop. 

Figure 4.12 shows the SPICE results for the proposed dual data rate flip-flop. The re-

sults show that the data is successfully captured on both clock edges. Figure 4.13 and 

Figure 4.14 show the SPICE results for the existing rad-hard and Firebird flip-flop. The 

results in Figure 4.13 and Figure 4.14 show that both the existing rad-hard flip-flop and 

Firebird miss data when SEUs occurring during the active edge of the clock, but Firebird 

captures data on both the clock edges. Thus Firebird is more power efficient than the ex-

isting rad-hard flip-flop. However, Extended Firebird corrects SEUs occurring even dur-
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ing both active clock edges and also successfully captures data on both the clock edges as 

shown in Figure 4.15. 
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Figure 4.12: Dual Data Rate Flip-Flop Output 
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Figure 4.13: Existing Rad-hard Flip-Flop Output 
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Figure 4.14: Firebird Flip-Flop Output 
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Figure 4.15: Extended Firebird Output 

 

The waveform marked as “D_in” represents the data input given to the respective 

flip-flop design. The waveform marked as “D_out” represents the output signal from the 

respective flip-flop design. The waveforms marked as “CLK” represents the clock given 

to respective flip-flop design. The waveform marked “Simulated SEU” represents the ar-

tificial particle strikes in the form of current spikes given to the respective flip-flop de-

sign for SEU immunity testing. 
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4.7. Conclusions 

A new and robust dual data rate flip-flop with low power consumption is proposed 

that uses almost the same number of gates for double the data rate in comparison to a 

standard D flip-flop making it very attractive for future technologies. 

A unique SEU-hardened dual data rate flip-flop, Firebird, is proposed. Unlike the ex-

isting rad-hard flip-flops, our proposed flip flop is dual edged. Moreover an Extended 

Firebird flip-flop with improved SEU immunity is also proposed. 
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Chapter 5  

Conclusions 

Over the past few years, designers have believed that integrated circuit industry was 

going to saturate soon. They have been proven wrong by new technology advancements. 

Though with the present rate of device scaling, it is bold to state that technology scaling 

will not saturate, future technology advancements are inevitable. 

One of the most critical bottlenecks for technology advancements is power consump-

tion. With current operation speeds and on-chip densities, power consumption has drasti-

cally increased. Designers use various methods to reduce both dynamic and leakage pow-

er. These techniques achieve dynamic power reduction by reducing switching activity, 

load capacitance, supply voltage or frequency using techniques, such as logical restruc-

turing, input reordering, clock gating, device sizing, and dynamic voltage control. Static 

power reduction is achieved by using techniques, such as stacked transistors, adaptive 

body biasing, sleep transistors, and vector manipulations. Though designers were suc-

cessful at reducing power consumption, the amount of complexity, area and performance 

overhead involved in these techniques is slowly reaching unacceptable levels. 

Another critical design challenge faced because of technology scaling is robustness of 

the designs. Single event upsets have plagued electronic systems for a long time. SEUs 

used to be a major concern for space applications, however with technology scaling they 

started influencing electronics at the terrestrial level too. Though unprotected memories 

are more sensitive to SEUs, it is predicted that the soft error rate (SER) of combinational 

logic may dominate the SER of unprotected memory by the year 2011 [2]. 
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The techniques used to reduce SEU sensitivity for combinational logic are increasing 

the device size of sensitive gates [17], duplicating the sensitive gates [33], and gate clon-

ing [34]. These techniques involving selective hardening of gates to soft error rate (SER) 

reduction result in huge area, power and/or delay overhead. With technology advance-

ments the probability of sensitive gates is increasing, worsening the amount of overhead 

incurred. Therefore, such techniques may not be suitable for future circuit designs. 

A design engineer‟s dream is to have simple, efficient and flexible solutions to power 

and robustness issues with lowest possible area, performance and delay overhead. It 

would be a perfect complement if such a solution can be incorporated into the existing 

and future design with minimal or no redesign effort. We believe that we have satisfied 

these desires of the designers by proposing novel solutions like “Scavenger Technique” 

and “Firebird” flip-flop in this thesis. 

Scavenger technique proposed in this thesis is a new approach which uses temporal re-

dundancy on the outputs of the critical paths of a design. The basic principle is to collect 

unused clock duration from logic paths adjacent to critical paths and utilize it to success-

fully complete critical path computations during low power operations. Scavenger‟s “al-

ways correct” approach eliminates the additional area, power and performance overhead 

required for error correction. Due to the availability of status signal, “risk”, this technique 

offers maximum flexibility with respect to performance, power and robustness. Simplici-

ty of this method (resulting in very low area overhead) would make it a very good choice 

for future low power designs. Based on this Scavenger technique, we also proposed an 

adaptive voltage and frequency scaling technique suitable for very low power applica-

tions with non-uniform processing loads. By this technique, the system can be switched 
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back and forth from high power-more throughput mode to low power-less throughput 

mode, on demand. 

We also proposed a new dual data rate flip-flop which takes up almost the same num-

ber of transistors as a standard D flip-flop. Thus this new dual data rate flip-flop gives 

double the processing capabilities for the same chip area. This new flip-flop is designed 

by organizing the sequentially placed latches (of a D flip-flop) in a parallel structure and 

giving the outputs of these two latches to the two inputs of the C-element. The simplicity 

and robustness of this design makes it a perfect choice for future digital designs. Based 

on this dual data rate flip-flop design, a unique SEU immune dual data rate flip-flop 

(Firebird) is proposed. The new design will never latch faulty data due to SEUs and will 

also latch data on both of the edges of the clock making it highly suitable for SEU sensi-

tive low power applications. We expect that techniques like these will find more promi-

nence with future technology advancements. 
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