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Abstract

Phase transitions play an important role in many fields of physics and engineering,

and their study in bulk materials has a long tradition. Many of the experimental

techniques involve measurements of thermodynamically extensive parameters. With

the increasing technological importance of thin-film technology there is a pressing

need to find new ways to study phase transitions at smaller length-scales, where the

traditional methods are insufficient.

In this regard, the phase transitions observed in thin-films of MnAs present in-

teresting challenges. As a ferromagnetic material that can be grown epitaxially on a
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variety of technologically important substrates, MnAs is an interesting material for

spintronics applications. In the bulk, the first order transition from the low temper-

ature ferromagnetic α-phase to the β-phase occurs at 313 K. The magnetic state of

the β-phase has remained controversial. A second order transition to the paramag-

netic γ-phase takes place at 398 K. In thin-films, the anisotropic strain imposed by

the substrate leads to the interesting phenomenon of coexistence of α- and β-phases

in a regular array of stripes over an extended temperature range.

In this dissertation these phase transitions are studied in films grown by molecular

beam epitaxy on GaAs (001). The films are confirmed to be of high structural quality

and almost purely in the A0 orientation.

A diverse set of experimental techniques, germane to thin-film technology, is used

to probe the properties of the film: Temperature-dependent X-ray diffraction and

atomic-force microscopy (AFM), as well as magnetotransport give insights into the

structural properties, while the anomalous Hall effect is used as a probe of magne-

tization during the phase transition. In addition, reflectance difference spectroscopy

(RDS) is used as a sensitive probe of electronic structure.

Inductively coupled plasma etching with BCl3 is demonstrated to be effective for

patterning MnAs. We show that the evolution of electrical resistivity in the coexis-

tence regime of α- and β-phase can be understood in terms of a simple model. These

measurements allow accurate extraction of the order-parameter “phase fraction” and

thus permit us to study the hysteresis of the phase transition in detail. Major fea-

tures in the hysteresis can be correlated to the ordering observed in the array of α-

and β-stripes.

As the continuous ferromagnetic film breaks up into isolated stripes of α-phase,

a hysteresis in the out-of-plane magnetization is detected from measurements of the

anomalous Hall effect. The appearance of out-of-plane domains can be understood
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from simple shape-anisotropy arguments. Remarkably, an anomaly of the Hall effect

at low fields persists far into the β-phase.

Signatures of the more elusive β- to γ-transition are found in the temperature-

dependence of resistivity, the out-of-plane lattice constant, and reflectance difference

spectra. The transition temperature is significantly lowered compared to the bulk,

consistent with the strained state of the material. The negative temperature coeffi-

cient of resistivity, as well as its anisotropic changes, lend support to the idea of an

antiferromagnetic order within the β-phase.
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Chapter 1

Introduction

Due to their ubiquity in nature, the study of phase transitions is of great practical

importance and has a long tradition in physics. From a theoretical basis, phase tran-

sitions are described in terms of the free energy. Therefore, from an experimental

viewpoint, the study of phase transitions involves measurements of thermodynam-

ically “extensive” quantities, such as enthalpy, volume, and magnetization. These

measurements are routinely performed on bulk samples with great sensitivity, thanks

to the availability of modern instrumentation such as calorimeters and SQUID mag-

netometers.

With the growing importance of thin-films and nanomaterials in the last decade,

the study of their phase transitions has also gained popularity. For example, phase

change materials play important roles as recording media. Magnetic phase transitions

of thin-films are at the heart of the emergent field of spintronics.

An interesting material in this regard is MnAs, which can be grown epitaxially

on a variety of substrates and exhibits two phase transitions. The transition from

the ferromagnetic α- to β-MnAs (above 313 K in the bulk), is a first order coupled

magneto-structural transition. A second transition from the β- to the paramagnetic
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γ-phase occurs at 398 K. The magnetic state of the β-phase remains controversial to

this day. In research publications spanning six decades, β-MnAs has been variously

characterized as “antiferromagnetic”, “paramagnetic”, or exhibiting some other, un-

specified “residual magnetic order”.

The strain due to the thermal expansion mismatch and the first order phase

transition has a profound influence on the α- to β-transition itself. In contrast to

the abrupt transition observed in the bulk, the two phases actually coexist over an

extended temperature interval in thin-films.

In the last few years, this material system has been studied intensively. Substan-

tial insight into the coupling of magnetic and structural phase transition has thus

been gained.

Unfortunately, in thin-films, the presence of the substrate often dominates the

measurement of extensive quantities and can thus severely hamper the applicability

of bulk techniques to determine extensive thermodynamic quantities. If one wants to

measure the heat capacity for a nanomaterial, one may have to remove most of the

substrate to obtain a “microcalorimeter”. Similarly, in studying the susceptibility of

a paramagnetic thin-film, one may need to either remove the substrate or numerically

correct for its diamagnetic contribution. In the case of MnAs, the removal of the

substrate is not an option, since one desires to investigate precisely the influence of

the substrate on the phase transition of the thin-film.

In this dissertation we seek to extend some of the classical thin-film (“local”)

techniques to the study of phase transitions in thin-films.

• X-ray diffraction

The lattice parameters of thin-films are thermodynamically intensive quanti-

ties. Strictly speaking, however, X-ray diffraction is an “extensive” measure-

ment, as the scattering amplitude depends on the number of scatterers. Be-
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cause of its relatively short absorption length, it can nonetheless be regarded

as a “local” — and thus non-extensive — probe in certain circumstances.

• Magnetotransport and anomalous Hall effect

Conductivity and resistivity in and of itself are intensive quantities. Again,

since any practical measurement involves a volume integral over current density,

the measurement itself has to be considered “global”. Luckily, in many cases

the substrate is insulating enough that the measurement effectively becomes

“local”. The anomalous Hall effect, in particular, offers a sensitive probe of

magnetization, that is unaffected by the diamagnetic contribution from the

GaAs substrate.

• Reflectance difference spectroscopy

The optical penetration depth scales with the wavelength of light. For met-

als, penetration depths are on the order of 10s of nanometers in the visible

optical regime. Furthermore, light can be focused to a spot size on the or-

der of the wavelength. Therefore, optical techniques are an important “local”

characterization tool, with a firmly established place in thin-film characteriza-

tion. Reflectance difference spectroscopy can resolve very small anisotropies in

the dielectric constants, which can be useful for anisotropic materials such as

MnAs.

• Atomic force microscopy

By its nature, scanning probe microscopies are “local” techniques, that allow

insights into a variety of variables. In particular, atomic force microscopy can

sense the local displacement of ensembles of atoms on an otherwise flat surface.

We will find that the combination of these “local” techniques allows us to gain

considerably more insight into the phase transitions than each technique would by

itself. In this way we can obtain further insights into the following issues:
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• What causes the hysteresis in the α-/β-phase-coexistence?

• What is the influence of strain on the β- to γ-transition?

• What is the magnetic state of the β-phase?

1.1 MnAs as a Spintronics Material

Many of today’s data storage technologies are based on thin-films of magnetic ma-

terials. With the technological challenges posed by the approaching breakdown

of Moore’s law, alternative approaches to computing are sought. One such new

paradigm is the idea of quantum computing, where information is not just encoded

in a binary state. While there are many interesting approaches to the physical im-

plementation of quantum computing, one possible approach for solid-state quantum

computation may lie in a field that has been termed “spintronics”. As in classical

electronics, the carrier of information is the electron, but in addition to its charge

property, information can also be encoded in its spin. This immediately raises the

question by what means one can generate, manipulate, and read-out the spin-state

and interface it to the macroscopic world. The coupling of circularly polarized light

to the electron spin offers a route to control and read-out electron spin in a solid. To

realize this approach, it is desirable to use a material with demonstrated photonic

capabilities as the host material, such as GaAs or InP.

1.1.1 Spin Injection

If one wants to control the spin by electric means, a polarized “spin-current” can be

injected into a semiconductor from a ferromagnetic material. An electric current can

be used to generate a magnetic field to control the magnetization of the magnetic
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material. However, the transport of spins across the interface between the magnetic

material and the semiconductor is complex. In general, one has to rely on tunnel in-

jection of carriers to bypass the “conductivity-mismatch problem” [1, 2] encountered

in diffusive transport. For this purpose, it is important that interfaces of excellent

quality can be achieved.

A widely studied candidate for spin-injection is the dilute ferromagnetic alloy

Ga1−xMnxAs, which can be epitaxially grown directly onto GaAs with excellent

interface quality [3]. Unfortunately, complex materials issues limit its Curie temper-

ature to about 173 K [4], even after more than a decade of improvement. Epitaxy

of conventional magnetic materials like iron, cobalt, or nickel on semiconductors is

difficult because of the difference in lattice constants and/or crystal structure. In ad-

dition, formation of non-magnetic alloys at the interface can impede efficient tunnel

injection. Nonetheless, for carefully selected growth conditions [5] successful tunnel

injection using iron on GaAs has been demonstrated, albeit with fairly low injection

efficiencies (2% for Fe/GaAs(001) [6] and 13% for Fe/AlGaAs(001) [7]). Despite its

dissimilar crystal structure, MnAs can be epitaxially grown on a variety of semi-

conductor substrates. This, and its sufficiently high Curie temperature, make it an

interesting option for further studies of spin injection [8]. It has also been proposed

that a zincblende modification of MnAs might be half-metallic [9, 10], i.e. 100% spin

polarized at the Fermi level. If such a material could be successfully grown, spin

injection efficiencies might be greatly enhanced.

1.1.2 MnAs Clusters in GaMnAs

In Ga1−xMnxAs, the “workhorse” of the spintronics world, it was found that the

formation of interstitial Mn (MnI) greatly reduces the Curie temperature TC of the

as-grown material. Low temperature (250◦C) post-growth annealing is effective in
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the removal of these interstitials and can raise TC from typically below 80 K to

around 170 K [4]. If the material is grown or annealed at higher temperatures, phase

segregation occurs and clusters of MnAs form within the matrix. The clusters lead

to interesting properties, among them strong magneto-optic effects [11] that may

be exploited for devices integrated on GaAs substrates [12], as well as a very large

magnetoresistance effect [13].

1.2 MnAs as a Magnetocaloric Refrigerant

A second potential application area for MnAs is magnetic refrigeration [14]. Of

the many compounds under investigation, MnAs shows the highest magnetocaloric

entropy change of about 30 J kg−1K−1 [15] for a field change of 5 T near room tem-

perature. The discovery of an increasing magnetocaloric effect (MCE) with pressure

(up to 267 J kg−1K−1) [16] has generated significant attention. This “colossal” mag-

netocaloric effect (CMCE) is far beyond what has been achieved by other materials

exhibiting only a “giant” magnetocaloric effect (GMCE), such as Gd5Si2Ge2. A

CMCE was claimed for Mn1−xFexAs by de Campos et al. [17], but was disputed by

Balli et al. [18], who pointed out the improper application of Maxwell relations to

determine the entropy change. Nevertheless, the tunability of ordering temperature

and hysteresis through substitutions of Fe [17], Cr [19], Co [20], and Sb [15, 21] may

enable the construction of multi-stage magnetic refrigerators. While the high toxicity

of the arsenic contained in MnAs may be a show-stopper for some applications, it is

certainly not a problem for the cooling of semiconductor-devices based on GaAs.
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1.3 Overview

The rest of the dissertation is organized as follows: In Chapter 2, we review the prop-

erties of bulk MnAs and discuss in detail the effect of substrate strain on the phase

coexistence in thin-films of MnAs. A brief overview of magnetism and anomalous

Hall effect concludes the chapter. Chapter 3 details the experimental procedure for

the growth of MnAs thin-films on GaAs by molecular beam epitaxy and the struc-

tural characterization of the samples. In Chapter 4, we discuss magnetotransport

with an emphasis on the correlation with the structural and magnetic α- to β-phase

transition. Finally, in Chapter 5 the influence of strain on the β- to γ-transition

is investigated by electrical, optical, and structural methods. A summary of the

important results is given in Chapter 6.
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Chapter 2

Background

In this chapter, we present some background information on the phase transitions

and magnetic orderings of bulk MnAs. Then, we turn our attention to thin-films of

MnAs, for which the epitaxial constraints considerably alter the α- to β-transition.

Finally, some background material on magnetism and the anomalous Hall effect is

provided to aid in the understanding of later chapters.

2.1 Bulk MnAs

The phase transitions in bulk MnAs have been the subject of a considerable number

of studies since the late 1940s, when Serres [22] discovered the anomalous behavior

of susceptibility in the β-phase, and Guillaud [23] identified the phase transition

around 313 K as a ferromagnetic to antiferromagnetic transition. One model for

this type of transition (F-AF) was developed by Kittel [24], on the premise that the

exchange coupling between two magnetic sublattices would vary as a function of one

crystallographic parameter and change sign at the transition temperature. On the

other hand, Bean and Rodbell [25] concluded that evidence for an antiferromagnetic

8
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ordering in the β-phase was insufficient and attempted to explain the first order

nature of the ferromagnetic-paramagnetic (F-PM) transition on the basis of a volume

dependent exchange interaction. The debate on the magnetic state of β-MnAs has

not been settled to this date.

In the following, we review some of the experimental evidence for the different

phases. An overview of the physical properties of the three phases of MnAs is given in

Table 2.1. Figure 2.1 shows the phase diagram of the As-Mn system. Besides MnAs,

various other phases have been identified. Among these, Mn2As is antiferromagnetic

(TN =573 K [26, 27]). The magnetic state of Mn3As (space group 63, Cmcm, a =

3.788Å, b = 16.29Å, c = 3.788Å [28]) is unknown. Mn3As2 is ferromagnetic with a

Curie temperature of about 273 K [29].

 Phase Equilibria, Crystallographic and Thermodynamic Data of Binary Alloys 1 
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This was the basis to draw Fig. 1. 
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Figure 2.1: Binary phase diagram of the As-Mn system, taken from Landolt-
Börnstein [30]. Reprinted with kind permission of Springer Science and Business
Media.
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α-phase β-phase γ-phase

Space group P63/mmc Pnma P63/mmc

Lattice constants ah 3.717 3.673 3.70 Å

boh ah 3.684 ah Å

ch 5.722 5.722 5.77 Å [31]

Density ρ 6.30 6.43 6.30 g/cm3

Volumetric thermal expansion αV 18 · 10−5 6.9 · 10−5 K−1 [32]

Compressibility κ 4.5 · 10−2 1.7 · 10−2 GPa−1 [32]

Poisson ratio ν 0.27 0.40 [32]

Table 2.1: Properties of bulk MnAs in the different phases.

2.1.1 α- to β-Transition

The magneto-structural transition from the α- to the β-phase has been studied exten-

sively. The transition is of first order, accompanied by a latent heat of 7.49 J/g [25],

and a discontinuous change in lattice parameters with a thermal hysteresis of about

10 K. The change in volume at the transition is about 2.1%. In 1964, Wilson dis-

covered that the crystal structure changes from hexagonal space group P63/mmc

(“NiAs type”) to the orthorhombic space group Pnma [33] (“MnP type”).

The nomenclature of the crystallographic setting used throughout this disserta-

tion is illustrated in Fig. 2.2.

For the two crystallographic systems, the following relations hold:

ao = ah = bh (2.1)

bo ≈
√

3bh (2.2)

co = ch, (2.3)

where subscript o denotes the orthorhombic, and h denotes the hexagonal sys-
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ah

√
3b
h

b h
=
a h

ao = ah

bo

Figure 2.2: Crystallographic setting of MnAs in hexagonal space group P63/mmc
(left) and orthorhombic space group Pnma (right), along with the hexagonal lattice
constants (ah, bh, ch), as well as the orthorhombic lattice constants (ao, bo, co).

tem. Since the orthorhombic distortion from the hexagonal symmetry is small, we

introduce a “orthohexagonal” lattice constant boh, defined as:

boh ≡
bo√

3
. (2.4)

With this definition, for vanishing orthorhombic distortion boh → ao.

The bulk lattice constants of MnAs have been measured by Willis and Rooksby

in 1954 [34], and more recently by Suzuki and Ido in 1982 [31]. A comparison of the

two datasets is shown in Fig. 2.3. In the literature, there seems to be no consensus

on which dataset is authoritative. The earlier data are reproduced for example in

the recent review by Däweritz [35], while the later dataset has been used for density-

functional theory (DFT) calculations [36]. While there is good overall agreement of

the two datasets, significant discrepancies exist especially in the temperature range of

the β-phase. This is likely caused by the incorrect assumption of hexagonal symmetry

in the data analysis of the earlier measurement. For that reason, and assuming

improved experimental procedure, we will use the Suzuki and Ido dataset.

The lattice constant changes abruptly by about 1% in the temperature range

from 305 to 318 K, with a thermal hysteresis of about 10 K.
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Figure 2.3: Bulk lattice constants of MnAs, as measured by Willis and Rooksby in
1954 [34] (dashed lines) and by Suzuki and Ido in 1982 [31] (solid lines). The Suzuki
paper gives only the lattice parameters a, c, as well as the cell volume V , therefore
boh is computed as V

a·c·
√

3
.

Concomitantly, the crystal symmetry changes from hexagonal for the α- to or-

thorhombic for the β-phase, where the boh lattice constant differs slightly from the a

lattice constant.

The α- to β-transition is a coupled “magneto-structural” phase transition, as

demonstrated by the shift of the transition to higher temperatures under applied
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magnetic fields with a slope of about 3.5 K/T [37] to 4 K/T [38].

The loss of magnetization is discontinuous, as shown in Fig. 2.4. If one extrapo-

lates the spontaneous magnetization to higher temperature, one finds a “true” Curie

temperature for α-MnAs of about 400 K [39].
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Figure 2.4: Bulk magnetization (blue) and inverse susceptibility (red) of MnAs, after
Ido [40]. The dashed red line is a Curie fit to the γ-phase susceptibility, resulting in
an extrapolated Tc = 288 K.

Remarkably, the susceptibility in the β-phase does not follow the typical Curie-

Weiss behavior [22, 23].

The γ-phase, on the other hand, shows a paramagnetic susceptibility with an ef-

fective moment µeff of 4.45 µB and an extrapolated Curie temperature of 285 K [22].

2.1.2 β- to γ-Transition

With increasing temperature, the orthorhombic distortion of the β-phase decreases.

At about 398 K, hexagonal symmetry (boh = a) is restored, marking the phase

transition from the β- to the γ-phase. The γ-phase is is undoubtedly paramagnetic,
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as its susceptibility follows the Curie-Weiss law.

2.1.3 Magnetic State of the β-Phase

After magnetic measurements by Serres and Guillaud showed that susceptibility in

the β-phase did not follow the Curie-Weiss behavior observed for the paramagnetic

γ-phase, the β-phase was believed to be antiferromagnetic [23]. However, no evidence

for antiferromagnetic order could be found in neutron diffraction experiments [33, 41].

Thereafter, Bean and Rodbell [25], as well as Goodenough and Kafalas [39], and

others [38, 42, 43, 44] treated the first order phase transition as a ferromagnetic to

paramagnetic transition.

More recently, density functional calculations have hinted at the possibility of

antiferromagnetic ordering [36, 45, 46].

2.1.4 Elastic Constants

For a crystal of hexagonal symmetry, Hooke’s law can be written in Voigt notation

as [47]




σxx

σyy

σzz

σyz

σzx

σxy




=




c11 c12 c13 0 0 0

c12 c11 c13 0 0 0

c13 c13 c33 0 0 0

0 0 0 c44 0 0

0 0 0 0 c44 0

0 0 0 0 0 c66







εxx

εyy

εzz

εyz

εzx

εxy




, (2.5)
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with the elastic stiffness tensor cij, strain ε and stress σ. Here, c66 = c11−c12
2

. The

compliance tensor sij = c−1
ij leads to the inverse relationship

ε = sσ. (2.6)

The bulk modulus is given by

B =
(c11 + c12)c33 − 2c2

13

c11 + c12 + 2c33 − 4c13

. (2.7)

The elastic compliance constants for α- and β-MnAs were determined by Dörfler

on single crystalline whiskers [48] and are listed in Table 2.2. The slight orthorhombic

distortion of the β-phase was ignored.

Stiffness [GPa] c11 c33 c44 c66 c12 c13 B

α-MnAs 49.8 119 37.0 18.6 12.7 14.0 28.8

β-MnAs 41.0 112 34.5 16.1 8.7 10.7 23.1

Compliance [MPa−1] s11 s33 s44 s66 s12 s13

α-MnAs 21.9 8.9 27 53.8 -5 -2

β-MnAs 26.0 9.3 29 62.0 -5 -2

Table 2.2: Elastic stiffness (cij) and compliance (sij) tensor elements and bulk mod-
ulus for bulk MnAs. The compliance values were taken from Dörfler and Bärner [48].

2.1.5 Related Materials

Besides MnAs, a number of other manganese pnictides have been studied for their

magnetic properties.
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MnAs MnP MnSb MnBi

P63/mmc Pnma P63/mmc P63/mmc

a [Å] 3.722 4.122 4.287 [49]

c [Å] 5.702 5.755 6.126

Tc [K] 292 [50] 588 [51] 633 [52]

µeff (T = 0K) [µB] 3.31 [53] 3.5 [54] 3.95 [52]

Table 2.3: Properties of magnetic manganese pnictides. The lattice parameters for
the orthorhombic MnP are a = 5.268Å, b = 3.173Å, and c = 5.918Å.

MnN, MnP, MnSb, and MnBi

Like MnAs, the manganese pnictides MnN, MnP, MnSb and MnBi are also ferromag-

netic (see Table 2.3). MnSb and MnBi posses the same hexagonal crystal structure

(space group P63/mmc) as the α- and γ-phases of MnAs. MnP on the other hand

possesses the slightly distorted orthorhombic “MnP” structure, i.e. the same struc-

ture as β-MnAs.

Mn-Ga Intermetallics

As the MnAs layers are grown on a GaAs substrate, in principle the formation of

Mn-Ga intermetallics cannot be ruled out. A large number of stable intermetallic

phases are known [30], several of which exhibit magnetic ordering [55, 56]. For the

so-called δ-phase MnxGa1−x (x = 0.55 − 0.60), Curie temperatures up to 658 K

(depending on stoichiometry) have been reported [57]. This phase has indeed been

grown epitaxially on GaAs [58, 59]. As we will see in Section 3.3.1, no evidence for

crystalline MnGa was found in X-ray diffraction experiments.
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2.2 Thin-Films

The growth of MnAs by molecular beam epitaxy (MBE) was first demonstrated by

Tanaka in 1994 [60, 61]. In conventional heteroepitaxy of III-V semiconductors all

materials have the same zincblende crystal structure, but differ in their lattice con-

stant. In this respect, MnAs epitaxy is extraordinary, as it possesses hexagonal crys-

tal structure, but can still be grown with good quality on a variety of substrates with

cubic symmetry. To this date, growth on various orientations of GaAs, Si (001) [62],

InP (001) [63, 64], and even highly oriented pyrolytic graphite (HOPG) [65] have

been demonstrated.

In this dissertation, the focus will be on the most widely studied system: MnAs

on GaAs (001). For a recent review of MnAs on GaAs with different substrate

orientations, see the excellent paper by Däweritz [35].

Similar to GaMnAs, the growth of crystalline MnAs on GaAs is only possible

at low enough substrate temperatures. For temperatures below 250◦C, surface dif-

fusivity for the adatoms becomes too low and results in amorphous material. As

already noted by Tanaka, the orientation of the MnAs cell with respect to GaAs

depends on the exact growth conditions during nucleation of the film, in particular

on the arsenic coverage. An overview of the various epitaxial relationships obtained

is shown in Figure 2.5.

In the following, we will focus on the most widely studied system: MnAs (1100)

grown on GaAs (001) in the A0 orientation, Figure 2.6, with [0001] parallel to GaAs

[110] and [1120] parallel to GaAs [110].

For this epitaxial relation, the following natural lattice mismatch can be derived:

f[110] =
dGaAs(220) − dMnAs(1120)

dGaAs(220)

= 6.9% (2.8)
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Figure 2.5: Epitaxial relationships observed for hexagonal MnAs grown on GaAs
(001), taken from Iikawa et al. [66]. Reprinted with kind permission of the American
Institute of Physics.

Figure 2.6: MnAs (A0 orientation) on GaAs (001).
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f[110] =
dGaAs(110) − dMnAs(0002)

dGaAs(110)

= 29% (2.9)

These large mismatches lead to very small critical thickness, and therefore, relax-

ation occurs after only a few monolayers. It was shown by Satapathy [67] that the

mismatch in the c-direction is reduced through a regular array of misfit dislocations,

where every fourth MnAs (002) lattice plane coincides with every sixth GaAs (220)

plane, thus reducing the strain to

f[110] =
6dGaAs(110) − 4dMnAs(0002)

6dGaAs(110)

= 4.8% (2.10)

A secondary set of misfit dislocations with a 6 to 8 ratio reduces this misfit

further, so that the strain at the growth temperature is near zero.

2.2.1 In-Plane Strain

Upon cooling, the epitaxial relationship between the MnAs film and the underly-

ing substrates is thought to become fixed at critical temperature of about T0 =

150◦C [68].

Then, assuming the thermal expansion of the MnAs film follows the thermal

expansion of the GaAs substrate, the thin-film lattice constants are given by

aMnAs
film (T ) =

aMnAs(T0)

aGaAs(T0)
aGaAs(T ) (2.11)

cMnAs
film (T ) =

cMnAs(T0)

aGaAs(T0)
aGaAs(T ). (2.12)
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From this, we find the in-plane strain versus temperature as

εa(T ) ≡
aMnAs
film (T )− aMnAs(T )

aMnAs(T )
=
aGaAs(T )

aGaAs(T0)

aMnAs(T0)

aMnAs(T )
− 1 (2.13)

εc(T ) ≡
cMnAs
film (T )− cMnAs(T )

cMnAs(T )
=
aGaAs(T )

aGaAs(T0)

cMnAs(T0)

cMnAs(T )
− 1. (2.14)

The resulting tensile strain is shown in Fig. 2.7.
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Figure 2.7: Strain versus temperature for the in-plane directions a and c of MnAs.
The epitaxial relationship was assumed to be fixed and fully relaxed at 423 K (150◦C).
The GaAs lattice constant was taken from Ayers [47], MnAs lattice constants from
Suzuki and Ido [31].

2.2.2 Phase Coexistence

Owing to the large difference in thermal expansion coefficients for MnAs and GaAs,

tensile strain will build up in the MnAs layer upon cooling from the growth temper-

ature. The β-phase with its larger lattice constant offers a way to lower the total
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strain along the [1120] direction. This leads to the phase coexistence regime, where

α- and β-phase of MnAs form a regular array of stripes. A model for this phase

coexistence has been developed by Kaganer et al. [69, 70]. The basic assumption is

that the in-plane mean total strains εxx and εyy are zero due to lateral constraints of

the substrate. With the relative phase fractions fα and fβ these conditions can be

written as:

εxx = fαεα,xx + fβεβ,xx = 0 (2.15)

εyy = fαεα,yy + fβεβ,yy = 0 (2.16)

The surface of the film, however, is unconstrained and hence the stress σzz normal

to the film is zero.

The free energy of the film is given as

F = fα(Fα + Eel
α ) + fβ(Fβ + Eel

β ), (2.17)

with the free energies of the phases Fα,β and elastic strain energy

Eel
a = Y

(
e2
a,xx + 2νea,xxea,yy + e2

a,yy

)
. (2.18)

Minimization of the free energy with respect to fα leads to the equilibrium phase

fraction

fα = − ∆F

2Y η2
. (2.19)

If the detailed structure of the film is assumed to be periodic, a Fourier expansion

can be used to calculate the normal displacements within the domains [70, 71, 72].

The result of such a calculation, shown in Fig. 2.8, illustrates the surface modulation

encountered in the phase-coexistence regime of MnAs. The stripe periodicity Λ is

known to be proportional to the film thickness t, with Λ ≈ 4.8 · t [35]. This scaling
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Figure 2.8: Calculated vertical displacements of a 1 µm thick film with 5 µm peri-
odicity for different phase fractions. The assumed misfit of 1% is applicable for the
MnAs α- to β-transition. For clarity, the displacement is scaled by a factor of 10.

is the result of the competing elastic energies along the GaAs/MnAs interface and

α- and β-domain interfaces [70].

The phase-coexistence can also be observed for other epitaxial orientations. For

MnAs(0001)/GaAs(111)B the transition is found to proceed over a temperature

range from about 313 to 323 K [73]. As a consequence of the isotropic strain condi-

tions (the hexagonal plane lies in the growth plane), periodic striped structures are

not observed.
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2.3 Magnetism

In the following, we give a quick review of some of the important concepts in mag-

netism which will be relevant in the following chapters. A more detailed discussion

can be found in most textbooks on magnetism, see for example [74, 75].

In general, the magnetic induction ~B is related to magnetic field ~H and magne-

tization ~M by

~B = µ0( ~H + ~M). (2.20)

Due to the difference in units in the SI-system between B (Tesla) on the one

hand, and H and M (in A/m) on the other hand, in practice one often uses

~B = ~Bext + ~I, (2.21)

with the definitions ~Bext ≡ µ0
~H for the external (applied) field and the magnetic

polarization ~I ≡ µ0
~M , see for example [76, 77].

The magnetic susceptibility tensor χ of a non-ferromagnetic medium is formally

defined by

~M = χ ~H. (2.22)

2.3.1 Paramagnetism

Isolated, localized spins in an external magnetic field experience the Zeeman splitting

of their energy levels

Em = −~µ · ~B, (2.23)

where the moment is given by

µ = gµBmS, (2.24)

23



Chapter 2. Background

with Bohr magneton µB and Landé-factor g = 1 + J(J+1)+S(S+1)−L(L+1)
2J(J+1)

.

From thermodynamics, one can derive from this the magnetization of an ideal

paramagnet as

M = NgµBJBJ(x), (2.25)

with the dimensionless parameter x = gµBJ
H
kBT

, and the Brillouin function

BJ(x) =
2J + 1

2J
coth

(
2J + 1

2J
x

)
− 1

2J
coth

(
1

2J
x

)
. (2.26)

A plot of Eqn. 2.26 for different values of J is shown in Fig. 2.9. The saturation

behavior observed for x ≥ 1 is usually only encountered for very low temperatures

or very strong fields. For x � 1, one may approximate the zero-field susceptibility

as

χ =
C

T
, (2.27)

where C is the Curie constant.
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Figure 2.9: Plot of the Brillouin function BJ(x) for J = 1/2, J = 3/2, and J →∞.
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The assumption of completely non-interacting spins is valid only in dilute spin-

systems. For practical paramagnets, one instead finds the Curie-Weiss law

χ =
C

T − Tc
, (2.28)

where Tc describes the magnetic ordering temperature of the system.

In a real solid, in particular a metal, the electrons are not fully localized and

thus one has to consider band-effects. As a consequence, relation 2.24 does not

hold anymore and one introduces an effective moment µeff instead. For MnAs in

particular, the following parameters have been reported: J = 3/2, g = 2.27, and

µeff = 3.4µB [78].

2.3.2 Ferromagnetism

In a solid, magnetic moments are coupled to each other through quantum-mechanical

exchange interactions. While direct (dipole-dipole) interactions couple neighboring

spins, indirect exchange mechanisms such as the Rudermann-Kittel-Kasuya-Yosida

(RKKY) interaction can mediate coupling between more remote moments. In effect,

if the coupling is of the right sign and sufficiently strong, magnetic moments will

order below some Curie temperature to yield a spontaneous magnetization Ms. In

describing this ordering, one commonly resorts to effective-field theories, where the

role of the exchange interactions is lumped together into an exchange-field Bex. This

treatment also leads directly to the Curie-Weiss law (Eq. 2.28), which then gives the

susceptibility of the material above its Curie temperature.

2.3.3 Antiferromagnetism

If the sign of the exchange coupling favors antiparallel alignment, it is possible for

the moments to form an ordered antiferromagnetic state with neighboring moments
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in antiparallel alignment. Commonly employed models typically consider a set of two

(or more) sublattices with ferromagnetic order within each sublattice, but the total

magnetization canceling because of the antiparallel alignment of the sublattices. The

net magnetization of such a system is linear in the applied field as in a paramagnet,

and unlike in ferromagnetism, there is no net magnetization at zero field. Therefore,

from magnetization and susceptibility measurements it is very hard to find conclusive

evidence of antiferromagnetism, and the only reliable way to directly detect the

antiferromagnetic order is through neutron scattering.

2.3.4 Magnetic Anisotropy

Magnetic materials, in particular ferro- and antiferromagnets, are generally not

isotropic.

Shape Anisotropy and Demagnetization

The magnetostatic energy is given by the volume integral

E = −1

2

∫
~M(~r) · ~H(~r)d~r. (2.29)

For a uniformly magnetized material, the internal field may be written as

~Hinternal = −N · ~M, (2.30)

with the demagnetizing tensor (or factor) N. Demagnetization factors in textbooks

are usually only given for simple geometric shapes like spheres and ellipsoids. For

an infinitely thin film, the perpendicular demagnetization factor Nz is 1, while the

in-plane demagnetization factors Nx = Ny = 0. General analytical expressions for

rectangular prisms have been derived only recently [79]. For an infinitely long prism
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of height h and width w and aspect ratio p = h
w

, these simplify to

Nz =
1

π

(
1− p2

2p
ln(1 + p2) + p ln p+ 2 arctan

1

p

)
(2.31)

A plot of the demagnetization factor Nz versus h/w is shown in Fig. 2.10.
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Figure 2.10: Plot of the demagnetization factor Nz for infinitely long stripes of width
w and height h.

Magnetocrystalline Anisotropy

The spin-orbit interaction is a major factor in the magnetic anisotropy. For a hexag-

onal crystal, the anisotropy energy is usually approximated as [74]

E =

∫
K1 sin2 Θ(~r) +K2 sin4 Θ(~r) +K3 sin6 Θ(~r)d~r, (2.32)

where Θ(~r) is the angle between the magnetization ~M(~r) and the hexagonal c-axis.

For MnAs, De Blois and Rodbell found K1 = −5.75 · 105 J/m3, K2 = 1.5 · 105 J/m3,

and K3 = −1.15 · 105 J/m3 at 35◦C [38, 42].

27



Chapter 2. Background

A plot of the anisotropy energy density is shown in Fig. 2.11. The minimum in

energy is for Θ = 90◦, i.e. the magnetically easy direction is in the hexagonal plane,

while the c-axis (Θ = 0◦) of MnAs is magnetically hard.
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Figure 2.11: Magnetocrystalline anisotropy energy density for MnAs.

Additional contributions to the anisotropy may arise from surfaces, because the

otherwise perfect translational periodicity of the crystal is broken.

2.4 Hall Effect and Anomalous Hall Effect

The ordinary Hall effect is a result of the Lorentz-force of an applied magnetic field

~H acting on moving charge carriers (electrons or holes) in a solid. The deflection of

carriers leads to a charge imbalance, and thus to an electric field ~E that — under

steady state conditions — balances the magnetic force

q~v × ~B = q ~E. (2.33)

In a rectangular geometry with symmetric contacts illustrated in Fig. 2.12, one
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can measure the Hall Voltage Vxy and derive the Hall resistance ρxy

ρxy =
Vxy
I
t (2.34)

if transport is assumed to be homogeneous over a known film-thickness t.

I

Vxx

~B

Vxyw

l

Figure 2.12: Classical Hall-bar geometry.

In the same geometry, the sheet resistance is given as

ρsheetxx =
Vxx
I

w

l
, (2.35)

where the bulk value can again be determined by ρxx = t · ρsheetxx .

In a simple, single band picture, the Hall resistivity is connected to the density

n of carriers with charge q through the Hall constant:

RH ≡
ρxy
B

=
1

n · q . (2.36)

From these two measurements, the carrier mobility µ is then found as

µ =
Vxy
Vxx

l

w

1

B
. (2.37)

Soon after the discovery of the Hall effect, it became clear that for a magnetic

material there is an additional “anomalous” contribution to the Hall effect [80]:

ρxy = R0Bz +RSµ0Mz, (2.38)
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where R0 = 1
n·q is the normal Hall constant, RS is the spontaneous Hall constant,

Mz is the out-of-plane component of magnetization.

It has to be pointed out here, that this additional contribution exists even in

paramagnetic substances. Indeed, for a material with a small ordinary Hall coeffi-

cient (high doping), high resistivity (low mobility), and a significant concentration of

paramagnetic ions, the anomalous contribution may be dominant. A prime example

is the dilute magnetic semiconductor Ga1−xMnxAs.

While for non-magnetic materials the linear relation Bz = µ0H
ext.
z holds, for

a magnetic material the internal magnetic field contains a contribution from the

magnetization:

Bz = µ0(Hext.
z + (1−Nz)Mz). (2.39)

Here, the demagnetizing field (see Section 2.3.4) has to be taken into account. In

the limiting case of a continuous thin-film one finds Nz ≈ 1 and relationship 2.38

simplifies to

ρxy = R0µ0Hz +RSµ0Mz. (2.40)

2.4.1 Phenomenology

Phenomenologically, it has been known that the spontaneous Hall constant RS is

dependent on the sheet resistivity ρxx in the following form:

RS = c · ργxx. (2.41)

Here, in typical experiments the exponent γ is found to be either 1 or 2, depending

on the system under consideration. The proportionality constant c is usually taken

to be temperature independent. Considering the availability of theoretical models
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for γ = 1 and γ = 2, the following form is also quite commonly encountered:

RS = c1 · ρxx + c2 · ρ2
xx. (2.42)

For large ρxx the anomalous Hall effect is often the dominant contribution and

one can neglect the ordinary Hall effect. Then, through eqn. 2.40, the anomalous

Hall effect can be utilized as a sensitive magnetometer for the thin-film. In particular

for low fields, the susceptibility of the sample can be approximated as

χzz ≡
dMz

dHz

≈ 1

RSµ0

dρxy
dHz

=
1

RS

dρxy
dBext.

z

. (2.43)

We will make use of this relation in Chapter 4 to deduce the susceptibility of the

α-phase.

2.4.2 Theoretical

Despite its early discovery, a theoretical understanding of the anomalous Hall effect

(AHE) had not been developed until the 1950s and has remained sketchy.

The empirical dependence of RS on ρ (Eqn. 2.42) might lead one to assume that

the AHE must be intimately connected to scattering. That this is not necessarily so

can be seen by focusing instead on the Hall conductivity σxy = ρxy
ρ2xx+ρ2xy

≈ ρxy
ρ2xx

. Assum-

ing RS ∼ ρ2
xx, we find that the anomalous Hall conductivity term σAHExy = RS

ρ2xx
µ0Mz

does not have an explicit dependence on σxx, i.e. no dependence on a scattering time

τ .

A first theory of the AHE was developed by Karplus and Luttinger [81], based on

the spin-orbit interaction. Their theory predicted an anomalous velocity perpendic-

ular to the applied electric field contribution to the Hall effect, with the associated

ρ2 dependence of the extraordinary Hall constant.
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This “intrinsic” explanation of the AHE was rejected by Smit [82, 83], who, using

a semiclassical approach, developed a theory based on impurity scattering due to the

spin-orbit interaction. His theory contained contributions of both ρ1 dependence,

termed the “skew-scattering” mechanism, as well as the ρ2 dependence. This second

contribution, neglected by Smit, was later resurrected by Berger [84] as the “side-

jump” mechanism and was considered the primary AHE mechanism for the next

decades.

Only recently, the connection of Karplus and Luttinger’s anomalous velocity to

Berry’s phase [85] arguments has been realized [86, 87, 88, 89, 90] and has been

termed the “intrinsic” contribution.

In practice, it is of course not easily possible to distinguish between the intrinsic

and the side-jump mechanism since both lead to a ρ2 dependence. The general view is

that skew scattering mechanism dominates for highly conductive (σ > 106(Ωcm)−1)

ferromagnets, while for moderately conductive (104 - 106(Ωcm)−1) materials the in-

trinsic and side-jump mechanisms give rise to a RS ∼ ρ2 dependence. The conduc-

tivity of MnAs is about 2 to 5 · 105(Ωcm)−1, placing it within the ρ2 regime.

An extensive review of recent theoretical and experimental work concerning the

AHE is given in Nagaosa et al. [91].

2.4.3 Inhomogeneous Media

In an inhomogeneous medium, the Hall effect can be treated using effective media

theory. Expressions for the effective conductivity tensor in a parallel slab geometry,

appropriate in the phase-coexistence regime, are given in Section 4.3. For a similar

derivation, see also Mityushov et al. [92].

With the increasing technological importance of the applications of multilayered

32



Chapter 2. Background

magnetic structures, studies of the AHE in these inhomogeneous systems have be-

come an important subject.

Using Kubo theory, Zhang [93] investigated side-jump scattering in multilayer

structures for three different geometries (current in plane, magnetic field perpendic-

ular or in-plane, current perpendicular to plane) and found that the usual scaling

relation 2.42 does not hold in the case of “extended scattering”. In the “local limit”

(i.e. mean free path length smaller than layer thickness), however, the scaling rela-

tions are expected to be valid.

Reported mean-free paths for holes in MnAs are between 18 and 225 nm at

0.3 K [94] and are certainly significantly smaller at room temperature. Therefore,

within the phase-coexistence region, the local limit may be applicable and the scaling

relation may hold.
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Growth of MnAs

3.1 Molecular Beam Epitaxy of MnAs

In conventional III-V heteroepitaxy all the constituent alloys (e.g. InAs, InSb, AlAs,

GaAs, InP, GaSb) have the same crystal structure and differ only in their lattice

constant. MnAs on GaAs, on the other hand, presents an extreme case of het-

eroepitaxy, the two have different crystal structures, namely hexagonal for MnAs

and zincblende for GaAs. Nevertheless, it is possible to achieve epitaxial growth of

MnAs on a variety of substrates under the right conditions. The growth of MnAs on

GaAs (001) was pioneered by Tanaka in 1994 [60]. Since then, various groups have

demonstrated growth on other substrates of cubic symmetry, namely Si (001) [62]

and InP (001) [63], as well as on different GaAs substrate orientations: GaAs (110),

GaAs (113A) [95], and GaAs (111)A&B [73, 96, 97].
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3.1.1 Substrate Temperature

A big challenge in growing MnAs films is the low growth temperature required,

typically about 250◦C. Films grown at higher temperature usually turn out poly-

crystalline, films grown at a lower temperature turn amorphous.

High quality growth of GaAs typically takes place at about 580 to 600◦C and

temperature calibration and monitoring in this regime is easily accomplished using

infrared emission pyrometry. Temperature control at lower temperatures is more

difficult for several reasons:

• Radiative heating of the substrate from the Knudsen sources becomes very

significant.

• Infrared emission from the sources may give erroneous readings on the pyrom-

eter [98].

• MnAs is metallic. Therefore, absorption of infrared radiation varies with film

thickness.

• Thermal time constants are much longer than during high temperature growth.

In our MBE system, the substrate thermocouple was shorted out and could not be

used for temperature control. As repairs were deemed too risky due to the uncertainty

of component availability and past experience 1 had indicated poor control stability

around 250◦C, we decided to instead perform the temperature regulation manually,

i.e. by setting a constant output power on the heater power supply.

Temperature calibration was established individually for each wafer by correlat-

ing temperature readings from the pyrometer above 400◦C with the applied heater

1Abdel-Rahman El-Emawy, personal communications.
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power. Figure 3.1 shows the relationship between heater control voltage and pyrom-

eter temperature reading for about 30 growth runs on substrates of different sizes.

For the growth on 1
4

x 2" semi-insulating (S.I.) wafers, significant differences were

observed for the two different wafer holders (“LL1” and “LL2”) employed for these

growths. After repeated use of both holders, the difference became smaller. Holders

with full 2-inch wafers, as well as n-doped substrates, behave completely differently

and require separate calibrations.
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Figure 3.1: Heater control voltage versus pyrometer reading for a number of growth
runs. Solid and dashed blue lines represent wafer holders “LL1” and “LL2”. The
temperatures for oxide desorption and high-temperature (HT) GaAs growth are also
shown. The rectangle in the lower left represents the target temperature range for
MnAs and low-temperature (LT) GaAs growth.

3.1.2 Basic Growth Procedure

Since the MBE system was not equipped with a preparation chamber, samples were

transfered from the load-lock into the growth chamber the evening before growth.

Outgassing was performed overnight at temperatures up to about 350◦C with the
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sample oriented away from the source flange. The next day, oxide desorption was

performed at 630◦C under an As4 beam equivalent pressure (BEP) of 1.2 ·10−5 mbar

for about 10 minutes, before the substrate temperature was lowered to 580◦C for

the growth of high-temperature GaAs. At this point, the Ga shutter was opened

to deposit a buffer layer of 300 nm GaAs at a growth rate of 1 µm/h. To reduce

the chance of formation of GaMn intermetallics, the cell temperature of gallium was

rapidly ramped down to the idle point once the growth of GaAs buffer layers had

been completed. Then, the substrate temperature was lowered to about 250◦C while

keeping the As4 shutter open and simultaneously ramping the As4 cell temperature

to the new setpoint required for nucleation of MnAs. After stabilization of the

substrate temperature, the growth of MnAs was initiated by opening the Mn shutter.

After completion of the growth, substrate temperature was slowly lowered to room

temperature, with the arsenic shutter in the open position until the sample had

cooled below ≈ 200◦C.

3.2 Growth Optimization

Early growth attempts for MnAs, performed by Drs. Abdel-Rahman El-Emawy and

Andreas Stintz, had already shown 2-dimensional growth, as evidenced by streaky

reflection high energy electron diffraction (RHEED) patterns. However, investigation

of the samples by AFM showed a large number of voids in these MnAs thin-films

and the typical stripe pattern was not observed. Similar holes have also been re-

ported in AFM scans of films that were annealed at ≈ 400◦C [99, 100], possibly as a

result of arsenic loss. Because the observed holes were very deep, and there was no

indication of the growth temperature being chosen too high, it was suspected that

the problem was caused either during nucleation of the films or during coalescence

in the early stages of growth. To improve the quality of the films, several different
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growth parameters and variations of growth procedure were explored.

3.2.1 Arsenic Overpressure

As has been noted in the literature, As4 overpressure is a critical factor in the nucle-

ation of MnAs on GaAs. We found that for successful nucleation an As4 to Mn BEP

ratio of about 400 was required. Lower overpressures yielded films with significant

contents of MnAs in A1 or B1 orientation.

3.2.2 Growth Rate

Another significant factor for nucleation is the choice of growth rate. Typical reported

growth rates are ≈ 10 nm/h [101], very low compared to the usual ≈ 1 µm/h in III-V

growth. The low growth rate may also lead to increased incorporation of impurities.

We speculated, that after initial nucleation at a low growth rate, it might be

possible to increase the growth rate and thus achieve better material quality for

the remainder of the film. To test this, the normal growth procedure was modified

in the following way: After 15 minutes of low growth rate MnAs growth, the cell

temperatures of both As4 and Mn were ramped up over a 15 minute interval to obtain

a flux 2.5 times the low-growth rate flux. For comparison, samples were also grown

with only the low growth rate and only the high growth rate.

3.2.3 Growth Interrupt and Buffer Layer

The cooldown from 580◦C to 250◦C in our reactor takes about 60 minutes. During

this time, contamination of the growth surface from background is likely. As a

possible strategy to reduce this effect we explored the insertion of an additional low
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temperature grown GaAs layer to bury these impurities. Furthermore, since the

temperatures of the Ga and Mn cells are comparable, the radiative heating from the

Ga cell may help to stabilize the substrate temperature. This growth procedure is

shown schematically in Fig. 3.2.
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Figure 3.2: Schematic illustration of the growth procedure used for growing MnAs
thin-films. “HT-GaAs” and “LT-GaAs” denote the high and low temperature GaAs
buffers, while “LG-MnAs” and “HG-MnAs” refer to low and high growth rate MnAs
respectively.

3.2.4 Growth Monitoring by RHEED

The entire growth process was monitored by RHEED and recorded for some samples

using a commercial video camera. The typical d(4x4)-surface RHEED pattern of
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GaAs disappeared after about 120 seconds of growth, and in good samples, faint

streaks of the MnAs (1x2) reconstruction appeared after another 30 seconds. As

growth proceeded the intensity of the streaks became more pronounced and persisted

until the growth was terminated, indicating a 2-D growth mode. Typical RHEED

patterns of GaAs and MnAs (A0 oriented) recorded during growth are shown in

Fig. 3.3.

3.3 Structural Characterization

To evaluate the quality of all samples, X-ray diffraction (XRD) and reflection (XRR),

as well as atomic force microscopy (AFM) were employed. In the following, only a

subset of data for a few representative samples will be shown.

3.3.1 X-Ray Diffraction

To assess the quality of the growth, extensive X-ray characterization was performed

on each sample. Figure 3.4 shows typical high-resolution XRD scans obtained for

two different samples.

Two separate peaks for the α-MnAs (1100) and β-MnAs (020) reflections are

clearly resolved. For the sample that was annealed during growth (TE577), an extra

reflection, corresponding to the tilted A1 or B1 orientations is found just to the right

of the GaAs (002) peak. The structure factor for this reflection is substantially larger

than the one of the (1100) reflection and thus even small amounts of out-of-plane

orientation can be detected. Therefore, all samples were screened for this feature.

In Fig. 3.5 we show AFM scans obtained for these two samples. While the clas-

sic stripe pattern is observed for TE578, in sample TE577 grains of two orthogonal
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(a) HT-GaAs

(b) MnAs

Figure 3.3: RHEED patterns of the GaAs (2x4) (a) and MnAs (1x2) (b) reconstruc-
tions, recorded using a camcorder during rotated growth. For clarity, the images
have been inverted. The dark spot near the center is due to reflection of ambient
light from the camera lens housing.

orientations are present, pointing at the presence of both A and B epitaxial orienta-

tions.

In Chapter 4, we will use the relative intensities of the MnAs reflection pair to

determine the phase fraction across the α- to β-transition.
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Figure 3.4: HR-XRD scans of samples TE577 and TE578.

(a) TE577 (b) TE578

Figure 3.5: AFM scans of samples TE577 and TE578.

Phase Purity

While it is impossible to rule out the presence of unwanted other phases using XRD,

we performed wide-range diffraction experiments to check for extra diffraction peaks.

For improved sensitivity, a powder-diffractometer (described in more detail in Sec-
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tion 4.2.1) with non-monochromatic beam and multi-pixel detector was used. In

Fig. 3.6 we show one such scan, obtained on sample TE581.
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Figure 3.6: Large range diffraction scan of sample TE581, recorded using a powder-
diffractometer.

Multiple diffraction orders of GaAs and MnAs reflections are clearly identifiable.

The vertical ‘jump’ just to the left of the GaAs (004) reflection is due to sharp

K-absorption edge of the nickel filter (λNi = 1.4886 Å) used in this measurement.

Due to the incomplete absorption of the Cu-Kβ radiation, a weaker ghost of the

GaAs (004) peak is observed overlapping the MnAs (2200) reflection. Aside from

these peaks, no further peaks of significant intensity are discernible.

Reciprocal Space Mapping

In Fig. 3.7 we show reciprocal space maps of the MnAs (1100)/(020) reflection pair at

three temperatures over the phase-coexistence range for sample TE578. Reciprocal

space maps for other samples are very similar. No significant difference in the FWHM

is observed between the three temperatures.
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Figure 3.7: Reciprocal space maps of the MnAs (1100) and (020) reflections at 276 K
(entirely α-phase), 305 K (roughly equal α- and β-phase), and 330 K (entirely β-
phase).

Uniformity

For the experiments detailed in the following chapters, in many cases different pieces

of the same wafer were used for the different characterization techniques. It is there-

fore important to gain a clear understanding of the uniformity (in terms of film

thickness and growth temperature) of the material. Unfortunately, the weak struc-

ture factors of MnAs and long scan times required for XRR measurements make this

impractical. Instead, we can use uniformity data obtained for a series of Ga1−xMnxAs

films grown under similar conditions. The lattice constant of Ga1−xMnxAs depends

not only on the Mn concentration, but also on the densities of defects such as As

antisites (AsGa) and interstitial Mn (MnI) [102, 103]. Nonetheless, the approximate

composition can still be determined from a measurement of the lattice constant,

assuming the validity of Vegard’s law

a = x · aMnAs + (1− x) · aGaAs, (3.1)

with the lattice constants aGaAs = 5.6553 Å and aMnAs = 5.90 Å [104] for a hypo-

thetical zincblende MnAs.
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Figure 3.8: HR-XRD scan of a GaMnAs (TE546) film on GaAs.

A series of five full 2-inch wafers were grown with nominally identical film thick-

ness (100 nm), but varying Ga and Mn fluxes to obtain a wide range of compositions.

The wafers were then mounted in a high-resolution X-ray diffractometer and ω-2Θ-

scans were performed at regularly spaced intervals (4 mm) across the wafer. One

such scan is shown in Fig. 3.8. Clearly resolved thickness fringes enable the accurate

determination of film thickness, while the separation of GaAs and GaMnAs peaks

can be used to infer the lattice constant. The scans were fit to a 2-layer model ac-

counting for the LT-GaAs and the Ga1−xMnxAs layers with the commercial Bede

RADS Mercury software.

Figure 3.9 shows the film thickness and composition obtained from these fits. The

thickness, which is uniform to better than ≈ 5%, is dominated by the growth rate of

GaAs. The apparent composition, on the other hand, depends on the relative growth

rates of GaAs and MnAs, as well as defect density. In particular, the density of AsGa

is a function of As overpressure and growth temperature [105]. Within each sample,

the composition uniformity is also better than ≈ 5%, leading to the conclusion that

both Mn and As fluxes, as well as growth temperature show good uniformity over
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Figure 3.9: Thickness (a) and composition x (b) of five Ga1−xMnxAs samples deter-
mined by high-resolution X-ray diffraction mapping.

the entire wafer. Naturally, the flux uniformity should be equally good for the 1
4

x 2"

substrates used for most growth experiments, while the same may not be true for

the temperature uniformity.

3.3.2 X-Ray Reflectivity

In order to accurately determine the film thickness, X-ray reflectivity was used. ω-2Θ

scans were obtained with a 0.45 mm slit in front of the detector after careful alignment

and z-positioning of the sample. The reflectivity curves were fitted using the software

WinGixa [106] with a simple two layer model of GaAs substrate (ρ = 5.32 g/cm3)

and MnAs epilayer (ρ = 6.3 g/cm3).

Figure 3.10 shows reflectivity scans and fits for several samples. For samples

below ≈100 nm, thickness-fringes were well resolved. The strong dependence of the

Kiessig-fringe amplitude on interface roughness affords one the possibility to gain

an estimate of this parameter from the fits. Likewise, the decay of the intensity

with angle provides an estimate of surface roughness. For the interface roughness,

relatively small values in the range 6 to 12 Å were obtained, confirming the high
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quality of the interfaces.
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Figure 3.10: X-ray reflectivity scans for different MnAs samples. For clarity, the
intensities have been normalized and offset by factors of 10. Solid lines are fits
obtained for a simple two layer model.

The larger surface roughness (between 15 and 17 Å) presumably also includes the

surface modulation caused by the striped phase-coexistence.

Thickness

The oscillation period in the XRR allows for accurate determination of the film

thickness with a resolution on the order of 1 Å. The values obtained for two of the

samples used in electrical measurements are tabulated in Table 3.1. For comparison,

the thickness can also be evaluated from the electrical resistivity measurements (see

4.3). As a reference temperature, we use 340 K, where the sample is entirely in the

β-phase and the temperature dependence of resistivity is very weak. Normalization

was done with respect to sample TE580, where the thickness determination from

XRR was most accurate.
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Sample XRR [nm] MBE [nm] Electrical [nm] Buffer layer Wafer size

TE580 68 70 68.0 HT-GaAs 1
4

x 2"

TE581 97 105 97.4 HT-GaAs 1
4

x 2"

TE600 121.7 HT+LT-GaAs 2"

TE578 140 152.6 HT-GaAs 1
4

x 2"

TE579 140 142.1 HT-GaAs, annealed 1
4

x 2"

Table 3.1: Sample thickness determined from X-ray reflectivity and electrical mea-
surements compared to target thickness (“MBE”).

The samples selected for the magnetotransport, X-ray diffraction, and reflectance

difference spectroscopy measurements described in Chapters 4 and 5 are the ones

listed in Table 3.1. The run numbers (“TE578” through “TE581”) indicate that

they were grown consecutively in this order. Aside from the growth duration, these

four samples were grown on 1
4

x 2" semi-insulating wafers under nominally identical

conditions. After the growth, sample TE579 was annealed in-situ at a temperature

of about 400◦C under arsenic flux for 30 minutes. Sample TE600 was grown at a

later date on a full 2" wafer, with an additional low temperature GaAs buffer layer

before the start of the MnAs layer.

3.4 Atomic Force Microscopy

Atomic force microscopy provides a sensitive probe of the surface morphology. In the

case of MnAs, the coexistence of α- and β-phases leads to a surface height modulation

that can be conveniently probed using AFM. Here, again, we only show data from

one representative sample to illustrate the important features. Scans of a number of

other samples are presented in Appendix A for reference.
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3.4.1 Experiment

To avoid alteration of the surface from repeated scanning, all AFM scans were ob-

tained in non-contact mode. Here, the tip is vibrated above the surface near its

natural resonance frequency using a piezoelectric transducer. A change in the atomic

force thus leads to change in vibration amplitude, which is detected by the reflection

of the laser beam. The difference between setpoint and detected amplitude (error

signal) is fed back to the z-piezo to keep the sample-to-tip distance constant.

3.4.2 Results

In Fig. 3.11, we show a room temperature AFM scan for a very thick (≈ 355 nm) film.

The α-phase appears as bright (taller) stripes separated by darker (lower) stripes of

β-MnAs. A large area scan (Fig. 3.12(a)) reveals clearly the long-range correlation

of the stripe pattern.

Figure 3.11: AFM scan of sample TE586 (15x15 µm2).

The stripe period Λ can determined from the calculated 2-D power spectral den-

sity (PSD), shown in Fig. 3.12(b). For this particular sample, we find Λ = 1.82 µm,
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(a) (b)

Figure 3.12: (a) Large area AFM scan of sample TE586 (40x40 µm2) and (b) the
associated 2-D power spectral density on a logarithmic scale.

in agreement with the scaling factor of 4.8 (see Section 2.2.2).

In addition to the high modulation from the two phases along [1120], a smaller

ripple is also visible in the [0001] direction, see Fig. 3.13. This is caused by the large

tensile strain in this direction, which cannot be relieved by the phase-coexistence.

In contrast to the alternating α/β-stripes, the height modulation in the c-direction

does not show a prominent periodicity as evidenced by the absence of a well defined

peak in the PSD.

All of the samples selected for further study show the typical α/β-stripe pattern

at room temperature.

3.5 Conclusions

With a properly adjusted As4 overpressure, low initial growth rate, and substrate

temperature, A0 oriented MnAs films showing the characteristic striped phase coex-
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Figure 3.13: 5x5 µm2 AFM scan of sample TE586 resolving the ripple along the
MnAs c-direction and the associated 2-D power spectral density on a logarithmic
scale.

istence were reproduced repeatedly on both 1/4 x 2" and full 2" wafers. There was

no clear evidence for improved growth quality when a low temperature GaAs buffer

layer was inserted. Increasing the growth rate after nucleation to about 50 nm/hr

was found to be beneficial to film quality.

The quality of the films is evident from well-defined stripes in AFM images,

the low interface and surface roughness determined from X-ray reflection, and the

absence of unwanted orientations in X-ray diffraction.

Although growth procedures for MnAs have been established, considerable chal-

lenges to perfecting the growth still remain: to explore in more detail the influence

of arsenic flux, the use of an arsenic cracker cell, converting As4 to As2 and allowing

quick variation of the flux, would be important.

Substrate temperature control — a very important problem for MBE growth in

general — is more difficult to address. The relatively poor control in our reactor

limits comparability of different growth runs.
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Phase-Coexistence in the α- to

β-Transition

The strain-mediated phase-coexistence of α- and β-phase in thin-films has been

widely discussed in the literature. Initial studies using X-ray diffraction [69, 70]

were followed by more detailed investigations of the relation between strain, phase-

coexistence and magnetization (as measured by SQUID magnetometry) [95, 107, 108,

109, 110]. The peculiar arrangement of magnetic stripes has also led to a plethora of

papers concerned with their micromagnetic imaging [111, 112, 113, 114] (by magnetic-

force microscopy or X-ray magnetic dichroism) and modelling [115, 116, 117, 118].

Surprisingly, very little attention has been paid to magnetotransport near the phase

transition — in part perhaps because of the difficulties encountered in patterning

the samples (see Section 4.3.2). In this chapter, we will show that magnetotrans-

port actually is a very useful tool to study the phase-coexistence regime, and —

in complementing X-ray diffraction and atomic force microscopy — can be used to

gain further insights into the hysteresis of the phase-coexistence and micromagnetic

properties of the ferromagnetic stripes.
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4.1 Temperature-Dependent Atomic Force

Microscopy

As a result of the different lattice constants of the α- and β-phase, the phase-

coexistence can be monitored by atomic force microscopy [111, 112, 119]. Aside

from a series of images in J. Mohanty’s dissertation [112], published temperature-

dependent AFM images of the transition have either been of relatively poor quality,

and/or were only recorded for very few temperatures. Hence, a detailed picture of

microstructural changes during the phase transition has not emerged. An attempt

was therefore made to improve on this situation, and AFM images of high quality

with good temperature resolution were recorded.

4.1.1 Temperature Control

In order to controllably vary the temperature of the sample in the atomic force

microscope over the relevant range, a thermoelectric element, mounted on top of a

machined copper heat sink was employed. The copper heat sink is kept at a constant

temperature by a small (≈ 1 l/h) flow of water. A key requirement for high resolution

scanning probe microscopy is minimization of acoustical vibrations. Therefore, the

cooling water was gravity-fed from a reservoir. A commercial temperature sensor

(AD590) is mounted next to the sample directly on top the thermoelectric element,

both heat sunk using silver paint. To avoid condensation on the cooled surface,

the dome covering the AFM was purged with dry nitrogen gas during the entire

measurement.

Photographs of the setup are shown in Fig. 4.1.
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Figure 4.1: Setup for temperature-dependent AFM.

4.1.2 Results

Due to the time consuming experimental effort involved, temperature-dependent

AFM measurements were only performed for two samples. Sample TE568 was the

first MnAs sample grown in our reactor that shows the typical stripe pattern. The

sample is about 260 nm thick. Sample TE574 has a thickness of about 132 nm and

is thus more representative of the samples used in other experiments. AFM scans for

this sample were recorded in steps of 1 to 2 K, first upon cooling from 326 K to 270 K

and then upon heating back to 326 K. The raw images were processed as described

in Section 3.4.1. In addition, the thermal and temporal drifts encountered between

scans were compensated for by shifting the images. The required shift was computed

from the center of mass of the cross-correlation with a reference image. The overall

shifts are small and only reduce the field of view from 512x512 to 492x492 pixels.

In Fig. 4.2, we show a selection of the AFM images obtained upon cooling for

sample TE568. These images give a very detailed picture of the temperature evo-

lution of the two phases. The nucleation of α-phase stripes is observed just below

315 K. Initially, these short stripes are seemingly randomly distributed. In the tem-

perature range between 312 K and 306 K, they grow rapidly in length, and reorganize

so as to be separated by some amount of β-phase to fulfill the lattice constraints on
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average. As temperature is further lowered, the stripes become wider, and in some

cases connect with other stripes. Gradually, increasing order emerges in the array of

stripes.

To better visualize the temperature dependence, vertical cross section profiles

were calculated for each temperature by averaging over a 0.78 µm wide horizontal

region. Figure 4.3 shows the evolution of this cross section over the phase-coexistence

range. Upon cooling, the beginning nucleation of α-phase stripes is clearly discernible

between 315 and 310 K. As temperature is lowered further, the width of α-stripes

increases and the β-phase decreases. The coalescence of two α-stripes is observed

between 290 and 285 K at y = 2.5 µm. The transition is not complete until below

280 K. For lower temperatures, peculiar ridges develop in the same places where the

β-MnAs troughs were located. Upon heating, strong thermal hysteresis is observed

and the typical stripe pattern does not develop until above 305 K. The ridge-like

features, however, are not affected by the phase transition and can still be observed

for temperature above 320 K. The morphology of the sample has thus been altered

in an irreversible way.
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Figure 4.2: Temperature-dependent AFM scans (20 µm x 20 µm) for TE568 during
cooling from 330 K to 270 K.
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Figure 4.3: AFM profile versus temperature for TE568. Cooling is shown to the left,
heating on the right.

Movies

A better impression of the process of the phase transition can be gained from a movie

that has been compiled from the single AFM images. The following AFM movies

are available for viewing:
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TE568

• (20 µm)2 scan area (Fig. 4.4)

• Power spectral density (http://www.chtm.unm.edu/education/dissertations/

jaeckel/TE568 PSD.mpg)

TE574

• (7.5 µm)2 scan area (Fig. 4.5)

• Power spectral density (http://www.chtm.unm.edu/education/dissertations/

jaeckel/TE574 PSD.mpg)

Figure 4.4: Temperature-dependent AFM movie of TE568, also available online at
http://www.chtm.unm.edu/education/dissertations/jaeckel/TE568 AFM.mpg.
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Figure 4.5: Temperature-dependent AFM movie of TE574, also available online at
http://www.chtm.unm.edu/education/dissertations/jaeckel/TE574 AFM.mpg.

4.2 X-Ray Diffraction

The phase coexistence regime of the α- to β-transition can be monitored by X-ray

diffraction. Since the out-of-plane lattice constant of the α-phase is slightly larger

than that of the β-phase, two separate sets of reflections are distinguishable in a

symmetric ω − 2Θ geometry. The relatively weak structure factors of the α-MnAs

(1100) and β-MnAs (020) reflections have apparently prevented researchers from

monitoring the phase transition with good temperature resolution (typically 5 K

steps with one or two 2.5 K steps in the middle of the phase-coexistence region).

While sufficient to notice the hysteresis in the phase-fraction [70], this temperature

resolution is clearly insufficient to resolve the structure in the hysteresis we will

discuss in the following.
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4.2.1 Setup

In order to obtain diffraction profiles with good counting statistics and sufficient tem-

perature resolution with reasonable measurement times, the use of a powder diffrac-

tometer with a fast parallel detector was necessary. The Panalytical X’Pert Pro

diffractometer at Sandia National Lab’s Advanced Materials Laboratory, equipped

with an “XCelerator Realtime Multistripe” (RTMS) detector proved to be ideal for

this purpose. Unlike a high-resolution X-ray diffractometer, this powder diffractome-

ter provides non-monochromatic copper radiation. However, a large fraction of the

unwanted Cu Kβ (λβ = 1.3926 Å) peak and the Bremsstrahlung background can be

eliminated by insertion of a nickel filter (absorption edge 1.4886 Å) into the beam

path. Beam divergence and geometry can be controlled by means of programmable

divergence and anti-scatter slits, as well as a beam mask. Incident beam energy for

all experiments was 45 keV at 40 mA.

Temperature Control

Temperature control was achieved by mounting the sample on top of a copper

heatsink using silver paint. The temperature of the heat sink was controlled by

a Peltier cooler, an AD590 integrated circuit temperature sensor, and an ILX LDT-

5910B temperature controller.

To prevent strong temperature gradients due to air currents, the entire assembly

was shielded with a PVC pipe, while an X-ray transparent window was provided with

Kapton tape. An optional provision for nitrogen purging was not used as nitrogen

was not readily available in the lab and low humidity made it unnecessary. The

sample stage, including cover, is shown in Fig. 4.6.
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Figure 4.6: Setup for temperature-dependent X-ray diffraction.

Kα2 Elimination

One obstacle in the analysis of X-ray data is the presence of both Cu Kα1 and Kα2

radiation. For narrow peaks, like GaAs (002), this leads to double peak structures.

Closely spaced peaks like α-MnAs (1100) and β-MnAs (020) show shoulders on the

high angle side, making clean peak separation impossible. The integrated intensity

of the Kα2 peak is approximately half that of Kα1.

Using an analytical representation of the lineshapes of both peaks (see Fig. 4.7),

Dong et al. [121] have developed an algorithm to remove the Kα2 contribution using

a “weights” and “levers” approach. Figure 4.8 shows a comparison of a raw spec-

trum with the one obtained from applying this algorithm. Clearly, the algorithm is

successful in stripping the Kα2 component, and only a weak distortion to the right

of the GaAs remains.

Fitting

After Cu Kα2 elimination, the areas of the two peaks need to be determined sepa-

rately. Due to the partial overlap of the peaks, fitting with a predefined lineshape is

necessary. In X-ray line fitting, the use of Lorentzian and Gaussian lineshapes is cus-
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Figure 4.7: Analytical representation of the copper Kα lines, using parameters from
Cheary and Coelho [120].
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Figure 4.8: Comparison of raw X-ray diffraction spectrum (blue) with a spectrum
where the contribution from the Cu Kα2 line has been numerically stripped (red).
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tomary [122]. To obtain satisfactory fits, it is often necessary to use the convolution

of Gaussian and Lorentzian lineshapes, known as Voigt profile:

V (ω) =

∫ +∞

−∞
G(ω′)L(ω − ω′)dω′, (4.1)

with the Lorentzian

L(ω) =
A

π

γL
2

(ω − µ)2 +
(
γL
2

)2 (4.2)

defined by its area A, center position µ, and full-width half-maximum (FWHM) γL.

For the Gaussian

G(ω) =
1

σ
√

2π
e−ω

2/2σ2

, (4.3)

the FWHM is given by γG = 2σ
√

2 ln 2.

The α-phase-fraction fα is determined from the integrated areas A of the Voigt

fits as

fα =
Aα(1100)

Aα(1100) + Aβ(020)

. (4.4)

4.2.2 Results

Temperature was ramped at a rate of 1 K/min, decreasing from 323 K to 273 K

and back to 323 K in steps of 1 K. At each temperature step ω− 2Θ scans including

both MnAs and for reference the GaAs (002) reflection were recorded. The Voigt line-

shape, in the approximation given by McLean et al. [123], was automatically fit to the

Bragg peaks of α-MnAs (1100) and β-MnAs (020) using the Levenberg-Marquardt

algorithm implemented in the GNU Scientific Library [124]. For improved numerical

stability of the fitting results, the FWHM parameters γL and γG were determined

for each sample in the single phase state and then kept fixed for intermediate tem-

peratures. Identical FWHM values were obtained for pure α- and β-phases.
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In Fig. 4.9 we show the evolution of the diffraction scans versus temperature for

one representative sample, along with the fits.
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Figure 4.9: X-ray diffraction scans obtained for sample TE580 upon (a) cooling from
330 K and (b) upon heating from 276 K. Voigt profile fits are shown as solid lines.

A plot of the α-phase-fraction versus temperature is shown in Fig. 4.10. The

phase-coexistence extends from ≈ 282 to 318 K, a range of about 36 K. Evidently,

there is a considerable hysteresis between cooling and heating cycles.

Finally, in Fig. 4.11 we show the lattice constants of the α- and β-phases as a

function of temperature. The lattice constants of the α-phase at high temperatures,

as well as the β-phase at low temperatures, should be treated with caution, since

the low phase-fractions increase the uncertainty in the fits. The trends and absolute

values agree with data published by Adriano et al. [68], measured at a synchrotron.
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[Å

]

T [K]

β-phase

α-phase

heating
cooling

bulk

Figure 4.11: Out-of-plane lattice constant of α- and β-phase during the phase tran-
sitions as a function of temperature. For comparison, the bulk lattice constant after
Suzuki et al. [31] is also shown.

65



Chapter 4. Phase-Coexistence in the α- to β-Transition

4.3 Magnetotransport

Having established a way to follow the evolution of α- and β-phase across the tran-

sition, we now turn our attention towards the magnetotransport properties of these

films. Previous studies have suffered from a lack of understanding of the phase-

coexistence [125], experimental problems arising from difficulties in etching MnAs

[126], have ignored the Hall effect [117, 127], or were entirely focused on low temper-

ature effects [94, 128, 129, 130].

In the following, our choice of coordinate system is dictated by the usual con-

vention of labeling the in-plane components of the conductivity tensor as σxx,xy,yx,yy.

The x-axis is along [1120] (perpendicular to stripes), the y-axis along [0001] (parallel

to the stripes), and the z-axis along [1100], i.e. in the growth direction.

If a magnetic field is applied in the z-direction, the conductivity tensors σi (i =

α, β) for α- and β-phase are of the form

σi =




σixx σixy 0

σiyx σiyy 0

0 0 σizz



. (4.5)

The off-diagonal elements σxy and σyx are due to the Hall effect. For non-magnetic

materials, Onsager’s reciprocity relations would require σyx = −σxy, but we are not

forced to follow this assumption. Because of the hexagonal symmetry of the α-phase

we find the additional constraint σαzz = σαxx.

4.3.1 Magnetotransport in a Composite

In the phase-coexistence regime, magnetotransport in the thin-films naturally has to

be evaluated in the light of a “composite medium” analysis. In recent years, a lot
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of progress has been made towards finding expressions for the effective conductivity

tensor σe of composite media, see for example Milton [131]. For a system with a

parallel slab geometry, relatively simple exact expression have been derived [132].

For the x-axis perpendicular to the slabs with conductivity tensor σi and relative

phase fractions fi (
∑

i fi = 1):

1

σexx
=
∑

i

fi
σixx

, (4.6)

σexa = σexx
∑

i

fi
σixa
σixx

, σeax = σexx
∑

i

fi
σiax
σixx

(4.7)

for a = y, z, and finally

σeab =
∑

i

fiσ
i
ab +

∑

i

fiσ
i
ax

σexb − σixb
σixx

(4.8)

for a = y, z and b = y, z. These expressions are valid even for non-symmetric and

complex-valued conductivity tensors.

From 4.7 it immediately follows that the effective conductivity tensor of parallel

slabs of α- and β-MnAs is of the same form as the one for each phase:

σe =




σexx σexy 0

σeyx σeyy 0

0 0 σezz



. (4.9)

Of course, for a thin-film only the in-plane elements of the conductivity tensor

are easily accessible and therefore the task at hand is to determine σxx, σyy as well

as the off-diagonal elements σxy and σyx.

For this purpose, a mask was designed with two Hall-bar devices connected in

series, allowing us to apply currents jx = jy along the two in-plane crystallographic
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axes. Using voltage probes on the side of the devices, the electric field components

Ex and Ey can thus be determined. From this measurement, the elements of the

resistivity tensor are found as

ρxx =
Ex
jx

ρxy =
Ey
jx

(4.10)

from the Hall-bar device oriented along x and

ρyy =
Ey
jy

ρyx =
Ex
jy

(4.11)

from the other Hall-bar device oriented along y.

The conductivity tensor is obtained as the inverse of the resistivity tensor

σ = ρ−1 =




σxx σxy 0

σyx σyy 0

0 0 σzz




=




ρyy
ρxxρyy−ρxyρyx

ρxy
ρxyρyx−ρxxρyy 0

ρyx
ρxyρyx−ρxxρyy

ρxx
ρxxρyy−ρxyρyx 0

0 0 1
ρzz



. (4.12)

In practice, both ρxy & ρyx are much smaller than ρxx & ρyy (in our case by a factor

of 100 to 1000), and the above can be simplified to

σ ≈




1
ρxx

− ρxy
ρxxρyy

0

− ρyx
ρxxρyy

1
ρyy

0

0 0 1
ρzz



. (4.13)

One interesting application of the closed form expressions of the composite con-

ductivity tensor (equations 4.6, 4.7 and 4.8) is the possibility to determine the relative

phase fractions of a two component system if the the conductivities of the two com-

ponents are known. We follow this idea in Section 4.3.3 to accurately determine the

relative fractions of α- and β-phase.
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4.3.2 Experimental Setup

Sample Geometry and Patterning

Due to the anisotropic conductivity of MnAs, the Hall-bar geometry with its well

defined current path is preferable over a van-der-Pauw arrangement. Precise litho-

graphic patterning ensures a well defined geometry and reduces contact misalign-

ment voltages. In order to simultaneously measure resistivities in the two in-plane

crystalline directions, a double Hall-bar geometry was chosen, see Fig. 4.12. The ge-

ometrical design follows the usual rules [133] for obtaining minimal deviations from

the ideal case.

Figure 4.12: Mask layout of the double Hall-bar geometry. The Hall-bars are 300 µm
wide, with a contact separation of 700 µm. The size of the contact pads is (1.5 mm)2.

Patterning of MnAs has been perceived as a challenging problem. MnAs can

be wet-etched in solutions of hydrochloric or phosphoric acid, similar to GaAs [134].

Unfortunately, the unequal etch rates of α- and β-phases and the resulting strain lead

to cracks in the film [135], unless the sample is heated into a single phase state [126].

It also is slightly attacked by diluted KOH (as used in AZ400K developer) and we

have observed permanent alterations of the surface from water condensing on the
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surface. Organic solvents like acetone, methanol, or isopropanol, on the other hand,

do not seem to have an effect on the surface (see also Mohanty et al. [135]).

It has also been claimed that MnAs cannot be easily processed by dry-etching:

For a Cl2 based reactive ion etch, very small etch rates of 3.5 nm/min have been re-

ported [136]. Therefore, complicated processing schemes involving metal etch masks

and subsequent argon ion milling have been proposed. In these cases, the metal

etch mask had to be removed from the sample, which was accomplished by either

incorporating a PMMA release layer [126] or etching of the titanium mask with hy-

drofluoric acid [136], again at elevated temperatures. Neither process is satisfactory,

as alteration or damage of the MnAs layer seems likely.

In order to reliably pattern the films without any chance of chemical or physical

damage, the goal has to be avoidance of contact of the final device with chemicals

(including water) other than solvents. Therefore, we chose to pursue the dry etching

technique without any intermediate masking layers.

The sample surface was protected with the organic photoresist AZ4330 [137]

which can be stripped with acetone. After solvent cleaning of the sample, the pho-

toresist was spun on without adhesion promoter to a thickness of ≈ 3.3 µm and

baked at 90◦C for 2 minutes.

In initial rounds of processing, for some of the thicker samples high resistances

were observed for the voltage probes. At the same time, these samples showed linear

trenches in the etched GaAs substrate.

Nomarski and scanning electron microscopy (Fig. 4.13) revealed narrow cracks

in the MnAs films running perpendicular to the stripe direction. Cracks that were

present before the etch are transferred into the substrate, where deep trenches are

formed due to the higher etch rate of GaAs compared to MnAs. Additional cracks

are formed after the etch and are confined to the MnAs layer. Cracks are formed
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(a) Nomarski (b) SEM

Figure 4.13: Nomarski micrograph (a) and SEM image (b) of cracks observed in a
processed MnAs Hall-bar sample. The vertically oriented stripes on the mesa (left)
are due to the height modulation of the α/β phase-coexistence. Perpendicular to
these stripes, faint cracks are visible. A trench in the GaAs substrates (right) forms
the extension of this crack.

when the thermal expansion mismatch strain exceeds a certain value. While the

strain along [1120] can be relieved through the phase-coexistence of α- and β-phase,

no such relief mechanism exists for the [0001]-direction, leading to the formation of

cracks orthogonal to this direction, i.e. perpendicular to the stripes. It was found that

the formation of cracks can be avoided by reducing thermal shock during processing.

Later, samples were placed on a block of metal for slow heating and cooling. The

cracking of much thicker films (0.6 to 3 µm) was recently investigated in more detail

by Takagaki [138]. Unlike the straight cracks formed due to rapid thermal cycling,

these cracks were found to consist of chains of short inclined segments (angle ≈ 57◦).

After UV exposure, samples were developed in a solution of 1 part AZ400K [137]

diluted with 4 parts of deionized water. The water-rinsed and dried samples were

then etched in an inductively coupled plasma (ICP) etcher, using the “Zia InP”
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recipe (BCl3 flow 35 sccm/min, 500 W ICP power, 90 W RIE power).

Contrary to the very low etch rates [139] reported in the literature for reactive

ion etching (RIE) with Cl2 and Ar, we found substantial etch rates in our BCl3 based

ICP etch. The etch progress was monitored using a laser reflectivity setup [140]. A

few typical curves for reflectivity versus etch time for samples of different thickness

are shown in Fig. 4.14. During the etch of the MnAs layer, the reflectance stays

fairly constant. As the MnAs layer is locally penetrated the reflectance drops due to

surface roughening from the much faster etch rate of GaAs. Once all of the MnAs

is removed, the GaAs etch front becomes smooth again and reflectance increases.

Etch rates obtained were around 30 nm/min for MnAs, compared to 300 nm/min

for GaAs.
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Figure 4.14: Reflectivity measured during the ICP etch of various MnAs samples
using a 670 nm laser diode.

After etching, isolation was confirmed by a resistivity measurement, with the

probes of a multimeter placed on the etched surface. As the last step, photoresist was

removed with acetone, methanol and isopropanol, and the etch step-height recorded
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using a profilometer.

This relatively simple processing sequence is in stark contrast to the elaborate

process reported by Takagaki [126], where a 4-layer stack of PMMA, negative pho-

toresist, titanium etch mask, and again negative photoresist were employed to finally

argon ion-mill the sample and remove the resist stack by releasing the PMMA with

a solvent.

Dewar

To measure magnetotransport over a wide temperature range, the samples were

mounted inside a MMR-Technologies Hall dewar with a Joule-Thompson refrigerator.

The cold stage allows access to temperatures from 78 K to over 700 K. The dewar

itself was evacuated with a turbo pump to a pressure of about 2 · 10−5 mbar.

Temperature Control

Precise temperature measurement and regulation was accomplished through a Pt-

100 resistance thermometer and an electrical heating pad, both situated at the end

of the cold-finger underneath the sample. For cooling below 300 K ultrahigh-purity

nitrogen at a pressure of 500 to 1800 psi was expanded to atmosphere through the

Joule-Thompson cold-finger. Using the CryoCon 32B temperature controller with

proportional-integral (PI) control, temperature stability at the milli-Kelvin level was

achieved over the entire temperature range. The influence of the static magnetic

field and induced voltages from transients was noticeable, but smaller than 50 mK.
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Magnetic Field

The magnetic field was produced by an electromagnet driven by a constant current

source. For the measurements presented here, the pole gap was adjusted to 33 mm,

allowing magnetic fields of up to µ0H = 0.9 T to be reached. Field reversal was

achieved through a pair of SPDT relays, properly interlocked with the power supply

for safety reasons. The magnetic field was measured in close proximity to the sample

with a Hall probe (BH-200) thermally anchored to the vacuum chamber.

Sample Mounting and Wiring

The samples were mounted on the MMR temperature stage using a small amount of

silver paint [141] for excellent thermal contact. Low thermal conductivity phosphor

bronze wires were glued to the contact pads also with silver paint, Fig. 4.15.

When only a single Hall-bar was measured, the common ground was connected

to that Hall-bar to ensure minimal common-mode voltages. For the same reason, the

Hall signal was recorded from the two terminals closest to ground. The sample was

wired to minimize induced voltages on the Hall voltage lines by keeping the enclosed

loop area as small as possible.

AC Hall Measurement

A Keithley 6221 precision AC/DC current source was used to supply current through

the sample at a frequency of 38.347 Hz1. All voltage signals were buffered by

four battery-powered AD743 low-noise FET operational amplifiers having an input

impedance of about 300 GΩ, with an input voltage noise of ≈ 4 nV/
√

Hz, and a

1This frequency was chosen at random to eliminate interference with harmonics or sub-
harmonics of other noise sources.
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Figure 4.15: Sample mounted on MMR cold-finger and phosphor bronze wires at-
tached with silver paint. This particular sample was wired for simultaneous resistivity
measurement along the two in-plane crystallographic directions.

current noise of ≈ 30 fA/
√

Hz at 20 Hz. Triaxial cable connections were used for

the voltage contacts, with the inner shield connected to the output of the unity-gain

FET buffers to provide guarding, thus eliminating any leakage currents and reducing

capacitive phase shifts. The outputs from the FET buffers were connected differen-

tially to two Stanford Research 830 lock-in amplifiers with a common-mode rejection

ratio (CMRR) of > 100 dB.

4.3.3 Resistivity, Phase-Coexistence, and Phase-Hysteresis

Figure 4.16 shows a log-log plot of film resistivity versus temperature for the two

in-plane crystalline directions.

From the log-log plot, one finds that the resistivity in the α-phase varies as T 2.
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Figure 4.16: Log-log plot of resistivity versus temperature for the two crystalline in-
plane directions. Note the hysteresis observed for heating (red) and cooling (blue).
Temperature was ramped at 2 K/min.

This exponent can be ascribed to electron-electron or magnon scattering. For the β-

phase, we find a very weak temperature dependence, usually with a slightly negative

slope below 360 K. The origin of the negative slope will be discussed in Chapter 5.

In the phase-coexistence region, a clear hysteresis is discernible, similar to the one

observed in X-ray scattering experiments.

Resistivity Anisotropy

The resistivity of MnAs is anisotropic. Figure 4.17 shows the ratio of resistivity along

GaAs [110] and along [110]. Aside from the bump caused by the more complicated

behavior in the phase-coexistence region, we see that for the unannealed samples the

resistance of MnAs is larger for the [1120] direction by about 15% in the α-phase

and 13% in the β-phase. Takagaki et al. report anisotropies of only 10% for α-MnAs

and 7− 8% for β-MnAs [126]. The relatively high anisotropy compared to literature
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Figure 4.17: Ratio of the resistivities simultaneously measured along GaAs [110] and
[110] for different samples.

values for the unannealed samples provides evidence that our samples are almost

purely in A0 orientation. Furthermore, X-ray diffraction measurements for sample

TE600 show that no B0-oriented MnAs is present (see Section 5.2.3).

For the annealed sample, the anisotropy is much reduced, likely due to the pres-

ence of MnAs in both the A0 and B0 orientations.

Using the thickness determined by XRR (see 3.3.2), we find β-phase resistivities

(at 340 K) of 1.68 µΩm for the c-axis and 1.88 µΩm for the a-axis. For comparison,

absolute resistivities for thin-films at that temperature are given by Takagaki [126]

as 2.57 µΩm and 2.78 µΩm respectively. The significantly higher resistivity seen by

Takagaki may be due to the unusual geometry and complicated processing in their

experiment. Interestingly, both numbers are much lower than the bulk number of

3.6 µΩm for the same temperature.
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Phase Coexistence from Electrical Measurements

As alluded to before, the simple closed-form expressions for the effective conductivity

tensor allow one to extract the relative phase fractions of a two component system,

if the conductivities of the two components are known and sufficiently different. The

simplest case is the σexx component, where from 4.6 we find

ρexx ≈
1

σexx
=
∑

i

fi
σixx
≈
∑

i

fiρ
i
xx, (4.14)

independent of any of the other tensor elements. The case of σeyy is more complicated

ρeyy ≈
1

σeyy
=

(∑

i

fi
σiyy

+
∑

i

σiyy
σexy − σixy

σixx

)−1

, (4.15)

but for σxy → 0 (no Hall effect) simplifies to

1/ρeyy ≈ σeyy =
∑

i

fiσ
i
yy ≈

∑

i

fi
ρiyy

. (4.16)

These are the same expressions one would obtain by approximating α- and β-

phase stripes by two different resistors, with the resistors in parallel for current along

the stripes and resistors in series for current perpendicular to the stripes:

1

ρ‖
=

fα

ρ
[0001]
α

+
fβ

ρ
[001]
β

(4.17)

ρ⊥ = fαρ
[1120]
α + fβρ

[100]
β . (4.18)

Here, the phase fractions are denoted as fα and fβ = 1−fα. To obtain the phase

fractions, one has to extrapolate the pure α- and β-phase resistivities into the phase-

coexistence regime. The pure α-phase shows quadratic temperature dependence and

ρα is thus quadratically extrapolated from the low-temperature (T < 270 K) α-phase
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resistivity. For the β-phase, the temperature dependence is very weak, and a linear

extrapolation of ρβ from T > 335 K seems sufficient. The resulting extrapolated

resistivities are shown in Fig. 4.18.
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Figure 4.18: Temperature dependence of the measured in-plane [0001] resistivity,
along with quadratic (α-phase) and linear (β-phase) extrapolation into the phase-
coexistence regime.

The result of this procedure is the phase fraction as a function of temperature for

heating (f ↑α) and cooling (f ↓α) cycles. Because the phase fraction can be determined

independently from resistivity data for both in-plane directions, one also obtains two

separate phase hysteresis curves, shown in Fig. 4.19. The close agreement between

these two curves confirms the validity of the simple underlying model.

The same resistor model has already been proposed by Takagaki et al. [126].

In their data analysis, however, they used linear instead of quadratic extrapolation

of the α-phase resistivity, leading to a rather poor agreement of the phase fractions

derived for the two in-plane crystallographic directions (see Fig. 4.20). Their unusual

sample geometry along with the complicated processing required for Ar milling of
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Figure 4.19: Temperature dependence of α-phase fraction determined from resistivity
measurements for the [0001] (solid) and [1120] (dashed) directions. A clear hysteresis
between cooling (blue) and heating (red) cycles is observed.

the MnAs film may have further deteriorated their results.

In our case, the agreement between the two independent models is excellent.

We can also compare data obtained from the resistivity measurements to the

phase fraction determined from the area ratio of the X-ray diffraction peaks (Section

4.2). One such plot is shown in Fig. 4.21. The agreement between these two very

different techniques is quite good, at least for high temperatures. The deviation

at lower temperatures may be caused by the use of different pieces of the same

wafer, difficulties of accurately fitting the overlapping X-ray peaks, or the different

thermal cycling times used in both experiments. Even with this small error, we find

that the thermal hysteresis is reproduced nearly equally by both techniques. For

the other samples (see Appendix B), a similarly good correlation is found, with the

exception of the in-situ annealed sample TE579, where the presence of both A0 and

B0 orientations may cause the resistivity model to break down.
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Figure 4.20: Phase fraction from resistivity for the two different in-plane crystalline
directions from Takagaki et al. [126]. Reprinted with kind permission of Elsevier.

To be able to compare different samples, it is more instructive to separate the

phase-coexistence hysteresis loops into two separate plots: the average phase fraction

fα(T ) = f↑α(T )+f↓α(T )
2

is shown in Fig. 4.22, while the difference ∆fα(T ) = f ↑α(T ) −
f ↓α(T ) is shown in Fig. 4.23 for five different samples. In principle, one could also

choose to perform the averaging and differencing at equal phase-fraction instead of

equal temperature, but the latter is more convenient.

It is clear from these plots, that the average phase fraction behavior shows only

small variations of ≈ 2−3 K for these samples. This indicates that despite different

film thicknesses and differences in growth conditions, the overall strain in the samples

does not strongly alter the equilibrium phase fraction.

On the other hand, significant quantitative differences are found in the hysteretic
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Figure 4.21: Phase fraction from resistivity (solid lines) and fitting of X-ray diffrac-
tion curves (symbols) for sample TE581.
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Figure 4.22: Average phase fraction from resistivity for five different samples.

behavior of the phase-coexistence. The 150 nm thick sample exhibits the strongest

hysteresis, peaking at about 18%. The absence of a clear trend with sample thickness

suggests that the difference may be mainly caused by variations in the growth con-
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Figure 4.23: Difference in α-phase-fraction between heating and cooling cycles from
resistivity measurements.

ditions. Despite these differences, all curves show qualitatively the same structure,

namely a sequence of two maxima in ∆fα, the first at ≈ 300 K and the second at

≈ 317 K. For several of the samples, a shoulder around ≈ 290 K is also discernible.

Phase Fraction Hysteresis from X-Ray Diffraction

While the fitting of the X-ray results as described before is too noisy to resolve

the structure in the phase hysteresis, we can use a different approach to obtain

more accurate results. We will assume that the measured X-ray profile at any given

temperature (corrected for the Cu Kα2 contribution) is the sum of the two line profiles

IT (ω) = fα(T )IαT (ω) + fβ(T )IβT (ω), (4.19)

with identical, basic line profiles IαT (ω) = IβT (ω − δω(T )) shifted by δω, independent

of the temperature history of the sample. Using diffraction patterns I↑T (ω) and I↓T (ω)
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measured at the same temperature, but for heating and cooling cycles, we then find

∫ ∣∣∣I↑T (ω)− I↓T (ω)
∣∣∣ dω = (f ↑α − f ↓α)

∫ ∣∣∣IαT (ω)− IβT (ω)
∣∣∣ dω. (4.20)

With proper normalization (
∫
IT (ω)dω ≡ 1) of the measured profile to compen-

sate for drift in X-ray intensity, we may then extract the phase fraction hysteresis

∆fα(T ) ≡ f ↑α(T )− f ↓α(T ) as

∆fα(T ) =

∫ ∣∣∣I↑T (ω)− I↓T (ω)
∣∣∣ dω

∫ ∣∣∣IαT (ω)− IβT (ω)
∣∣∣ dω

. (4.21)

The denominator is ≈ 2 for non-overlapping peaks. An analytical expression

depending on the peak separation δω and the FWHM γ can be derived both for

Gaussian and Lorentzian lineshapes. For the more complicated Voigt lineshape used

in the actual fitting the integral cannot be given in analytical form. However, we

may approximate it by taking the average of the Gaussian and Lorentzian integrals,

i.e.

∫ ∣∣∣IαT (ω)− IβT (ω)
∣∣∣ dω ≈ erf

(√
ln 2

δω

γG

)
+

2

π
arctan

δω

γL
. (4.22)

In our experiments, γL ≈ 0.032◦ and γG ≈ 0.055◦ are nearly independent of

temperature. Because δω is at least a factor of two larger (shown in Fig. 4.24), the

correction due to peak overlap amounts to only a few percent at low temperatures

and about 10% at 320 K.

Another contribution to the numerator of 4.21 is due to the statistical noise

which of course differs from measurement to measurement. This is easily corrected

for by subtracting the average noise contribution as determined from measurements

at temperatures above 324 K where the true hysteresis signal is zero.

In Fig. 4.25 results obtained using this procedure are compared to results from

electrical measurements. Although the agreement is not quantitative, good quali-
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Figure 4.24: Typical separation of α and β-MnAs peaks versus temperature.

tative agreement is found for all three samples. In particular, three maxima in the

hysteresis are well resolved.
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Figure 4.25: Difference in α-phase-fraction between heating and cooling cycles from
resistivity (solid lines) and XRD (data points) measurements.
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Several resons may account for the quantitative discrepancies:

• Different pieces of the wafers were used for the two techniques.

• Samples on the X-ray stage were not cooled below 276 K to avoid condensation.

Thus, they may only represent minor loops (see next section).

• X-ray measurements took about 10 hours to complete, while less than 4 hours

were needed for the electrical measurements. If there is any rate dependence

in the hysteresis it may thus contribute.

• The electrical model may be overly simple.

Minor Hysteresis Loops

The ability to accurately determine phase fractions from electrical measurements

allows us to inspect the hysteretic nature of the α- to β-transition in more detail. To

this end, in addition to the full “envelope” hysteresis loops (EHL) shown above, we

can also measure minor hysteresis loops (MHL) in two ways:

• Type I: Starting at low temperatures in the pure α-phase, we continuously heat

the sample at a controlled rate to a target temperature within the hysteresis

range. From here, we cool the sample back into the α-phase at the same rate

and from the measured resistivities we calculate the phase fraction during the

cooling cycle.

• Type II: Starting from the high temperature pure β-phase, we continuously

cool the sample to a target temperature within the hysteresis range. From

there, we heat the sample back into the β-phase.
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In principle, these measurements could also be performed using X-ray diffraction, but

the electrical measurements allow much more rapid and continuous determination of

the phase fraction once the α- and β-phase resistivity fits have been established.

Measurements of minor hysteresis loops have been performed for other phase-

coexistence materials: Chaudhary et al. [142] determined the capacitance-temperature

hysteresis in the coexistence regime of the ferro- and paraelectric phases of (NaBi)1−xBaxTiO3.

Majumdar et al. [143] measured minor loops of the resistivity hysteresis at the

martensitic transformation of a NiFeGa alloy. Hitherto, no such measurements have

been reported for MnAs and this may be the first time that minor loops of the actual

phase fractions have been determined for any material.

The result of such measurements is shown in Fig. 4.26. As in the previous section,

for clarity we choose to show ∆fα instead of f ↑α and f ↓α, and plot data from type I

in the usual positive y-direction, while data from type II measurements is in the

negative y-direction. If the measurements were executed perfectly, curves of the

same temperature endpoints (color) from types I & II should join at the zero-line.

The deviation from this ideal behavior allows one to roughly gauge the error of the

measurement, which is relatively minor.

Looking at the cooling return curves, several features are noteworthy:

• Hysteretic behavior extends over a temperature interval of about 40 K.

• After the sample is cooled to only about 315 K (20% α-phase), the return

branch already shows a considerable hysteresis.

• As the cooling endpoint temperature increases, hysteresis is increased at all

higher temperatures.

• Even if the sample is cooled to about 280 K (≈ 95% α-phase), the return branch

still shows substantially lower hysteresis than the heating envelope curve.
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Figure 4.26: Phase-fraction hysteresis ∆fα for major (black) and minor (color coded
according to end-point temperature) hysteresis loops for the 100 nm thick sam-
ple. Heating-return curves (“type I”) are shown in the upper half, cooling-returns
(“type II”) are shown in the lower half.

Analogous observations can be made for the heating return curves, although here

the hysteresis in the low temperature regime develops much more gradually.

Comparing loops obtained in this manner for three different samples (Fig. 4.27),

we find qualitatively the same behavior. In particular, three peaks are discernible

in the hysteresis. From an energetic standpoint, the appearance of peaks in the

hysteresis should be related to energy barriers between these peaks, or, equivalently,

extended local energy minima at these temperatures. To understand the origin of

these features, we seek to relate them to qualitative structural changes in the films:

The peak at ≈ 303 K roughly coincides with the sample being in a roughly 50%

α, 50% β state, where both phases are in a highly ordered striped state, as seen in

the AFM images in Section 4.1. The peak at just above 315 K can be related to

the nucleation of disordered, striped inclusion of α-phase inside the relatively well

ordered β-phase, while the less well developed peak around 290 K may be related to
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Figure 4.27: Phase-fraction hysteresis ∆fα for major (black) and minor (color coded
according to end-point temperature) hysteresis loops for samples of different thick-
ness.

the nucleation of β-phase inside the ordered α-phase continuum.

4.3.4 Hall Effect and Magnetoresistance

The anomalous Hall effect dominates the ordinary Hall effect in magnetic materi-

als and can be used as a sensitive probe of their perpendicular magnetization. As

such, it complements other probes of magnetization, such as SQUID magnetometry

(which yields only bulk information) and magnetic force microscopy. While the lat-

ter is an extremely useful technique giving access to spatially resolved information
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(a) 304 K (b) 300 K

Figure 4.28: AFM images of sample TE568 during cooling.

on magnetic domain structure, it still suffers from several drawbacks:

• Considerable care in the measurement is required to remove the influence of

topographic features on the scanned image. While this is not too much of a

concern with uniformly flat films, this becomes a serious issue in the case of

MnAs, where a strong spatial modulation exists due to the phase-coexistence.

• As a measurement of the stray field carried out above the surface of the sample,

the interpretation of the image requires the solution of an “inverse problem”.

In practice, this is achieved in an iterative process of forward calculation from a

model of the magnetic structures of both sample and magnetic tip, comparison

with the experimental result, and refinement of the model. The complexity of

this problem can be gauged from the number of publications dealing with the

interpretation of MFM images in MnAs [116, 118, 144, 144, 145, 146, 147].

• The stray field of the tip may alter the magnetic structure of the domains in

the sample.
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We therefore propose that magnetization measurements obtained through the anoma-

lous Hall effect should complement the magnetic force microscopy studies.

Berry et al. [125] have surveyed magnetotransport in MnAs thin-films between 2

and 360 K with high magnetic fields. Unfortunately, at the time of their study they

may not have been aware of the ordered phase coexistence of α- and β-phases, first

described by Kaganer et al. in a paper [69] published in July 2000. Consequently,

they provided little interpretation of their results, aside from the AHE in the pure

α-phase. The anisotropy of conductivity was also neglected and may have gone

unnoticed if their MnAs films exhibited random epitaxial orientations. In any case,

for temperatures below 150 K, they were able to separate the AHE contribution of

the Hall effect from the ordinary contribution by fitting the measured ρxy using

ρxy = RHB0 + aρxx(B0, T )γM(B0, T ), (4.23)

where M(B0, T ) is the magnetization measured in a separate experiment. Such fits

yielded γ = 1.8 ± 0.2. Unfortunately, the value for a was not reported in their

publication. Using a computer program [148], we were able to extract the necessary

raw data for T = 150 K from plots in their publication to perform the fit. Due to

experimental limitations, magnetization was only measured for applied fields of up to

7 Tesla, but was linearly extrapolated for the fits. Unfortunately, the quality of the

magnetization plot in Berry et al. [125] is rather poor, and the resulting inaccuracies

for the extracted numbers lead to deviations of the fit at low fields (see Fig. 4.29).

Almost identical fits were obtained for γ = 1.8 and γ = 2, implying that the

statistical error for γ is large. For convenience, we make the choice γ = 2. Naturally,

the value of a depends strongly on the choice of γ. For γ = 2 we obtain a ≈
1.14 · 10−3(µΩcmT)−1, which we will use in the following to show absolute values of

magnetization.
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Figure 4.29: Fits of Hall resistance obtained for data from Berry et al. [125]. The fit
results for γ = 1.8 and γ = 2.0 are indistinguishable.

Hall effect and magnetoresistance were measured for each sample orientation in

separate experiments. Measurements were performed by sweeping the magnetic field

from -0.9 to +0.9 and back to -0.9 T.

Pure α-Phase

In the pure α-phase, i.e. below about 270 K, the Hall effect is completely linear in

the magnetic-field and temperature range investigated here. Moreover, no hysteresis

between increasing and decreasing fields is observed. This is expected, as for a

continuous single-phase thin-film the magnetic shape anisotropy makes out-of-plane

domains unfavorable. However, magnetization out-of-plane can still be induced by

the external magnetic field.

Figure 4.30 shows the slope dρxy
dB

for the two different in-plane crystallographic

directions. No significant difference between the two directions can be detected.
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Figure 4.30: Hall coefficient from ρxy and ρyx in the α-phase for the 70 nm thick
sample. The curves coincide.

On a log-log-plot, the Hall slope is a straight line, i.e. it can be described by

dρxy
dB

= a · T b. Figure 4.31 shows the slope for five different samples for the [1120]

direction, and we find that it is almost identical for this set of samples, with b ≈ 3.68.

This exponent is the result of the anomalous Hall effect scaling with ρ2
xx, which in

turn scales as T 2.

From equation 2.40, we can find the susceptibility as

χ⊥ ≈
∂ρxy/∂B

aρ2
xx

. (4.24)

The result of this analysis is shown in Fig. 4.32.

The Phase-Coexistence Regime

Data was collected for both heating from the pure α-phase and cooling from the pure

β-phase. Figure 4.33 shows the evolution of Hall and relative magnetoresistance over

the phase coexistence region. The following observations can be made for all samples:
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Figure 4.32: Out-of-plane susceptibility derived from anomalous Hall effect measure-
ments. For a, the value from Section 4.3.4 was used.

• Upon heating, a hysteresis in the Hall resistance appears somewhere between

290 and 300 K depending upon sample.
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• At temperatures above 310 K, this hysteresis rapidly diminishes.

• The Hall resistance is characterized by two separate slopes, as is typical for the

anomalous Hall effect.

• A clear thermal hysteresis is found for both Hall and magnetoresistance.

Hysteresis

To further analyze the data, several parameters were extracted from the Hall hys-

teresis curves.

As shown in Fig. 4.34, the “strength” of the hysteresis was determined from the

integral
∫
ρxy dB. Furthermore, linear fits provide low and high field slopes.

Figure 4.35 shows a plot of the integrated area under the Hall hysteresis loop

versus temperature, measured for cooling and heating cycles. Results for the two dif-

ferent in-plane directions are almost identical. The strong thermal hysteresis proves

that the out-of-plane Hall hysteresis is directly connected to the phase-coexistence.

An interesting feature is the second, smaller peak in the hysteresis area at higher

temperatures.

A plot of the hysteresis loop (Fig. 4.36) at 318 K shows that the loop is incom-

plete. Most likely the applied magnetic field is strong enough to convert some β-

back into α-MnAs. It would be revealing to witness this effect with AFM.

Since the appearance of hysteresis is intimately connected to the phase coexis-

tence, it makes sense to analyze hysteresis parameters as a function of phase fraction.

As we have seen in Section 4.3.3, we may use the zero-field resistivity to derive the

phase fraction for any given measurement.
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Figure 4.33: Overview of Hall and magnetoresistance (MR) in the phase-coexistence
regime (sample TE578H1L).

96



Chapter 4. Phase-Coexistence in the α- to β-Transition

-2

-1

0

1

2

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

ρ
x
y
[µ
Ω
cm

]

B [T]

Area =

∫
∆ρxy dB

High-field slope

High-field slope

L
ow
-fi
el
d
sl
op
e

Figure 4.34: Scheme for extraction of hysteresis loop area (red), as well as high-
(dashed magenta) and low-field (dashed blue) slopes from Hall resistivity curves.

-0.02

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

270 280 290 300 310 320 330 340 350

∫
∆
ρ
x
y
d
B

[µ
Ω
cm

T
]

T [K]

T1

α βα+ β

[1120] T ↑
[1120] T ↓
[0001] T ↑
[0001] T ↓

Figure 4.35: Area of Hall hysteresis loop versus temperature for heating (red) and
cooling (blue).

97



Chapter 4. Phase-Coexistence in the α- to β-Transition

-0.008

-0.006

-0.004

-0.002

0

0.002

0.004

0.006

0.008

0.01

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

ρ
x
y
[µ
Ω
cm

]

B [T]

Figure 4.36: Hysteresis loop of the Hall resistance at 318 K.

In Fig. 4.37 we show the area of the hysteresis loop versus phase fraction for both

heating and cooling.
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Figure 4.37: Area of Hall hysteresis loop versus β-phase fraction for heating (red)
and cooling (blue).

The curves for heating and cooling nearly coincide, identifying the phase fraction
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as the governing order parameter for the hysteresis. The hysteresis in out-of-plane

magnetization is due to the breaking up of the continuous α-phase film into sepa-

rated stripes. While in the continuous film stable out-of-plane domains are strongly

suppressed due to the shape anisotropy, the situation is different for narrow α-MnAs

stripes. Naively, one may expect a prevalence of out-of-plane domains once the height

to width ratio t
wα

of the stripes is greater than one. With the stripe period given

by Λ ≈ 5t and the width of the α-phase stripes wα = fαΛ, we find fα < 20%. In

contrast to this simple argument, Fig. 4.37 shows that even for a small fraction of

β-phase, hysteresis is observed, with the hysteresis loop area maximal for a phase

fraction of about 20%. Of course, for the complex domain structures as they exist in

MnAs, the assumption of a simple demagnetization factor cannot be valid and a full

micromagnetic simulation, taking into account also the variability of stripe width

would be necessary to obtain a clearer picture.

In the spirit of effective media theory (see Section 2.4.3), it seems justified to

normalize the hysteresis signal by the fraction of the α-phase fα since only this

phase is expected to contribute to the AHE signal. Figure 4.38 shows this normalized

hysteresis loop area for a set of different samples. Again, the curves are qualitatively

very similar, with the peak at high β-fraction caused by the incomplete hysteresis

loops observed when β-phase is converted to α by the applied magnetic field. Between

about 20 and 80% phase fraction, on the other hand, the normalized hysteresis

is nearly constant, confirming that the hysteresis signal originates in the α-phase

stripes. The somewhat different behavior of the thinnest sample may be due to

increase significance of inter-stripe coupling for smaller stripe spacing. This would

presumably favor in-plane magnetization, and indeed, we find the onset of out-of-

plane domains at a larger β-fraction for this sample.

The magnetoresistance (MR) in a field of 0.9 T is shown in Fig. 4.39. In the pure

α- and β-phases, magnetoresistance is very small. Within the phase-coexistence
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Figure 4.38: Normalized area of Hall hysteresis loop versus β-phase fraction for
different samples.

region, negative peak is observed around 316 K. This can be understood as a reduc-

tion in disorder scattering when domains are aligned by the external magnetic field.

Some fraction of the magnetoresistance effect at the high temperature end is likely

associated with the back-transformation to the lower-resistivity α-phase.

In addition to the complex micromagnetic situation, a detailed model of the hys-

teresis curves would also have to take into consideration that back-transformation

of β- into α-phase cannot be neglected at the high-temperature end of the phase

coexistence. Furthermore, the exact dependence of the anomalous Hall effect on

the temperature- and directionally-dependent resistivities of the magnetic α-phase

and (presumably) non-magnetic β-phase. These important issues are outside the

scope of this dissertation and the interpretation of the Hall data remains necessarily

incomplete. It is hoped, however, that the above results may in the future be under-

stood from refined micromagnetic models, and a more fully developed theory of the

anomalous Hall effect in inhomogeneous and anisotropic systems.

100



Chapter 4. Phase-Coexistence in the α- to β-Transition

-3.5

-3

-2.5

-2

-1.5

-1

-0.5

0

0.5

260 270 280 290 300 310 320 330 340 350

M
ag
n
et
or
es
is
ta
n
ce

[%
]

T [K]

I‖[0001]

MnAs thickness
70 nm

100 nm
120 nm
150 nm

Figure 4.39: Magnetoresistance at 0.9 T for different samples.

4.4 Magnetic Order in the β-Phase

If some kind of magnetic order indeed exists in the β-phase, evidence of the magnetic

scattering may be found in magnetotransport measurements. Aside from resistance

measurements by Takagaki et al. [126, 128] and the somewhat cursory Hall measure-

ments at 340 and 360 K by Berry et al. [125], no measurements in this range have

been reported. To investigate this issue, the temperature range for Hall measure-

ments was extended to above 400 K, covering the presumed existence range of the

β-phase, and the beginnings of the γ-phase.

The upper temperature limit is given by the onset of thermally activated parallel

conduction in the substrate. Since parallel conduction in the substrate effectively

destroys the geometrically well defined Hall-bar geometry, its onset may be detected

by a simultaneous measurement of two symmetric contact pairs of the Hall-bar. In

Fig. 4.40 the relative deviation of longitudinal voltages measured from the pairs at

the top and bottom of the same Hall-bar device is shown. Very minor deviations
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Figure 4.40: Relative deviation of longitudinal resistivities measured on top and
bottom Hall-bar contact pairs. Where available, measurements for Hall-bars of both
in-plane orientations are shown.

of up to 5 · 10−3 (more typically ≤ 1 · 10−3) from the ideal ratio of 1 are found

for temperatures up to ≈ 400 K, evidence of the excellent homogeneity of the films

and the accurate alignment of the voltage probes. At higher temperatures, parallel

substrate conductivity leads to the breakdown of symmetry.

4.4.1 Results

As can be seen from Fig. 4.41, the hysteresis loop does not completely close up to

about 335 K. Hysteresis is the hallmark of ferromagnetism and for a purely para-

magnetic material, no such hysteresis would be expected. It seems therefore likely

that some small amount of α-phase persists at temperatures above 320 K.

At even higher temperatures, the Hall effect at high fields is small and completely

linear. Near zero field, however, we observe a sharp step. Figure 4.42 shows the Hall

resistance in the β-phase after subtraction of the high-field linear part.
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Figure 4.41: Hall hysteresis loops in the β-phase.
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Figure 4.42: Step in the Hall resistance in the β-phase. For clarity, linear high-field
dependence has been subtracted and positive- and negative-going field sweeps have
been averaged.

Surprisingly, this step is detectable up to 390 K, where we would expect the

sample to be purely in the β-phase (or γ-phase, see Chapter 5). For further analysis,
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we may fit the Hall resistance ρxy using the following expression:

ρxy = ρsxy tanh

(
H ±Hc

Hs

)
+ χhfH, (4.25)

which is analogous to commonly used expressions for magnetization loops (see for

example Barabash and Stroud [149])

M = M s tanh

(
H ±Hc

Hs

)
+ χhfH. (4.26)

Here, ρsxy and M s are the saturation Hall resistance and magnetization, Hc is the crit-

ical field, Hs is the saturation field, and χhf describes the high-field (“paraprocess”)

susceptibility. We show two such fits in Fig. 4.43.
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Figure 4.43: Raw Hall resistivity and fits with equation (4.25) for two temperatures.

With the expressions for the anomalous Hall effect, from these fits we can deduce

a saturation magnetization as

M s ∼ ρsxy/ρ
2
xx, (4.27)

which we plot in Fig. 4.44 for different samples. Also shown is the high-field “suscep-

tibility” χhf (Fig. 4.45). In the β-phase, both M s and χhf decay nearly exponentially

with temperature, with very similar absolute values for all samples.
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Figure 4.45: high-field susceptibility χhf versus temperature for four samples.

Below, we will investigate two possible origins of the Hall anomaly:

• Back-transformation of β- to α-MnAs due to the applied field.

• Existence of a ferromagnetic impurity phase.
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Back-Transformation to α-phase?

We have seen that the application of an external magnetic field may cause the trans-

formation of a small fraction of the β-phase to the magnetic α-phase. To investigate

whether this might cause the observed step, the measurements were repeated with

a smaller field range of only ±40 mT. Surely, such small fields could not induce a

phase transformation of any significant magnitude. At the same time, to rule out

an experimental artifact from the polarity switching of the high current power sup-

ply, these measurements were performed with a programmable bipolar power supply

(Keithley Instruments Model 228) in order to be able to vary the field through zero

in a smooth and continuous fashion.

In Fig. 4.46 we compare the low-field Hall resistance measured using the reduced

field swing with those obtained with the full field swing (±0.9T). While raw data

are shown for the high-field measurement, the low-field Hall resistances were shifted

vertically to compensate for drifts in the Hall offset. The results are nearly identical.

We can thus rule out both experimental error or the back-transformation of β- into

α-phase as the cause for the step observed at low fields.

In contrast, near the upper end of the phase transition temperature, a clear

difference between the hysteresis loops obtained with small and large field ranges is

evident, see Fig. 4.47. While this difference may in part be caused by the magnetic-

field induced back-transformation of β- into α-phase, the main origin is probably the

incomplete magnetic saturation achieved in the low-field measurement, i.e. only the

minor loop of magnetization is traced out.

Ferromagnetic Impurity Phase

An out-of-plane magnetization component in films of β-MnAs was already detected

by Ney et al. [150]. In MFM measurements, they noticed small isolated magnetic con-
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Figure 4.46: Comparison of Hall resistance measurements performed with the full
field range of ±0.9 T (solid lines) and with reduced range of ±45 mT (data points)
for three different temperatures.
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Figure 4.47: Comparison of Hall resistance measurements performed with the full
field range of ±0.9 T (red) and with reduced range of ±45 mT (blue) at 326 K.

trast within the otherwise homogeneous β-MnAs. Using SQUID magnetometry they

determined that hysteresis loops for in-plane magnetization show zero remanence at
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temperatures above 323 K. In contrast, for out-of-plane magnetization, they found

a small remanence persisting up to 328 K, at which point they terminated their

measurements (see Fig. 4.48).

Figure 4.48: Remanence of in- and out-of-plane components of magnetization mea-
sured using SQUID magnetometry, taken from Ney et al. [150]. Reprinted with kind
permission of the American Institute of Physics.

The weak temperature dependence, together with the isolated contrast in MFM

measurements, lead them to speculate that both may be due to “Mn-rich inclusions”.

The inclusions were apparently identified using X-ray diffraction as Mn2As (which is

antiferromagnetic [26, 27]) and Mn3As [151].

In our data, we do not find this temperature independence and it would be

somewhat hard to explain the almost sample-independent strength of the anomalous

effect with such a random process.
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4.4.2 Discussion

Non-linear Hall resistance is frequently observed for samples with multi-band con-

duction. However, these non-linearities appear at field magnitudes on the order of

the inverse of the carrier mobility. Commonly, non-linear Hall effect is also observed

due to carrier localization effects at low temperatures and high magnetic fields. In

our case, the anomalous Hall effect may be a more natural explanation for the ob-

served non-linearity in the Hall effect. However, assuming a paramagnetic β-phase,

one would expect a strictly linear anomalous Hall effect at least for small fields (see

Section 2.3.1).

Therefore, we have to conclude that a residual magnetic scattering exists within

the β-phase. In principle, inclusions of a second phase formed during crystal growth

could be responsible for this contribution. On the other hand, the effect is of the

same magnitude for several samples, making a random process seem unlikely. If all

other explanations fail, we are left to conclude that the anomalous contribution is

due to a residual magnetic order in β-MnAs itself. We can only speculate what the

nature of this magnetic order is. In any case, the temperature-dependence of the

AHE above 330 K (Figs. 4.44 and 4.45) shows no resemblance to the anomalous

susceptibility in the bulk (Fig. 2.4). Therefore, it appears clear that the magnetic

state of the β-phase in the thin-film is different from that of the bulk.

In this context, it is useful to recall several other experiments that have hinted

at the possibility of antiferromagnetic order in thin-films of MnAs:

• Chun et al. [152] have observed an exchange-biasing effect in MnAs samples in

the phase-coexistence regime. This implies the presence of an antiferromagnetic

component, which could be β-MnAs.

• Using X-ray magnetic circular (XMCD) and X-ray magnetic linear dichroism
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(XMLD), Bauer et al. [153] have investigated the magnetic structure in the

phase coexistence regime. The XMCD signal is proportional to the net mag-

netic moment and thus sensitive to ferromagnetic ordering. On the other hand

XMLD is sensitive to the axial alignment of spins [77] and can thus provide

antiferromagnetic contrast. They found that an antiferromagnetic signal was

detected in those areas of the sample where XMCD indicated no ferromagnetic

ordering, i.e. inside the β-phase stripes. Interestingly, the intensity of the an-

tiferromagnetic signal decreased with the disappearance of α-stripes, although

“some very weak stripe contrast can be seen at much higher temperatures

(about 100◦C)” [153].

• The negative slope of resistance in the β-phase can also be explained under the

assumption of antiferromagnetic ordering (see Chapter 5).

In summary, it appears clear that at least in thin-films the β-phase of MnAs

is not simply paramagnetic, but shows a degree of magnetic order. Considerable

evidence is suggestive of an antiferromagnetic state. At present, a comprehensive

understanding of the non-linear Hall effect data cannot be established.

4.5 Conclusions

We have shown that MnAs can be etched quite readily using a BCl3 based ICP etch

with a conventional photoresist mask, making involved processing using intermediate

metal mask layers unnecessary. This enables us to reliably measure the electric

properties of pristine MnAs thin-films. As expected for a hexagonal material, the

resistivity of MnAs is anisotropic between the [1120] and [0001] directions. The

anisotropy is a function of temperature. In the pure α-phase, resistivity follows

a T 2 behavior, characteristic for electron-electron scattering. In the pure β-phase,
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resistivity is only a weak function of temperature. The slope dρ/dT is negative,

a possible indication of antiferromagnetic ordering. Inside the phase-coexistence

regime, the temperature dependence of resistivity reflects the periodic arrangement

of alternating α- and β-MnAs. From the resistivity measurements, one can accurately

determine the relative phase fractions — in good agreement with the phase fractions

determined by X-ray diffraction measurements. A clear hysteresis is observed in

the α- to β-transition, with the details depending on sample thickness and growth

conditions. For all samples, however, we find significant structure in the hysteresis,

with three distinct maxima. Comparison with temperature-dependent AFM images

leads us to speculate that these maxima are related to the ordering processes in the

array of α- and β-phase stripes.

Below 320 K, Hall resistance in MnAs thin-films is dominated by the anoma-

lous Hall effect. Magnetic hysteresis observed in the coexistence regime provides

direct evidence of stable out-of-plane magnetic domains (and confirms earlier MFM

interpretations). This can be understood by considering the balance between magne-

tocrystalline anisotropy and shape anisotropy as the α-phase breaks up into separated

stripes with increasing temperature. Remarkably, an anomalous contribution to the

Hall resistivity is still observed in the pure β-phase. We take this to indicate residual

magnetic ordering.
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In the bulk, the β- to γ-transition is observed at about 398 K. Considering the in-

fluence that strain has on the α- to β-transition, it seems reasonable to assume that

in a thin-film the β- to γ-transition temperature may also be modified. While the

α- to β-transition is relatively easily studied due to its first order nature, the β- to

γ-transition is much harder to detect experimentally and has thus not received any

significant attention in the literature. We use a combination of electrical measure-

ments, X-ray diffraction and reflectance difference spectroscopy (RDS) in an attempt

to fill this gap.

5.1 Electrical Measurements

While δρxx/δT is generally found to be negative for the β-phase, it changes sign again

in a temperature range around 360 to 375 K, and remains positive until thermally-

activated parasitic conductivity from the substrate starts dominating (above 415 K).

The change in slope has been assumed to mark the β- to γ-transition [128, 154].

If the the β-phase is indeed antiferromagnetic, the incommensurate magnetic and
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crystallographic lattice may lead to the appearance of superzone gaps [155, 156] in

the Fermi surface, resulting in a reduction in the number of carriers. With increasing

temperature, the gap would shrink up to the Néel temperature and hence resistivity

would also decrease, as is observed. This effect should have a directional dependence

which the Hall-bar geometry allows us to study. Through careful measurements

we show that the resistivity minimum occurs at different temperatures for the two

in-plane crystallographic directions, supporting the idea of an antiferromagnetically

ordered state in the β-phase.

5.1.1 Resistivity Minimum

The procedure for the electrical measurements was already detailed in Section 4.3.

Here we show the resistivity measurements in the high temperature regime (β- and

γ-phase), where the temperature dependence is extremely weak compared to that of

the low temperature α-phase.

Figure 5.1 shows typical resistivity data, measured simultaneously for both crys-

tallographic in-plane directions. The step changes in the measured data are due to

the resolution limit of the lock-in amplifier. The same general behavior was observed

for all samples: Resistivities for both crystalline directions show well defined minima

in the temperature range between 360 and 385 K. Above the minimum, the slope

remains positive until parasitic substrate conductivity effects set in above ≈ 415 K.

In order to accurately determine the location of the resistivity minima, 5th order

polynomials were fit to the data, shown as the solid lines in Fig. 5.1. Separate fits

were performed for heating and cooling, which showed only a very small temperature

hysteresis (≈ 0.2 K). The results are summarized in Table 5.4 at the end of this

chapter.

Notably, we consistently find the minimum at a lower temperature for the [0001]
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direction.
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Figure 5.1: Resistivity for sample TE600 measured during heating along the two in-
plane crystalline directions. To facilitate comparison, each dataset was normalized
to the resistivity at the minimum. Solid lines are 5th order polynomial fits.

In Fig. 5.2, the normalized temperature coefficients dρxx/dT
ρxx(340 K)

are shown for the

two crystallographic directions and the β- and γ-phase. A systematic difference is

found for both phases between the two directions. The magnitude of the slope is

larger along the [1120] direction for the β-phase, while the inverse is true for the

γ-phase. Clearly, this points to a directionally dependent change in the transport at

the phase transition, supporting the idea of an antiferromagnetic superzone gap for

the β-phase.

5.1.2 Extrapolation of the α-Phase Resistivity

It was pointed out by Takagaki et al. [128], that the extrapolated α-phase resistivity

intersects the measured high temperature resistivity somewhere near the resistivity

minimum encountered for the β- to γ-transition, see Fig. 4.18.
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Figure 5.2: Normalized temperature coefficient of the resistivities in the β- and γ-
phase for the two in-plane directions.

In Table 5.1 we tabulate the temperatures for this intersection for our samples.

The numbers obtained for the two in-plane directions are in close agreement, with

the values for the [1120] direction about 2 K lower than for [0001]. Overall, though,

the temperatures obtained are about 10 K lower than the ones for the resistivity

minimum in the [0001] direction. This does, however, not contradict the interpre-

tation given by Takagaki et al. [128], namely that the resistivity of MnAs would

show a continuous variation at a hypothetical α- to γ-transition if it were not for the

β-phase.
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[1120] [0001]

TE580 355.2 K 356.7 K

TE581 354.0 K 357.2 K

TE600 360.1 K

TE578 360.3 K 362.5 K

TE579 359.2 K 360.9 K

Table 5.1: Intersection temperatures of the quadratically extrapolated α-phase re-
sistance with the measured high temperature resistance.

5.2 Structural Characterization by X-Ray Diffrac-

tion

X-ray diffraction experiments offer the most direct route to determine structural

changes of the MnAs films. As seen in Section 4.2, variations in the bo-lattice param-

eter are directly accessible by monitoring the [1100] reflection. On the other hand,

the a and c in-plane lattice parameters are more difficult to determine. Jenichen

et al. [157] used synchrotron radiation for grazing incidence diffraction to determine

in-plane lattice parameters during growth and found that at a temperature of 200◦C,

both a and c lattice constants were very close to the bulk values. At lower tempera-

tures, on the other hand, the epitaxial relationship between the MnAs layer and the

GaAs substrate is fixed, and therefore both a and c necessarily follow the thermal

expansion of GaAs.

An overview of the reflections accessible by X-ray diffraction without grazing

incidence equipment is shown in Table 5.2.

Only the out-of-plane bo = 2d(020) lattice constant is directly accessible, with

the sample surface normal in the scattering plane. The co lattice constant can in

principle be determined by an additional measurement of the (021) reflection, where
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(hkil)h 1/d2
hkil Ψh (hkl)o 1/d2

hkl Ψo Φ

(1100) 4
3a2h

0◦ (020) 4
b2o

0◦ any

(1101) 4
3a2h

+ 1
c2h

arctan
√

3ah
2ch
≈ 29.4◦ (021) 4

b2o
+ 1

c2o
arctan bo

2co
≈ 29.4◦ 0◦

(2110) 4
a2h

arctan 1√
3

= 30◦ (130) 1
a2o

+ 9
b2o

arctan bo
3ao
≈ 30◦ 90◦

Table 5.2: Comparison of hexagonal and orthorhombic reflections, which are accessi-
ble by X-ray diffraction. Ψ is the angle between surface normal and scattering plane.
Φ is the angle of rotation around the surface normal, with Φ = 0◦ defined as [0001]
perpendicular to the scattering plane.

the surface normal is under an angle of ≈ 29.4◦:

1

c2
o

=
1

d2
(021)

− 1

d2
(020)

=
1

d2
(021)

− 4

b2
o

. (5.1)

In the same manner, the ao lattice constant is accessible by recording the (130)

reflection:

1

a2
o

=
1

d2
(130)

− 9

b2
o

. (5.2)

Here, the sample has to be rotated by 90◦ to bring the c-axis into the scattering

plane.

5.2.1 Setup

Since the powder diffractometer was not equipped with a (Ψ, Φ) sample goniometer,

a special stage had to be constructed.

For the Ψ axis, a manual ±35◦ goniometer with a radius of 6.4 cm was used.

Rotation around Φ was accomplished through a simple optical rotation stage. On

top of this, a copper heat sink with embedded Nichrome wire heater was mounted

as the sample stage. A silicon diode was indium mounted on top for temperature
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Figure 5.3: Custom heated goniometer stage in Panalytical powder diffractometer
at Ψ = 0◦ (left) and Ψ = 30◦ (right).

control using a Lakeshore 331 temperature controller. The sample was mounted and

heat-sunk using silver paint. Typical control stability was 10 mK. Two photographs

of the setup mounted in the diffractometer is shown in Fig. 5.3.

5.2.2 Determination of Lattice Constants

For precise determination of the lattice constant it is necessary to obtain accurate

measurements of the Bragg angle Θ. Unfortunately, in the actual experiment peak

positions can experience significant instrumental shifts due to shift of the sample

height, shift of the goniometer zero point, and axial divergence of the beam.

Sample Height

For a diffractometer of radius R, a sample height misalignment b leads to a shift of

the reflection by [122]

∆(2Θ) = −2
b

R
cos Θ. (5.3)

The sample height for this diffractometer can be measured using a micrometer
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and was adjusted at room temperature to a setting predetermined by the instrument

owner. Depending on the accuracy of this alignment, this may introduce a constant

height shift. Additionally, thermal expansion of the copper stage may cause small

changes in the sample height alignment during the measurement.

For temperature change ∆T , the error in lattice constant therefore is

∆a

a
≈ ∆(2Θ)

2Θ
= − αCutCu

R ·Θ cos Θ
∆T (5.4)

With the thermal expansion coefficient for Copper of αCu = 17 · 10−6 K−1

and a 7 mm thick sample stage, one obtains a positional shift of about 12 µm per

100 K. Similar numbers were reported for a commercially constructed X-ray heating

stage [158]. On a diffractometer with R = 24 cm, this corresponds to a relative

error of 2.5 · 10−6/K for the (020) reflection, i.e. on the order of the GaAs thermal

expansion coefficient.

Goniometer Zero Point

The absolute angle of the reflections is also shifted by any misalignment of the

goniometer zero-point, as well as sample tilts introduced by the sample stage. Sample

tilt may also vary versus temperature due torsional movements of the sample plate.

This error is simply additive:

∆(2Θ) = 2Θ0. (5.5)

Axial Divergence

In our experiment axial beam divergence was limited with two Soller slits to δSol =

0.04 rad = 2.3◦. For this case, the peak shift is given by [122]

∆(2Θ) = −2
δ2
Sol

6
cot 2Θ. (5.6)
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Since this shift is temperature independent and parameter-free, it can be trivially

corrected for before any of the other corrections are considered.

In summary, we obtain the following expression for the observed peak position:

Θobs = ΘBragg −Θ0 −
b

R
cos Θobs − δ2

Sol

6
cot 2Θ. (5.7)

Correction Procedures

Depending on the assumptions one is willing to make about the sample, different

approaches can be chosen to deal with the instrumental peak shift.

One typical correction procedure for dealing with the zero-shift of the goniometer

is the so-called “reflection-pair” method developed by Dong et al. [159]. Here the

height misalignment is ignored, and only the Θ0 offset is taken into account.

If one measures a pair of reflections (hkl) and (h′k′l′) with h′ = mh, k′ = mk,

and l′ = ml, the zero shift can be calculated as

tan Θ0 =
m sin Θobs

hkl − sin Θobs
h′k′l′

cos Θobs
h′k′l′ −m cos Θobs

hkl

. (5.8)

This procedure was followed using the GaAs (002) and (004) reflections as the re-

flection pair. Almost identical offsets were found from the pair of MnAs (020) and

(060). The calculated GaAs lattice constant was very close to literature values, and

the thermal expansion coefficient of GaAs was well reproduced.

If one wants to take in account both sample shift and goniometer zero shift, one

needs to use additional constraints. One possibility is to take the lattice constant of

GaAs as a given and use the (002), (004) pair of reflections to determine both the

zero point shift and the sample height misalignment:

b = R
(ΘBragg

1 −Θobs
1 )− (ΘBragg

2 −Θobs
2 )

cos Θobs
1 − cos Θobs

2

(5.9)
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and

Θ0 = ΘBragg
1 −Θobs

1 − b/R cos Θobs
1 . (5.10)

In principle, the offsets can also be deduced without any assumptions about

the absolute value of the lattice constants by using MnAs (020) and (060) as a an

additional “reflection-pair”. The resulting system of two non-linear equations was

solved numerically using GNU Octave. We found, however, that the smaller accu-

racy of peak determination for the weaker MnAs reflections together with the near-

degeneracy of the equation system led to large random fluctuations in the computed

offsets.

5.2.3 Results

A plot of the three reflections for two different temperatures is shown in Fig. 5.4. The

(021) and (130) reflections are significantly broader than the (020) due to geometrical

effects.

Separate temperature scans were taken for the three reflections, each with fixed

Ψ and Φ. All data were corrected for Cu Kα2 radiation as described in Section 4.2.1.

Peak positions were determined by center-of-mass.

A plot of the out-of-plane lattice constant boh, determined using two of the correc-

tion procedures above, is shown in Fig. 5.5. While a small but significant difference

is found for the absolute values of the lattice constant, the temperature dependence

is almost identical. The thin-film lattice constant is smaller than the bulk, as would

be expected for a film under biaxial in-plane tensile strain. A clear change in slope

is found at 372 K. Below this temperature, the thermal expansion coefficient is

7.22 · 10−5 K−1, above 3.51 · 10−5 K−1.
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Figure 5.4: X-ray diffraction scans for the MnAs (020), (021), and (130) reflections,
after Cu Kα2 removal. Red curves are at 340 K, blue curves at 420 K. The ω ranges
for all plots are 2◦.

Under the assumption that the out-of-plane stress σyy is zero (the film is free

to expand in the growth direction), one can derive from the stress-strain relation

(equation 2.5) the following expression for the out-of-plane strain component εyy:

εyy = −c12εxx + c13εzz
c11

= −8.7εxx + 10.7εzz
41.0

(5.11)

For the in-plane lattice strains εxx and εzz we may use the temperature depen-

dence calculated in Section 2.2.1. A plot comparing the results of this calculation

with the strain calculated from the measured boh and bulk lattice constants is shown

in Fig. 5.6.

The (021) and (130) reflections can also be used to check the orientation of MnAs
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Figure 5.5: Lattice constant boh = bo/
√

3 versus temperature for sample TE600,
corrected using the “reflection-pair” method (black circles), or by matching to the
literature GaAs lattice constant (green circles). For reference, the reported bulk
lattice constant is also shown (black curve). The straight lines are linear fits to the
low (blue, ≤ 365 K) and high temperature (red, ≥ 375 K) lattice constant. They
intersect at 372.2 K.

with respect to the substrate: If MnAs is only present in the A0 orientation, the (021)

reflection should only be observed with the GaAs [110] direction in the diffraction

plane. Similarly, the (130) reflection should only be observed for GaAs [110] in the

diffraction plane. The opposite would hold for B0 oriented MnAs. Figure 5.7 shows

scans of the MnAs (021) and (130) reflections for different sample azimuths. The

results show that MnAs is exclusively A0 oriented in this sample. This further con-

firms the results from the resistivity anisotropy (see Section 4.3.3) and demonstrates

the good quality of our samples.
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Figure 5.6: Out-of-plane strain versus temperature. The solid line represents strain
calculated using the assumed in-plane strains and the elastic constants from Chap-
ter 2. The data points represent strain calculated using the experimental thin-film
and bulk lattice constants.

5.3 Reflectance Difference Spectroscopy

Reflectance difference spectroscopy (RDS), also known as reflectance anisotropy spec-

troscopy (RAS) 1, is a technique that has been used extensively to study the evolution

of clean surfaces, usually in ultra-high vacuum (UHV). Polarized light is incident al-

most perpendicular to the sample surface, and the polarization state of the reflected

light is measured. Most applications of RDS so far have focused on materials with

1Although the term reflectance anisotropy spectroscopy is more explicit about the origin
of the effect, namely the anisotropy of the dielectric constant, we will follow the trend in
the literature by using the term reflectance difference spectroscopy.
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Figure 5.7: X-ray diffraction scans of the MnAs (021) and (130) reflections for two
different sample azimuths: the (021) reflection is only detectable for Φ = 0◦ (GaAs
[110] in scattering plane), the (130) reflection only for Φ = 90◦ (GaAs [110] in
scattering plane). Sample: TE600.

cubic crystalline symmetry, where the bulk is isotropic and all anisotropy therefore

has to originate from the surface. For this case, RDS has been proven to be extremely

useful for monitoring surface reconstructions during epitaxial growth, particularly for

MOCVD, where other techniques such as RHEED are not available. A recent review

of common applications of the technique is given by Weightman et al. [160].

If the material under investigation is not of cubic symmetry, then the reflectance

difference can also be due to a bulk effect.
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The reflectance difference signal is defined as

∆r

r
≡ ra − rb

1
2
(ra + rb)

≡ Re

(
∆r

r

)
+ ıIm

(
∆r

r

)
, (5.12)

with the amplitude reflectivities ra and rb along the crystallographic axes.

Typical reflectance differences from surface reconstructions are on the order of

10−3 (= one “RDS unit”) [161], see for example the spectra of the GaAs surface

reconstructions (Fig. 5.8).

5.3.1 Setup

The setup by Aspnes [163], Fig. 5.9, makes use of a photoelastic modulator to obtain

very high sensitivity in the polarization rotation and has become the standard in the

field.

The photoelastic modulator consists of a quartz bar, modulated by a piezoelectric

driver at a frequency of about 50 kHz. The retardation is δ = δc sinωt.

The resulting signal intensity at the detector can be derived using either Jones

or Mueller matrix calculations. The end result — assuming precise alignment of all

optical components and neglecting higher order terms — is [163, 164, 165]:

∆I

I0

= 1 +J0(δc)Re

(
∆r

r

)
− 2Im

(
∆r

r

)
J1(δc) sinωt+ 2Re

(
∆r

r

)
J2(δc) cos 2ωt

(5.13)

The DC term I0(1 + J0(δc)Re
(

∆r
r

)
) can be measured by a voltmeter (VDC),

while the AC terms at ω and 2ω can be detected with a lock-in amplifier. Proper

normalization then yields the real and imaginary parts of ∆r
r

:
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Figure 5.8: Temperature evolution of RDS spectra of the GaAs (001) surface. Taken
from Kamiya et al. [162]. (Copyright (1992) by The American Physical Society.)

Re

(
∆r

r

)
=

V2ω

2J2(δc) · VDC
(5.14)

Im

(
∆r

r

)
=

−V1ω

2J1(δc) · VDC
(5.15)

As the lock-in measures root-mean-square (RMS) values R1ω and R2ω, these val-
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Figure 5.9: RDS setup, after Aspnes. From Kaspari’s dissertation [161]. Linearly
polarized light is incident upon the sample at near perpendicular incidence. The
different reflectivities for the two crystalline directions lead to elliptically polarized
light in the reflected beam. A photoelastic modulator and second polarizer are used
to analyze the polarization state of the reflected light.

ues have to be multiplied by
√

2 to obtain V1ω and V2ω.

The peak retardance can be chosen to maximize either Im
(

∆r
r

)
or Re

(
∆r
r

)
by

maximizing J1(δc) or J2(δc) respectively, see Fig. 5.10. The usual choice is δc = π,

where J2 is close to its maximum (see Table 5.3). However, the DC term then

contains a contribution of Re
(

∆r
r

)
, which may only be neglected for Re

(
∆r
r

)
� 1.

In our case, where Re
(

∆r
r

)
approaches 3%, a better choice is to set δc = 0.76548π,

where J0(δc) = 0.

For our experiments, the sample was mounted on a Joule-Thomson cold stage

inside a MMR dewar with optical access through a window. The sample space was

evacuated using a turbo pump, and final pressures around 3.4 · 10−7 mbar were

achieved. The glass window itself was held in place by the vacuum on a thick Viton
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Figure 5.10: Bessel functions of the first kind.

δc 0.586067 · π 0.76548 · π 1.0 · π
J0(δc) 0.316028 0 −0.304242

J1(δc) 0.581865 0.519147 0.284615

J0(δc) 0.316028 0.431755 0.485434

Table 5.3: Values of the Bessel function for selected peak retardance settings.

o-ring to minimize strain induced birefringence effects.

As light sources, both a 300 Watt Xe arc-lamp as well as a commercial 407.5 nm

(3.04 eV) laser diode were used. The light from the arc-lamp was imaged onto the

sample from a small aperture using a lens of ≈ 22 cm focal length. A SpectraPro-150

monochromator was used to record spectra with the arc-lamp. Typical spectra of

both laser diode and arc-lamp are shown in Fig. 5.11.

While it would be desirable to have a monochromatic incident beam and thus re-

duce incident power at the sample, it is more convenient to locate the monochromator
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Figure 5.11: Optical spectra of Xe-arc lamp and 407.5 nm laser diode.

directly in front of the detector, eliminating background from stray light. Incident

power levels with the Xe arc-lamp was about 3 mW, while very high signal-to-noise

ratios could be obtained with incident laser power of less than 1 mW.

For the incident polarizer and analyzer Calcite UV Glan Thompson prism polar-

izers (Karl Lambrecht Corporation) with an extinction ratio of better than 1 · 104

were used.

It is important that no other optical components are placed inside the polarized

beam path, as even minor anisotropies will affect the signal.

Improvement of the Standard Aspnes Setup

One disadvantage of the classical setup by Aspnes is the necessity to measure the DC

signal accurately. For spectrally resolved measurements, especially in the UV, this

signal may be on the order of just a few microvolts and obscured by voltage offsets

and ambient light.
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If a third lock-in amplifier is available, or only the real part of the RDS signal is to

be measured, a simple solution is to add an optical chopper (in our case fChopper ≈
345 Hz � 50 kHz) to the incident light path and use a lock-in to the detect the

chopped “quasi”-DC signal. One problem that arises is that the lock-in will read

the RMS amplitude of the signal, which can deviate from an ideal square wave due

to the finite size of the beam. Therefore, our measurements were rescaled to fit the

data of a measurement taken with the conventional setup. The signal at 2ω can be

detected as before, but is reduced by the duty cycle (50%) of the chopper. Since now

a large signal exists at fChopper, it is advantageous to remove this signal on the 2ω

lock-in using a passive high-pass filter (fHP0 = 1
2πRC

= 8 kHz).

This approach was chosen for a subset of our experiments, in particular to resolve

small changes in the reflectivity spectra of the β-phase.

5.3.2 Calibration and Alignment

The retardance of the Hinds PEM-90 photoelastic modulator in our setup was cal-

ibrated using the oscilloscope method and the 407.5 nm laser diode. A peak retar-

dance of 0.5λ was obtained for a retardance setting of 0.49λ.

The accuracy of alignment of the incident polarization axis with respect to the

PEM axis determines the zero offset of Re
(

∆r
r

)
. A first surface Aluminum mirror

was placed into the beam and the incident polarization was carefully adjusted to

obtain a minimum in the signal at 2ω.

Figure 5.12 shows RDS temperature scans for sample azimuths of 45◦, 90◦, and

135◦. As expected, for the polarization parallel to one of the principal axes of the

sample, the measured signal is almost zero. For the incident polarization at 45◦ and

135◦ to the axes, nearly identical results with opposite sign are obtained.
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Figure 5.12: RDS spectra (real part) for different azimuths of the sample at 270 K.
The sharp spike around 1.65 eV is an artifact from the second harmonic.

5.3.3 The α- to β-Transition

Figure 5.13 shows RDS spectra taken for a range of temperatures. As the sample is

cooled into the α-phase, a pronounced feature centered around 2.9 eV develops.

Over the entire temperature range and most of the spectral range, the magnitude

of the RDS signal from MnAs is substantially larger (10s of RDS-units) than what is

typically observed for surface reconstruction effects (several RDS-units, see Fig. 5.8).

As the temperature is lowered, some saturation effect is observed.

In the β-phase above 330 K, the spectra show no discernible change. Figure 5.14

shows spectra recorded using the chopper-improved technique. It is evident, that in

the β-phase there is no change of the feature at 2.9 eV, but a small shift of the entire

spectrum is observed.

Figure 5.15 shows laser reflection difference (LRD) temperature scans taken using
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Figure 5.13: RDS spectra (real part) for different temperatures; data taken on sample
TE600. The sharp spike around 1.65 eV is an artifact from the second harmonic.

the 408 nm (3.04 eV) laser diode for four different samples.
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Figure 5.14: RDS spectra (real part) recorded using the chopper-improved setup for
different temperatures; data taken on sample TE578.
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All curves exhibit a very similar behavior:

• In the β- and γ-phases, above 325 K, the signal is nearly constant — but

non-zero — and does not exhibit a hysteresis.

• Below 325 K, the signal rises sharply, but no saturation is observed as the

transformation to pure α-phase is completed.

• At low temperatures, a continuous drift of the signal to higher values is observed

when the temperature is held constant.

• Drift and possibly hysteresis of the phase transition itself lead to the hysteretic

nature of the signal below 325 K.
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Figure 5.15: Laser reflection difference temperature scans for different samples. For
clarity, the curves are offset by 5 · 10−3.

While it has been claimed by Vidal et al. [166] that the RDS signal may be used

to infer the phase fraction, we find that the time-dependent drift encountered in the
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relevant temperature range prevents this. Based on the assumption of surface con-

tamination by condensation, several attempts were made reduce the drift. However,

neither cleaning of the sample with isopropanol, operation in vacuum after extended

“baking” at 350 K, nor operation in a purged dry Nitrogen atmosphere with the

window removed seemed to have any substantial impact on the drift. Although we

cannot conclusively rule out changes to the surface, we suggest that an intrinsic ef-

fect is responsible for the drift. A possible candidate might be the time-dependent

alignment of magnetic domains.

5.3.4 Origin of the RDS Feature

Now, we turn our attention towards possible physical mechanisms for the observed

reflectance difference.

Surface Effects

Vidal et al. [166] have already speculated on the origin of the RDS signal. One possi-

bility would seem to be the excitation of surface plasmons, facilitated by grating cou-

pling due to the surface corrugation from the array of stripes in the phase-coexistence

regime. If this were the case, however, one would expect the signal to be maximal

somewhere within the coexistence regime, which is not the case here. The secondary

short-period corrugation of the surface along the c-axis could in principle have the

same effect. Since this corrugation is not associated with the phase transition, it

seems unlikely that this would cause such a sharp increase in the RDS signal as soon

as the phase-coexistence regime is entered.
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Anisotropic Conductivity

One possible source for anisotropic reflectance may lie in the anisotropic conductivity

observed for all phases of MnAs (see Chapter 4).

If the optical coordinate axes x, y, and z coincide with the crystalline axes ~a, ~b,

and ~c, the dielectric tensor can be written as

εr =




εxx 0 0

0 εyy 0

0 0 εzz



. (5.16)

.

Hexagonal α- and γ-MnAs are uniaxial, with the ordinary index given by N2
o =

εxx = εyy [167], and the extraordinary index by the permittivity along the optical

axis ~c N2
e = εzz. Strictly speaking, the orthorhombic β-MnAs has to be treated as

biaxial, but we choose to neglect the small distortion from the hexagonal structure

and approximate it as uniaxial as well.

Optical measurements of bulk MnAs were already reported by Bärner et al. [168],

but due to the polycrystalline nature of their sample anisotropy was not observed.

They found a free carrier plasma frequency from d -band electrons of h̄ωp = 3.03 eV

with a scattering time of τ = 6.0 fs. Naturally, this would be an obvious candidate

for the observed spectral feature at 2.9 eV.

In the Drude model, the dielectric function is given by

εD = ε∞ −
ω2
p

ω2 + iω
τ

, (5.17)

with ε∞ ≈ 1 for metals.

The reflection coefficient is given as

r =
N − 1

N + 1
, (5.18)
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where N =
√
ε denotes the complex refractive index.

The calculated RDS signal (assuming a difference of about 12% in the scattering

times τ for the two different in-plane crystalline directions) is shown in Fig. 5.16.

The shape of the calculated RDS signal is similar to the observed effect (Fig. 5.13),

but the magnitude is much smaller.
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Figure 5.16: RDS signal calculated from Drude model with a 12% difference in
scattering times.

The hypothesis can be further evaluated by measuring the reflectance separately

for the two in-plane crystalline directions. The setup was modified by removing

the PEM, chopping the incident beam for lock-in detection, and inserting a beam

pick-up before the polarizer to monitor the total beam intensity. The second po-

larizer was kept at 45◦ to ensure constant polarization into the monochromator.

The reflectance signal was measured with the incident beam polarized along the two

sample directions, and normalized by the reference signal. For each polarization, the

measurement was repeated at four temperatures, starting with the β-phase at 335 K.

A series of differential reflectance spectra, defined as R(335 K)−R(T2), are shown
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in Fig. 5.17. The change in reflectance as the sample is cooled from 335 K to 325 K,
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Figure 5.17: Differential reflectance spectra for different temperatures. The light was
polarized along the MnAs [1120] direction.

entirely in the β-phase, is almost zero. As the sample is cooled into the α-phase, an

appreciable reflectance difference is detected.

Figure 5.18 shows a comparison of reflectance differences obtained for light po-

larized along the in-plane crystalline directions. As can be seen, the change in re-

flectance is similar for the two directions, but the reflectance along [0001] shows

a feature at 3 eV, consistent with the RDS feature centered at 3 eV. This result

is in line with the temperature-dependent differential reflectance (TDDR) spectra

reported by Vidal [166].

A negative peak in the TDDR is observed at about 4.2 eV, but since the ampli-

tudes are almost identical for both directions, no change in the RDS signal is present

at that energy. An additional feature may exist at an energy of 5 eV, where our RDS

measurements are not very sensitive due to the small DC signal.
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Figure 5.18: Differential reflectance spectra for light polarized along [0001] (red
curve) and [1120] (blue). The temperature was changed from 335 to 295 K. The
dashed lines show results obtained for the sample rotated by 90◦.

We conclude that anisotropic intraband scattering may at least partially be re-

sponsible for appearance of 2.9 eV RDS feature. The sharp turn-on, however, would

imply a very strong change in the scattering time along MnAs [0001].

Interband transitions

Finally, the spectral feature at 3 eV may also originate from interband transitions.

The As and Mn projected density of states of ferromagnetic MnAs, as calculated

by density functional theory (DFT), is shown in Fig. 5.19. The dipolar selection rule

(∆l = ±1) can be fulfilled for transitions from s- to p or p- to d -bands.

Peaks are found at -2 eV for the As-4p and +1 eV for Mn-3d projected minority

spin contributions, with the difference of 3 eV in close correspondence with the

2.9 eV feature observed in the RDS spectrum. Both qualitative and quantitative
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Figure 5.19: Projected density of states for MnAs, calculated by fully-relativistic
DFT, from Li et al. [169] (reprinted with kind permission of the Japan Society of
Applied Physics). The As-4p to Mn-3d minority band transition is marked in red.

changes in the DOS at the α- to β-transition could be responsible for the temperature

dependence of the RDS signal. The exchange splitting of around 3 eV for Mn-3d and

1 eV for As-4p presumably would be reduced for β-MnAs, thus shifting or eliminating

the observed RDS feature.

Magneto-Optic Kerr Effect

An additional contribution to the RDS signal (not considered by Vidal et al.) could

arise from the magneto-optic Kerr effect (MOKE). Originating from spin-orbit cou-

pling, it leads to non-zero off-diagonal elements of the dielectric tensor, which also

give rise to a rotation of the incident polarization. Indeed, surface MOKE measure-

ment are a standard tool to characterize magnetic properties of thin-films.

The basic optical setup for MOKE measurements is identical to the one used for
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RDS. Three typical configurations are usually considered for the MOKE:

• Longitudinal (Magnetization in plane, parallel to plane of incidence)

• Transverse (Magnetization in plane, perpendicular to plane of incidence)

• Polar (Magnetization out of plane)

For near-normal incidence, the dominating contribution would normally be from

the polar Kerr effect. However, since the magnetic easy axis is in the plane, the

out-of-plane magnetization component should be small.
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Figure 5.20: Magneto-optic polarization rotation observed with cryostat window in
place. The permanent magnet was placed near the sample for a one Kelvin interval,
then the polarity rotated for one Kelvin, and then removed for a two Kelvin interval.

To understand the influence of the Kerr effect on the RDS signal, a strong rare-

earth magnet was brought close to the sample and changes in the RDS signal were

observed.

The sensitivity of the experimental arrangement was demonstrated, when initial

experiments indicated strong, systematic variations of RDS signal when the magnet
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was brought close to the sample (Fig. 5.20). Since the amplitude of these variations

was temperature independent, it became clear that this change in signal was in

fact not due to the sample, but originated from the Faraday effect of the window

glass, with its non-zero Verdet constant (≈ 10 rad/T ·m for BK7 at 400 nm [170]).

After removal of the window, the experiment was repeated in a purged Nitrogen

atmosphere. The results are shown in Fig. 5.21.
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Figure 5.21: Magneto-optic polarization rotation observed on sample TE568 without
the cryostat window.

Clearly, switching the orientation of the magnetic field leads to appreciable magneto-

optic effect with a strongly temperature-dependent amplitude.

We conclude that the Kerr effect gives an important contribution to the RDS

signal in the α-phase, but quickly disappears in the β-phase and can be in the

temperature range of the β- to γ-transition.
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5.3.5 The β- to γ-Transition

While there is no detectable change in the spectrum going from the β- to the γ-phase,

the LRD measurement (Fig. 5.22) reveals a change in slope around 375 K. To extract

the position of this kink, the intersection of separate linear fits to the low- (330 to

365 K) and high-temperature (390 to 425 K) RDS signal was computed.
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Figure 5.22: Laser reflection difference at 3.04 eV versus temperature. The straight
lines are linear fits to the low-temperature (330 to 365 K) and high-temperature (390
to 425 K) regions.

The chopped RDS setup affords us the ability to also record RDS temperature

scans for other fixed wavelengths using the Xe-arc lamp. Thus, we may obtain the

data presented in Fig. 5.22 for a range of different photon energies, shown in Fig. 5.23.

For each of these scans, we obtained the relative change in slope, defined as

(dRDS/dT )β − (dRDS/dT )γ
(dRDS/dT )γ

, (5.19)

and shown in Fig. 5.24. The normalization was chosen with respect to the slope of

the γ-phase, which is only a weak function of photon energy.
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Figure 5.23: “Laser”-RDS temperature scans on sample TE578 for different energies,
measured with Xe-arc lamp in the chopper setup.
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Figure 5.24: Relative slope change of the temperature-dependent RDS signal at the
β- to γ-transition versus photon energy.

Clearly, the maximum change in slope occurs at a photon energy of around 2.7 eV,

i.e. at a somewhat lower energy than the RDS spectral feature observed for the α-
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phase. Nevertheless, this feature may arise from the same electronic transition,

shifted to a lower energy due to a reduction in the exchange splitting.

5.4 Summary of the Results

In the foregoing, we have seen evidence of the β- to γ-transition using three different

experimental techniques. Figure 5.25 gives an overview of the results for all three

techniques on a single sample. The temperatures of the kinks in reflectance difference

and out-of-plane lattice-constant coincide and are bracketed by the temperatures of

the resistivity minima for the two in-plane crystallographic directions.
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Figure 5.25: Resistivity, RDS signal, and out-of-plane lattice constant (from XRD)
versus temperature for sample TE600.

The picture is completed by Table 5.4, which summarizes the β- to γ-transition

temperatures obtained for several samples with the different methods. That the
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close temperature correlation is not just a mere coincidence is confirmed by the

considerable lower transition temperatures observed for both ρ[0001] and RDS signal

in sample TE579.

ρ[1120] ρ[0001] XRD RDS

TE580 379.7 K 365.6 K 367.5 K

TE581 377.6 K 365.7 K N/A

TE600 376.3 K 368.1 K 372.2 K 372.3 K

TE578 378.8 K 370.6 K 372.2 K

TE579 358.3 K ≈358 K

Table 5.4: β- to γ-transition temperatures from electrical (ρ[1120] & ρ[0001]), X-ray
diffraction (change in slope of bo), and optical (RDS) measurements. For sample
TE579, the RDS transition temperature given is only approximate, as the transition
was more gradual and the RDS signal in the β-phase was not completely linear.

As can be seen, the transition temperature obtained from the minimum in ρ[0001]

is always about 8 to 10 K lower than the one for ρ[1120]. Since these measurements

were taken simultaneously we can exclude systematic errors.

Interestingly, early X-ray diffraction measurements on bulk MnAs (see Fig. 2.3)

also indicated that the c lattice constant temperature dependence changes slope at a

lower temperature (≈ 403 K) than the a lattice constant (≈ 418 K). This sequence

and difference in the transition temperatures is consistent with the results from our

electrical measurements.

On the other hand, the crystallographic symmetry is not affected by the evolution

of the c lattice constant. Rather, the evolution of both a and b lattice constants is

relevant. To our knowledge, for thin-films no direct measurements of a and b lattice

constants around the β/γ transition have been published (measurements of all three

lattice parameters around the α- to β-transition have been reported in Adriano

et al. [68]). Nonetheless, for the bulk Wilson and Kasper [33] observed that at a
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temperature of about 398 ± 5 K, the orthorhombic distortion of the β-phase had

disappeared and the structure had reached hexagonal symmetry again.

For the thin-film, the temperature of the β- to γ-phase transition seems to be

lowered substantially. A likely cause is again the strain induced by the fixed epitaxial

relationship.

Figure 5.26 shows a temperature-pressure phase diagram for the bulk as measured

by Menyuk [44]. It can be seen that with increasing pressure, the β- to γ-transition

shifts to higher temperatures, with a slope of approximately 23 K/kbar. If one

extrapolates this to negative pressure (corresponding to tensile stress on the film),

one finds that for a β/γ transition temperature of 370 K, a pressure of -1.23 kbar

would be required.

As the thin-film is cooled from the growth temperature, both a- and c-axis ex-

perience strain due to the mismatch of thermal expansion coefficients. This is a

plausible reason for the lowering of the β- to γ-transition temperature.

Owing to the biaxial nature of the strain-field, the observed shift cannot be

directly related to the shift expected for a hydrostatic pressure.

5.5 Conclusions

The β- to γ-transition of MnAs has received much less attention than the α- to β-

transition. Because of its second-order nature, the transition is subtle and therefore

requires careful experimentation to observe.

Studies in thin-films so far have only remarked on the sign-change in resistance

temperature-coefficient which is observed to occur at temperatures below the bulk

transition temperature. Our careful directional electrical measurements reveal that
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Figure 5.26: Temperature-Pressure phase diagram for bulk MnAs, after Menyuk et
al. [44]. “Θ (B81)” denotes the apparent Curie temperature of the γ-phase. The cross
marks a transition temperature of 370 K on the extrapolated (to negative pressure)
β/γ transition curve.

the change in slope happens at different temperatures for the in-plane components

of the resistivity tensor, namely at a lower temperature for the c-direction than the

a-direction. This is in line with some early X-ray results on bulk MnAs, pointing

toward the possibility of two closely spaced, but distinct phase transitions. Fur-

thermore, the temperature coefficients of resistivity differ for the two in-plane crys-

tallographic directions. As the phase transition is crossed, the high and low slope

directions are reversed. The appearance of superzone gaps in the band-structure due

to antiferromagnetic ordering in the β-phase may explain this behavior.

We discovered further evidence of the β- to γ-transition using X-ray diffraction
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measurements of the out-of-plane lattice constant, where a change in slope is unam-

biguously observed in the same temperature interval.

Reflectance difference spectroscopy also reveals a change in the slope of the

anisotropy signal at about the same temperature, with the maximum relative change

occurring at an energy of about 2.7 eV. Although this energy is somewhat lower than

the one of the RDS feature observed for the α-phase, it could in principle be caused

by the same minority band transition.
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Conclusions

In this work, we have shown that new insights into phase transitions in MnAs thin-

films can be gained from techniques that involve “local” measurements as opposed

to conventional “bulk” methods such as SQUID magnetometry and calorimetry.

For this purpose, thin-films of MnAs were epitaxially grown on GaAs. It was

found that high-quality films can be successfully grown at increased growth rates if

the nucleation takes place at low growth rates and high enough Arsenic overpres-

sure. Using X-ray reflection and AFM measurements, we were able to confirm the

sharpness of the interface as well as the smoothness of the surface. X-ray diffrac-

tion measurements confirmed that films grown under the right growth conditions are

purely in the A0 orientation. This was further corroborated by the high degree of

resistivity anisotropy observed for the in-plane directions. AFM scans of the surface

revealed the periodic structure of the phase-coexistence stripes.

We demonstrated that previous difficulties in the patterning of MnAs thin-films

can be overcome using a boron trichloride based inductively coupled plasma etch.

This allowed us to perform directionally-dependent magnetotransport measurements

on pristine films. The geometric arrangement of the stripes allowed us to determine
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the phase-fractions of α- and β-MnAs using a simple electrical model. Excellent

agreement was found for phase fractions determined independently for current along

the two in-plane crystallographic directions.

In looking at the hysteresis of the phase fractions, we discovered a surprising

substructure with the hysteresis going through three distinct maxima over the coex-

istence range. The evolution of this substructure was illustrated in minor hysteresis

loops. Temperature-dependent X-ray diffraction experiments with a high-throughput

powder diffractometer enabled us to independently check the structure of the hys-

teresis without the need for explicit fitting of the spectra. Comparison with AFM

scans at the same temperatures lead us to suggest that the hysteresis is coupled to

the ordering of the stripe structure.

Measurements of the anomalous Hall effect allowed to us follow the out-of-plane

magnetization component across the phase transition. In the phase-coexistence

regime, we discovered the evolution of stable out-of-plane magnetic domains induced

by the change in shape anisotropy of the shrinking α-phase stripes. The phase

fraction of the α-phase was shown to be the dominating order parameter for this

phenomenon.

An anomalous Hall effect signal was found to persist to temperatures far above the

α- to β-transition. The fact that the magnitude of this signal is independent of growth

conditions led us to speculate that a residual magnetic ordering is inherent to the β-

phase, not in contradiction to speculations about the possibility of antiferromagnetic

order existing at least in strained β-MnAs.

Interestingly, although film morphology can vary quite substantially for different

growth procedures, many of the electrical properties are qualitatively unaffected.

Reflectance-difference spectroscopy was used to probe for changes in the electronic

structure across the phase transitions. A clear qualitative change in the spectra is
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observed at the α- to β-transition, with a distinct feature appearing close to the

d -electron plasma frequency (3 eV). We confirmed that the reflectance difference

originates from a change of the reflectance along the [0001] direction. A minority

Mn-3d to As-4p interband transition was identified as a likely source. However, in

the presence of the ferromagnetic α-phase, the influence of the magneto-optical Kerr

effect cannot be neglected.

A distinct change in slope of the RDS signal at about 375 K was identified as a

subtle signature of the β- to γ-transition. Besides the slope change in the reflectance-

difference signal at 2.7 eV, evidence of the transition was also found in:

• A change in slope of electrical resistance. For the γ-phase, a the thermal

coefficient of resistance is positive. Unlike in earlier reports, we consistently

find a negative coefficient in the β-phase. The change in slope occurs at a lower

temperature for the [0001] than for [1120] direction. If indeed the slope is a

consequence of a superzone gap due to antiferromagnetic ordering, this hints

at the disappearance of magnetic coupling at a lower temperature in the [0001]

direction.

• A change in slope is also clearly resolved at the same temperature in the out-of-

plane lattice constant as determined by X-ray diffraction. The measured out-of-

plane strain correlates well with the strain determined from simple assumptions.

We were thus able to show that the second-order β- to γ-transition is shifted to

significantly lower temperatures than in the bulk, as a consequence of the biaxial

strain induced by thermal expansion mismatch between MnAs and GaAs.

In summary, it becomes clear that important information about phase transitions

can be gleaned from the use of more traditional thin-film techniques. The price for

this is paid, however, in the more involved interpretation of the experimental results.
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On the other hand, a combination of techniques may allow to substantiate and

interpret the results from single experiments.

For the example system of MnAs, the high degree of structural order in the

phase-coexistence regime simplifies some of the challenges. It is expected that the

techniques demonstrated in this dissertation may also be applicable to other systems

of current interest, e.g. functional nanomaterials such as thin-film ferroelectrics [171],

where ordered phase structures are also common.
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Appendix A

AFM scans

AFM scans for a number of samples grown for this dissertation are shown in Fig-

ures A.1,A.2, and A.3. All scans were obtained at room temperature in non-contact

mode. The x and y scales for all figures are chosen identical to allow for direct

comparison, while the height (z) scale varies.
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Appendix A. AFM scans

(a) TE568 (b) TE573

(c) TE574 (d) TE577

Figure A.1: AFM scans of samples TE568 through TE577.
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Appendix A. AFM scans

(a) TE578 (b) TE579

(c) TE580 (d) TE581

(e) TE582 (f) TE583

Figure A.2: AFM scans of samples TE578 through TE583.
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Appendix A. AFM scans

(a) TE594 (b) TE596

(c) TE597 (d) TE598

(e) TE599 (f) TE600

Figure A.3: AFM scans of samples TE594 through TE600.
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Phase fraction

Figure B.1 shows the comparison of X-ray and resistivity phase fraction for samples

TE578, TE579, TE580 and TE600.
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Appendix B. Phase fraction
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Figure B.1: Phase fraction versus temperature from X-ray (circles) and resistivity
measurements (solid lines) for other samples.
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Westfahl, R. M. Fernandes, F. Iikawa, L. Däweritz, C. Spezzani, and M. Sacchi,
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[128] Y. Takagaki, L. Däweritz, and K. H. Ploog, “Abrupt changes in the temper-

ature coefficient of resistivity induced by the phase transitions in MnAs films

on GaAs,” Physical Review B, vol. 75, no. 3, p. 035213, 2007. 66, 101, 112,

114, 115

[129] Y. Takagaki and K.-J. Friedland, “Magnetotransport properties in (1100)- and

(0001)-oriented MnAs films on GaAs substrates,” Journal of Applied Physics,

vol. 101, no. 11, p. 113916, 2007. 66

[130] Y. Takagaki, J. Herfort, and K.-J. Friedland, “Extremely strong domain-

wall pinning and spontaneous demagnetization in MnAs(0001) films on

GaAs(111)B,” Physical Review B, vol. 76, no. 18, p. 184409, 2007. 66

[131] G. W. Milton, The Theory of Composites. Cambridge University Press, 2002.

67

[132] D. J. Bergman, X. Li, and Y. M. Strelniker, “Macroscopic conductivity tensor

of a three-dimensional composite with a one- or two-dimensional microstruc-

ture,” Physical Review B, vol. 71, p. 035120, Jan 2005. 67

[133] D. K. Schroder, Semiconductor material and device characterization. New

York: John Wiley & Sons, Inc., 1990. 69

[134] Y. Takagaki, E. Wiebicke, M. Ramsteiner, L. Däweritz, and K. Ploog, “Spon-
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