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A Pointillism Approach for Natural
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Song, Piyou

M.S., Pennsylvania State University

B.S., Harbin Institute of Technology

Ph.D, Computer Science, University of New Mexico, 2013

Abstract

Natural language processing tasks typically start with the basic unit of words,

and then from words and their meanings a big picture is constructed about what the

meanings of documents or other larger constructs are in terms of the topics discussed.

Social media is very challenging for natural language processing because it challenges

the notion of a word. Social media users regularly use words that are not in even

the most comprehensive lexicons. These new words can be unknown named entities

that have suddenly risen in prominence because of a current event, or they might be

neologisms newly created to emphasize meaning or evade keyword filtering. Chinese

social media is particularly challenging.

The Chinese language poses challenges for natural language processing based

on the unit of a word even for formal uses of the Chinese language, social media

only makes word segmentation in Chinese even more difficult. Thus, even knowing

vi



what the boundaries of words are in a social media corpus is a difficult proposition.

For these reasons, in this document I propose the Pointillism approach to natural

language processing. In the Pointillism approach, language is viewed as a time

series, or sequence of points that represent the grams’ usage over time. Time is

an important aspect of the Pointillism approach. Detailed timing information, such

as timestamps of when posts were posted, contains correlations based on human

patterns and current events. This timing information provides the necessary context

to build words and phrases out of trigrams and then group those words and phrases

into topical clusters.

Rather than words that have individual meanings, the basic unit of the Pointillism

approach is trigrams of characters. These grams take on meaning in aggregate when

they appear together in a way that is correlated over time. I anticipate that the

Pointillism approach can perform well in a variety of natural language processing

tasks for many different languages, but in this document my focus is on trend analysis

for Chinese microblogging. Microblog posts have a timestamp of when posts were

posted, that is accurate to the minute or second (though, in this dissertation, I bin

posts by the hour).

To show that trigrams supplemented with frequency information do collect scat-

tered information into meaningful pieces, I first use the Pointillism approach to

extract phrases. I conducted experiments on 4-character idioms, a set of 500 phrases

that are longer than 3 characters taken from the Chinese-language version of Wik-

tionary, and also on Weibo’s hot keywords. My results show that when words and

topics do have a meme-like trend, they can be reconstructed from only trigrams. For

example, for 4-character idioms that appear at least 99 times in one day in the data,

the unconstrained precision (that is, precision that allows for deviation from a lexi-

con when the result is just as correct as the lexicon version of the word or phrase) is

0.93. For longer words and phrases collected from Wiktionary, including neologisms,
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the unconstrained precision is 0.87. I consider these results to be very promising,

because they suggest that it is feasible for a machine to reconstruct complex idioms,

phrases, and neologisms with good precision without any notion of words.

Next, I examine the potential of the Pointillism approach for extracting topical

trends from microblog posts that are related to environmental issues. Independent

Component Analysis (ICA) is utilized to find the trigrams which have the same in-

dependent signal source, i.e., topics. Contrast this with probabilistic topic models,

which leverage co-occurrence to classify the documents into the topics they have

learned, so it is hard for it to extract topics in real-time. However, the Pointillism

approach can extract trends in real-time, whether those trends have been discussed

before or not. This is more challenging because in phrase extraction order infor-

mation is used to narrow down the candidates, whereas for trend extraction only

the frequency of the trigrams are considered. The proposed approach is compared

against a state of the art topic extraction technique, Latent Dirichlet Allocation

(LDA), on 9,147 labelled posts with timestamps. The experimental results show

that the highest F1 score of the Pointillism approach with ICA is 4% better than

that of LDA. Thus, using the Pointillism approach, the colorful and baroque uses of

language that typify social media in challenging languages such as Chinese may in

fact be accessible to machines.

The thesis that my dissertation tests is this: For topic extraction for scenarios

where no adequate lexicon is available, such as social media, the Pointillism approach

uses timing information to out-perform traditional techniques that are based on co-

occurrence.
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Chapter 1

INTRODUCTION

Social media poses many challenges for natural language processing. Many of these

challenges center around the concept of a word. For example, social media users

might invent new words called neologisms, which can express more meaning than the

original word or evade content filtering. An example in English would be “Intarweb”

to refer to the Internet, by using the neologism “Intarweb” net users are adding

the additional meaning that the Internet and web are not something that is fully

understood.

Chinese social media compounds these problems that are caused by the notion

of a word, both because the written Chinese language does not delimit words with

spaces and because Chinese net users use neologisms very heavily. How can we

track trends, discover memes, and perform other basic natural language processing

techniques for Chinese social media when it is not even clear that the problem of

segmenting Chinese social media into words is a tractable problem?

This document is centered around a thought experiment: how much can machines

understand about trends in social media for challenging languages such as Chinese

without any lexicon or notion of words? I propose a Pointillism approach to natural
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Chapter 1. INTRODUCTION

language processing and through experiments show that longer words and phrases

can be put back together, and trends can be extracted based only on temporal

correlations of trigrams.

The explosive growth rate of generating and sharing online content has attracted

many researchers from different fields. However, to analyze this online data effectively

presents many research problems.

To motivate the Pointillism approach to natural language processing in this doc-

ument, I focus on the Chinese language. A unique feature of the Chinese writing

system is that it is a linear sequence of non-spaced ideographic characters. The fact

that there are no delimiters between words poses the well-known problem of segmen-

tation. A natural language processing system with a lexicon could perform quite well,

but the unknown words which are not registered in the lexicon become the bottle-

neck in terms of precision and recall [55]. For Chinese, Chooi and Ling [26] observed

that if one can obtain good recall for unknown words, the overall segmentation is

better. However, in Chinese social media unknown words are used regularly.

In this document, I illustrate an approach to recognize trends, not based on sta-

tistical bag-of-word models, as are traditional methods, but based on the frequency

of trigrams. The goal of the Pointillism approach is to find trends (i.e., a group

of trigrams which have similar fluctuations in a certain period), not to generate a

language model and then later use this model to classify the documents.

The proposed approach uses only a corpus with a time series, meaning that a

system dictionary, grammar knowledge, or training are not required. The underlying

concept of the proposed method is as follows. The problem of trend analysis is

regarded as finding the trigrams which have the same trend. Observations show

that the trigrams that have correlated trends over a long period of time have a high

probability that they belong to the same topic or even belong to the same word.

2



Chapter 1. INTRODUCTION

The reason the proposed approach, which does not depend on a probabilistic

model, is advantageous is because for probabilistic models, such as LDA, a priori

knowledge is required and this forehand knowledge limits the capability of finding

new topics. However, the Pointillism approach depends only on the frequency of

trigrams to extract trends, no matter whether they are old or new trends.

In Chapter 4, the Pointillism approach is used to extract phrases. Our results

from three kinds of experiments show that when words and topics do have a meme-

like trend, they can be reconstructed from only trigrams. These promising results

motivated us to go further to use the same method to extract trends from posts.

During phrase extraction, besides the frequency over time of the trigram, there

is the order information of the trigrams. When connecting trigrams, Connector (my

program for connecting trigrams, described in Chapter 4) only considers trigrams

which have overlap with the current trigram, instead of treating all trigrams in the

database as candidates. For example, when connecting “Putting lipstick on”, only

trigrams starting from “lipstick on ...” are scanned.

Phrase extraction can also become a story, in Section 4.5.3. However, in this

document I try to answer a question: can a machine automatically summarize what

is happening on social media only through trigrams with their respective frequency

information?

To answer this question, in Chapter 5 the Pointillism approach is employed, using

only trigrams with frequency information, to extract trends from microblog posts.

Contrast this with statistical language models, which leverage co-occurrence to

classify the documents to the topic they have learned. The Pointillism approach

extracts trends on the fly, no matter whether they have been discussed before or not.

Independent Component Analysis (ICA) is utilized to find the trigrams which have

the same independent signal source, i.e., topics. In Chapter 5 proposed approach

3



Chapter 1. INTRODUCTION

is compared against a state of the art topic extraction technique, Latent Dirichlet

Allocation (LDA), on 9,147 labeled posts with timestamps. The experimental results

show that the highest F1 score of the Pointillism approach with ICA is 4% better

than that of LDA.

With the Pointillism approach, thus the colorful and baroque uses of language

that typify social media in challenging languages such as Chinese may in fact be

accessible to machines.
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Chapter 2

BACKGROUND

In this Chapter, I first summarize several salient features of the Chinese language, to

help non-Chinese readers of this dissertation understand the relevant concepts and

challenges. Then, I give a brief introduction of Sina weibo.

2.1 Chinese

English speakers expect words to be separated by whitespace or punctuation. In

Chinese, however, words are simply concatenated together. Consequently, the prob-

lem of mechanically segmenting Chinese text into its constituent words is a difficult

problem. During the process of segmentation of Chinese, two main problems are

encountered: segmentation ambiguities and unknown word occurrences.

There are no indicators such as blank spaces to delimit the word boundaries in

Chinese text. Therefore, in order to understand Chinese text, the first thing that we

need to do is to divide the sentences into word segments. Certain characteristics of

the Chinese language have made the segmentation problem more difficult than other

languages. The same phenomenon of text not including spaces is not specific to only
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Chapter 2. BACKGROUND

Chinese but is also a feature of many other Asian languages such as Japanese and

Korean. In Japanese, for example, characters are divided into three types, which

are hiragana, katakana, and kanji. These different types of characters can help in

telling where the word boundaries are. However, there are no such clues to indicate

where the word boundaries are in Chinese text since there is only one single type of

character, and only one single form for each word. In Chinese, there are only some

punctuation marks that can help delimit the sentence or phrase boundaries.

Consider two major types of word segmentation ambiguity, both of which can

happen for known words. First, å,e can be å,/e (Japan, come) or å/,

e (sun, originally). In this case ,, can either belong to å to form the word å,

(Japan), or belong toe to form,e (originally). Another example isMý (a word

that means ability), it can also be segmented as two adverbs M/ý (finally can).

These examples show ambiguity in how words can be segmented even for known

words, the word segmentation problem in Chinese is exacerbated by the existence

of unknown words such as named entities or neologisms. This is especially true in

social media. Named entities can be the names of people, companies, movies, and

anything that is given a name. Since social media is heavily centered around current

events, it contains many new named entities that will not appear in even the most

comprehensive lexicons. Neologisms are created to express a new meaning or the

same meaning with different nuance, or sometimes to avoid censorship. Neologisms

are also an integral part of social media.

For example, the Martian language is a kind of Internet slang predominantly used

by young people for friendliness, cuteness, congeniality, self-expression, amusement,

and enhancement of group solidarity between users [42]. Written dialect is used to

show friendliness and form an exclusive group where only people who are part of a

social circle can understand the posts. For example, in the following two posts from

a microblogging site of China, weibo.com, there is at least one unknown word in each

6



Chapter 2. BACKGROUND

sentence:

æ<�Rt-S�Ï)«ÙH�
¤Æ�º@ ��/	�Í× åÊ����F\:�

*sL��êý��'¶ùú��1��ù�OJ�

Ö�¹AåS��(É��T��^ÚÿpÕýHÅ�/:7L��sL��Åðù

³à:c¹ß�å(ÕýÙGromantic��ä
é1�Ë�iP��#oòÇ?#

2.2 Sina Weibo

The number of net users has increased to 51.3 billion in December 2011 in China

[16]. There are many reasons for this fast growth. First, economic development

results in massive participation with countless number of updates, opinions, news,

comments and product reviews. Secondly, China has many different dialects and

two Chinese speakers from different cities may be completely unable to understand

one another. Most people who cannot speak to one another can still communicate

in writing. The Internet provides a platform to enable people from different cities

to communicate readily. Lastly, the Chinese version of twitter brings more mobile

netizens and is creating a new culture in China. In 2011, the number of Sina Weibo

users has increased to 1.95 billion. Among these, 34% access Sina Weibo by mobile

phone [81].

Twitter, the original microblog service, has been blocked in China, but major

websites have launched their own Twitter clones, and these have become an im-

portant alternative channel for information. Microblogs are called ®Z (Weibo) in

Chinese; ® (Wei) means micro, and Z (bo), which comes from the first sound of

blog, means large.

I use microblogs as my experimental corpus since microblogs have several good

features which fit my requirements. Microblogging entails real-time sharing of con-
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Chapter 2. BACKGROUND

tent that is specific to a time and audience. This is in contrast to traditional media

that has a longer news cycle and a prolonged process that makes the content and tim-

ing of the content more uniform. Compared to other online corpora, microblogs are

distinguished by short sentences and casual language. Most microblog sites limit the

maximum length of a post to 140 UTF-8 characters1, demanding precise and clear

execution. Microblogs are important birthplaces of new words. Moreover, microblog

posts have timestamps. This information is very useful in terms of the emergence

of new words. From our experiments, the average length of posts is 24 characters.

This short length may reflect the large percentage of mobile users.

SINA Weibo has the most active user community among the other top 3 portal

sites: Tencent, Sohu and NetEase. Moreover, SINA has the best relationship with the

Chinese government. Recently, even government employees and government media

use SINA weibo to broadcast news and other events [87].

There are many differences between Twitter and Weibo. The most important

one for this research is that Weibo does not publish submitted posts right away,

instead it takes two minutes for an administrator to read the post. This has changed

recently, however. Now the server checks submitted posts right away, if the post

contains a keyword which is on a sensitive keyword list, the post will be suspended

until a human can read it. If the contents of the post are not sensitive, then it will be

published, if the contents are sensitive then this post will be suspended indefinitely.

1Compared to English, 140 Chinese characters can present 3-5 times more information.
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Chapter 3

RELATED WORK

With regard to natural language processing and social media, my work is distin-

guished from related work mainly in that related work has not addressed two chal-

lenges specific to Internet online corpora: the frequent use of neologisms and the

turbulent changes in topics. I address both of these by using time sequences in the

corpus for extra information.

Natural language processing can be a very powerful tool for understanding social

aspects of content through data mining. Chao and Xu [13] show some interesting

demographics of hate groups on a blog platform. Kwak et al. [49] study the dynamics

of Twitter and find that re-tweeting causes very fast diffusion of information. Asur

et al. [3] model the formation, persistence, and decay of trends, and show evidence

that, surprisingly, factors such as user activity and number of followers are not strong

determinants for the creation of trends. Specific to China, Wei [78] discusses new

media research papers published in Chinese-language scholarly journals. Wang et

al. [77] studies Chinese-language scientist bloggers.

There has been some work to characterize deletions on Weibo, which are related

to topic extraction because they summarize a set of Weibo posts. Bamman et al. [4]
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Chapter 3. RELATED WORK

use a log-likelihood comparison to word prevelance on Twitter and deletion rate to

summarize deleted posts. Fu et al. [24] use a ratio that is based on uncensored vs.

censored posts. Bamman et al. use Wikipedia as a lexicon, constructing their list

of potential keywords by finding Chinese-langauge Wikipedia articles with matching

articles in the English-language version of Wikipedia. Fu et al. use a standard

Chinese text segmenter. Both of these approaches are based on a lexicon and severely

limit the set of keywords that can be extracted from social media text. King et al.

use a technique that it is claimed “does not require (inevitably error prone) machine

translation, individual classification algorithms, or identification of a list of keywords

associated with each category. [45]” This technique had previously been valiated on

the English langauge [34]. Note that these works are all focused on characterizing a

certain kind of post related to censorship, while my work’s aim is to extract topics

from Chinese-langauge microblog text on a much larger scale.

Yu et al. [89] exams trends in Chinese social media based on user and retweet

properties, and concludes, “People tend to use Sina Weibo to share jokes, images and

videos and a significantly large percentage of posts are retweets. The trends that are

formed are almost entirely due to the repeated retweets of such media content.”

Leskovec et al. [52] present a framework for tracking trends on a short time-scale,

i.e., tracking “memes.” They analyzed information flow between traditional media

and blogs during the 2008 U.S. Presidential election. They also found that memes,

such as “lipstick on a pig,” started in the traditional media but moved to blogs within

hours. In their mathematical model of memes, only imitation and recency are needed

to qualitatively reproduce the observed dynamics of the news cycle.

Meme tracking is different from trend extraction in that memes are associated

with a single phrase. In Leskovec et al.’s study “memes end up corresponding to

clusters containing all the mutational variants of a single phrase.[52]” One of the

important aspects of my approach presented in Chapter 5 is that trend extraction
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is more than just clustering. My approach uses temporal information as a proxy for

context, which can extract topics using the full corpus rather than cluster particular

memes.

Chen et al. [14] describe methods for detecting posts from hidden paid posters.

These posters are paid to post content that influences opinion related to, e.g., a social

event or business market. In China these posters are referred to as the “Internet water

army.” Specifically, paid posters who attempt to sway political opinion in concert

with censorship efforts are also referred to as the “50-cent party.”

Wang et al. [76] conduct semantic analysis on Twitter posts to predict hit-and-run

crimes. Latent Dirichlet allocation (LDA) is used to reduce the feature dimension.

Linear modeling is applied for the prediction method.

In the following parts of this chapter, surveys of previous work in phrase extrac-

tion and topic extraction are presented separately.

3.1 Phrase Extraction

Unknown word extraction in Chinese is a very challenging problem. There are two

main approaches for phrase extraction: the syntactic/semantic approach and the

statistical approach.

The syntactic/semantic approach depends on a predefined grammar and lexicon

to parse the text into a hierarchical structure. It is almost impossible to list all the

words in a dictionary, including named entities, compound words, and new words.

So the statistical approach is in general more efficient than the syntactic/semantic

approach [60].

Goh [26] presents an approach based on tagging characters and then applying
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support vector machines and maximum entropy models to the appropriate features.

Lu et al. [67] propose the use of ant colony optimization for unknown word ex-

traction. Cortez and da Silva [18] have developed an unsupervised approach to

information extraction by text segmentation. Shuai [92] proposed a Weibo-oriented

method for unknown word extraction which first groups the corpus into multiple

categories by K-means, then derives a morpheme set from each category based on

term frequency. Adjacency degree is introduced to judge the correctness of the ex-

tracted unknown word. UNExtract [88] targets low frequency meaningful words by

using an overlap variety method to measure the accessor varieties of the overlapping

strings. Xin [40] focus on a short texts corpus. News titles are collected and the

potential unknown words are classified into either a single-character model or an

affix model. Yu-Chin [56] aims at long unknown Chinese keywords by utilizing an

existing parser and filtering the keywords by TF-IDF values. If a newly composed

word has a higher unknown word coefficient threshold than a pre-defined value, then

it will be treated as a newly discovered unknown word. Later, long keywords are

concatenated from parsed words and newly discovered words. Chia-Ming [50] uses a

Support Vector Machine classifier to learn the extraction rules and test the proposed

approach on Chinese Buddhist texts, which are considered to be difficult to perform

natural language processing on. Sun [73] presents an adaptive online gradient de-

scent training method based on feature frequency information, which can achieve an

order of magnitude faster performance in terms of training time, with equal or higher

accuracies.

Tibetan new word extraction is investigated in Jiang et al. [39]. Vector space

module similarity and information entropy are applied on more than 18 Tibetan

network media corpora of Tibet, Qinghai, Sichuan, Gansu and Yunnan. Jakkrit

improves boosting-based ensemble learning to extract unknown words in the Thai

language [74]. Note that my proposed work does not need to completely solve the

problem of unknown word extraction, since it does not matter in the Pointillism
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approach which words are unknown vs. known. The Pointillism approach is based

on trigrams and their frequency information, and can extract topics without any

lexicon.

There are also several notable entropy-based approaches to word segmentation.

Kempe [44] describes a technique for segmenting a corpus into words without in-

formation about the language or corpus, and no lexicon or grammar information.

This technique works with corpora containing “clearly perceptible” separators such

as new lines and spaces. Jin and Tanaka-Ishii [41] propose an unsupervised word

segmentation algorithm that is based on the entropy of successive characters at word

boundaries. Zhang et al. [59] propose a method that is based on a maximum en-

tropy model. Zhikov et al. [95] utilize the local predictability of adjacent character

sequences, which is analogous to entropy. My work also exploits entropy, but the

main insight that will allow the Pointillism approach to handle neologisms and other

unknown words is that social media has distinctive temporal patterns in word us-

age. Entropy will be a second step in our framework that comes after frequency of

occurrence analysis.

3.2 Topic Extraction

Language modeling is an indispensable ingredient in many natural language process-

ing applications [61].

The goal of statistical language modeling is to estimate the probability distri-

bution of natural language. Assume we have a finite word set W = {w1, w2...wn},

then a sentence in the language is a sequence of words wi. The set of all sentences

with vocabulary W is an infinite set. In information retrieval, language modeling is

related to the classification of documents.
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N-gram-based Language Models

The n-gram language model estimate probability of each word given prior context

[10]. For example, one might estimate the probability of “pong” after given prior

context “Do you like to play ping”:

P (pong|Do you like to play ping)

An n-gram language model only uses the n− 1 words as prior context:

p(w1, w2, . . . , wn) ≈

PUnigram(w1)PBigram(w2|w1) · · ·
m∏
i

Pn−gram(wiw|i− n+ 1, . . . , wi−2, wi−1)

The assumption underlying n-gram language models is the Markov assumption,

which assumes that future behavior only depends on recent behavior.

The simplest way to solve an n-gram language model is maximum likelihood

estimate (MLE):

p(wn|w1, w2, . . . , wn−1) =
C(w1, w2, . . . , wn)∑′

w C(w1, w2, . . . , wn−1, w′)

C(w1, w2, . . . , wn) are the frequencies of occurrence of the n-grams w1, w2, . . . , wn

in the corpus.

The n-gram language model is faced with the problem of missing information

before the preceding n− 1 words, called long-distance dependencies [84].

Statistical Topic Models

Topic language models are based on the concept that documents consist of topics

with a probability distribution. Again, topics also consist of words with a proba-

bility distribution. The main job of topic models is to explore the co-occurrence
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relationship between words-documents or words-words. Long-span latent topical in-

formation, which is hard to extract in an n-gram model, is overcome in topic models.

Document topic models model “word-document” co-occurrence relationships. Here,

P (z|D) denotes the distribution of topics z given document D. P (w|z) represents

the probability of word w in a particular topic z.

The assumption underlying the topic model is that to make a new document D,

topics z are chosen under a probability distribution P (z|D), then words w are drawn

according to word distribution P (w|z) in the corresponding topic z. Topic models

use statistical techniques to invert this process, inferring the set of topics z that were

responsible for generating the document D. This is called a generative model, which

contains a set of latent variables. The goal of fitting a generative model is to find

the best set of those latent variables that explain the observed data.

The model specifies the following distribution over words within a document:

P (wi) =
Z∑
j=1

P (wi|zi = j)P (zi = j)

where Z is equal to the number of topics z.

Latent Semantic Analysis

Latent semantic analysis (LSA), introduced by Deerwester et al. in [25], uses

a term-document matrix to describe documents. LSA, based on the vector space

model, assumes that words that have similar meaning appear in similar pieces of text.

Singular value decomposition (SVD) is a critical step used to reduce the dimension

and extract the relationships between the words and documents [63] .

LSA has been applied in different domains with with remarkable success, such as

in word sense discrimination [53]. However, due to its overly simple statistical foun-

dation that assumes all noise is white Gaussian additive noise, it has several deficits.

For example, LSA assumes that words and documents follow a joint Gaussian model,
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but actually a Poisson distribution has been observed. Probabilistic latent seman-

tic analysis (PLSA	was invented to overcome this problem by using a multinomial

model.

The Probabilistic LSA or PLSA model [29] has a more solid statistical foundation,

since it is based on the likelihood principle and defines a proper generative model of

the data. In PLSA, the LSA and Expectation–Maximization (EM) algorithms are

combined to identify the probability distribution of mixtures.

P (wi|Dd) =
Z∑
i=1

P (wi|zi)P (zi|Dd)

One problem with the PLSA model is that it is difficult to test if the model is

generalizable to the new documents, because the PLSA model makes no assumptions

about the how the mixture weights are generated.

Many extensions on LSA and PLSA are invented to solve specific problems.

Zhang et al. proposed Cross-Lingual Latent Semantic Analysis (PCLSA) to incor-

porate a bilingual dictionary into a probabilistic topic model [91]. The PLSA model

was extended by regularizing its likelihood function with soft constraints which are

defined based on a bilingual dictionary.

Latent Dirichlet allocation

Blei et al. introduce a Dirichlet prior for the topic distribution to extend PLSA

[9]. LDA is a hierarchical Bayesian model.

In LDA, a document set D, containing M documents, is modeled as probability

distributions over K topics, which again are modeled as a probability distributions

over a set of words < w1,w2, ..., wN >.

First, LDA samples a K-dimensional vector θ as topic distribution based on a
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Dirichlet prior parameterized by α. Then, a topic z is sampled from θ which is

generated in the first step. A word w from p(w|z.β) is also sampled, which is a

multinomial probability conditioned on the topic z, where β is parameter of the

Dirichlet prior on the pre-topic word distribution. This step is repeated until all

words w in document d have been generated.

p(D|α, β) =
M∏
d=1

∫
Dir(θd|α1, . . . , αT )

( ∏
wi∈Dd

( T∑
j=1

p(wi|zj, β)p(zj|θd)
))

dθd

The multinomial distribution p = (p1, . . . , pT ) of the probability density of a T

dimensional Dirichlet distribution is:

Dir(α1, . . . , αT ) =
Γ(
∑

j αj)∏
j γ(αj)

T∏
j=1

p
αj−1
j

LDA generates a more smoothed topic distribution in the document. The pa-

rameter αj determines the smoothness of the document distribution. αj moves the

topics away from the corners of the simplex.

Hisano et al. [28] use a large database of business news to extract relevant news

that influences trading activity. LDA is used to decompose news information into

“thematic” features. Feature Latent Dirichlet Allocation (feaLDA) [15] is a super-

vised generative topic model which automatically detects Web APIs associated web-

site. To improve the scalability of inference of LDA, LDA in MapReduce (Mr. LDA)

uses variational inference which fits into a distributed environment better than the

more commonly used Gibbs sampling [90]. Fei et al. [57] propose self-adaptive LDA

modeling, which uses the highest average sine similarity of all topics as a metric

to choose the best topic model. The joint Event and Tweets LDA (ET-LDA) [35]

describes a joint statistical model which characterizes topical influences between an
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event and its associated tweets. Sungwoo Lee et al. [51] adopt LDA on smoothed

term frequencies, which estimates the topic trend changes of blogs by weaving time

slices.

3.3 Independent Component Analysis

Independent Component Analysis (ICA) aims to recover a set of independent signals

from a set of measured signals, called blind source separation (BSS). A number of

algorithms for performing ICA are proposed, including InfoMax [7], JADE [96], and

FastICA [36].

X, a column vector matrix, is used to denote the observed or measured signals. S,

a row vector matrix, denotes the original independent signals as Si. Each measured

signal can be expressed as a linear combination of the original independent signals:

Xi = a1S1 + a2S2 + ...+ anSn

We can express the entire system of n measured signals as:

X = AS

A is the mixing matrix that generates X from S. The goal of ICA is, given X,

find S and A.

Preprocessing Data

X is preprocessed to have a mean of zero, a variance of one and zero correlation.

This is called whitening, or sphering.
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Centering is achieved by subtracting the mean of the signal from each reading

of that signal. Then we form a covariance matrix, which is the covariance between

each pair of signals.

C = V V T

x′ = V
−1
2 V Tx

After whitening, we calculate a new mixing matrix. The inverse of the whitening

operation on the new mixing matrix A′ can be used to recover the original mixing

matrix A.

x′ = (V
−1
2 V TA)s = A′S

Now the new mixing matrix A′ is orthogonal.

Finding the Mixing Matrix

A method similar to Newton’s method is applied to find a mixed signal with

minimum nongaussianity and maximum independence.

To approximate a function, a Taylor series can is used as follows:

f(x0 + ε) = f(x0) + f ′(x0)ε

To find the zero of f(x), ε is the step needed from x0 to make f(x0 + ε) = 0.

So,

ε =
f(x0)

f ′(x0)

Applied iteratively, we have:

19



Chapter 3. RELATED WORK

xn+1 = xn −
f(xn)

f ′(xn)

J(x) is the negentropy approximation. We want to find the minimum value of

J(x), which is where J ′(x) = 0.

ICA has been used widely in graphics processing in the medical field, such as

separating electroencephalogram (EEG) signals [62], functional magnetic resonance

imaging (fMRI) signals [11], and facial recognition [93].

Next I compare ICA to PCA. Principal component analysis (PCA) is a pop-

ular way to find useful data or image representations statistically. For example,

EMPATH[19], Eigenfaces [75] and Local Feature Analysis (LFA) [64] are all based

on PCA.

In PCA, the given data is decomposed as a linear combination of principal com-

ponents. After PCA processing, the PCA coefficients become uncorrelated, which

means the coordinates are independent of each other. The problem of PCA is that it

cannot separate high-order dependencies in the joint distribution. It does successfully

separate pairwise linear dependencies.

For image processing applications, for example, the ICA approach has been pro-

posed to deal with high-order relationships among image pixels [20, 6] because of

the shortcomings of PCA. To generate spatially localized features, ICA generates

statistically independent basis vectors, while the basis vectors generated by PCA

are only linearly decorrelated [5]. In the other words, PCA decomposes the input

data depending on second-order statistics, which is generating new data with mini-

mum mean-squared reprojection error. In contrast, ICA handles both second-order

and higher-order dependencies. So we can also say that ICA is a generalization of

PCA [22].
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Algorithm 1 The pseudocode for the implementation of ICA.

Input: Observations X, Each row is one observed signals, i.e. the frequency of each

trigram.

Output: S : independent signals; Each row is one independent signals; W : decom-

position matrix; A : mixing matrix

1: Center X (remove the mean from x)

2: Whiten X (uncorrelated the components)

3: for i = 1 to n do

4: w = random vector

5: orthogonalize initial vector w in terms of the previous components

6: normalize w

7: while w not converged do

8: w = approximation of negentropy of wTx

9: orthogonalize w in terms of the previous components;

10: normalize w;

11: end while

12: W (i,:) = w;

13: end for

14: S = W*whitenedx

15: A = invert (W)

16: return S,A

In the topic extraction field, X is the term-document matrix and the latent

independent signals are the topics, which can be used for classification. There are

several studies on applying ICA to topic extraction.

Same as LSA, ICA is also a dimension reduction technique. However, comparing

with traditional methods such as LSA and LDA, ICA-based topic extraction uses

higher order statistics. As mentioned in the last section, LSA projects data to a
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subspace which is spanned by the most important singular vectors of the term-

document matrix, X. LSA neglects higher order correlations, only using second-order

statistical information.

ICA’s use of higher-order statistics is a major reason why it is used for blind

source separation. Topic extraction is also a natural problem for ICA, since each

topic can be viewed as an independent signal.

Applying ICA in the context of text data was first presented by Isbell [37],

Kolenda [27] and Kaban [43]. They assume that the text consists of independent

topics which have a probability distribution over the terms. They discover topics

and representivie terms in each topic from the text set.

Pu et al. [66] use LSA to preprocess the data and then use ICA to classify the

text. Kumaran et al. show that the ICA with trigram model performs better than

the ICA with a bigram model when using ICA for automatic speech recognition [48].

Srinivasan [72] studys the PCA, ICA and non-negative components in term selec-

tion and various features for text classification. Yokoi et al. select only the useful

independent component by a maximum distance algorithm (MDA) and apply ICA

in a recommendation system [85]. Yanagimoto et al. use ICA to select index terms

for document vectors [86]. Väyrynen et al. shows that, comparing with SVD, the

explicit semantic features for words produced by ICA align more to cognitive com-

ponents resulting from human activity [33]. Sevillano et al. improve the reliability

of ICA-based text classifiers [2].

ICA has been used in text-to-speech synthesis [1], segmentation of chat history

[46] and concept location of source code [17]. Rapp presents an ICA-based word

sense disambiguation method in [68].

ICA is also used for extracting linguistic features [30, 32]. Especially in Honkela

[30], which uses emails as a corpus to present that the features extracted by ICA cor-
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respond to well-known semantic and syntactic categories. Hyvärinen et al. compare

three unsupervised methods: ICA, LSA and self organizing maps (SOM) in terms of

linguistic feature extraction [31]. The results show that ICA outperforms LSA and

SOM based methods.

Hamamoto et al. [38] compare the performance of SVD, clustering, and ICA

in extracting features from topic detecting context. The experimental results shows

that ICA is the best among the three methods with wide windows and it can extract

more topics. SVD is the worst comparing with the other three methods.

Even though those previous works show that ICA has great potential in unsuper-

vised topic extraction, there is only two studies that I know of that applies ICA in a

corpus with timestamps. Kolenda and Bingham applied ICA on chat room conver-

sations [47, 8]. Kolenda collected 8.5 hours of a chat session in the CNN chat room,

which came out to 4900 lines. The 1114 documents are generated by a window size

of 300 characters and 150-character intervals. 4 topics with keywords are extracted

successfully. Bingham collected contigues stream of 24 hous from 3200 users with

25,000 chat lines. Again a slide window of size of about 130 words is used. 10 topics

with 15 keywords in each are collected successfully.
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PHRASE EXTRACTION

In this chapter, I show how the Pointillism approach can be used to extract longer

words and phrases. This chapter is organized as follows. We already gave some back-

ground about the Chinese language and Sina Weibo in Chapter Section 2. Section 4.1

discusses some preliminary observations that motivate the approach and then Sec-

tion 4.2 and Section 4.3 explain the key procedures and algorithms for discovering

bigram and trigram trends and then concatenating trigrams to form a word or phrase.

Our experimental methodology and results are explained in Section 4.4. Then the

discussion in Section 4.5 is followed by the conclusion of the chapter. Related works

for this chapter were already discussed in Chapter 3.1.

4.1 Observation and Analysis

To illustrate how a word can create ambiguities for word segmenters, we use -Nº

�q�ý (People’s Republic of China) as an example. This is neither a neologism

nor an unknown word that cannot be found in the dictionary, but it is a good example

of segmentation ambiguities and gram trends.
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The word -Nº�q�ý (People’s Republic of China) is seven characters long

and has smaller words within, as shown in Figure 4.1.

中  华  人  民  共  和  国

Figure 4.1: People’s Republic of China.

中  华  人  民  共  和  国  外 交 部

Figure 4.2: Ministry of Foreign Affairs of the PRC.

The first two characters, -N, are usually not used as a word independently in

modern Chinese, though it has a complete meaning (China) and is often used as a

part of brand names and company names (this can be called a semi-word). Digging

further within the word, in º� (people) º is a word (human) but � (civilian

or folk) is not a stand-alone word. Complicating things further, there is a hidden

word Nº (Chinese) across -N and º�. As another example, while the proper

segmentation of -Nº�q�ý�¤è shown in Figure 4.2 (Ministry of Foreign

Affairs of the PRC) is-Nº�q�ý/�¤è, another word, ý� (overseas), could

also be erroneously extracted. Consequently, a good segmenter should not treat ý

� as a word in this case, even though ý� is in the dictionary and -Nº�q�

ý�¤è is typically not in the dictionary.

Figure 4.3 shows the plot of trigram frequency of occurrence for a period of 47
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Figure 4.3: Trigram trends for -Nº�q�ý on Weibo.

days1. -Nº�q�ý has 5 trigrams: -Nº (ZhongHuaRen), Nº� (HuaRen-

Min), º�q (RenMinGong), �q� (MinGongHe), and q�ý (GongHeGuo).

What can be seen in Figure 4.3 is that trigrams from -Nº�q�ý have a

very distinctive temporal correlation when compared to other trigrams, such as the

trigram ù�5 (PingGuoDian, the first three characters of ù�5�, or Apple

Computers). The x-axis is time in days. The y-axis is the number of occurrences

of the trigram per day for our dataset, which at the time this data was taken was

only about 2% of all Weibo posts. What is most interesting are trigrams that are

not words themselves, but through time correlations serve as a sort of glue to hold

1The data is from 23 July 2011 to 18 August 2011 and 24 August 2011 to 11 September
2011. Due to system failure, we missed the data from 19 August 2011-23 August 2011.
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trigrams which belong to the same word together.

q�ý has a higher frequency of occurrence than the other words (Figure 4.3).

This is because q�ý (Republic country) has a complete meaning, and can be used

in many other contexts. The other four trigrams, which do not have a complete

meaning, fluctuate together demonstrating the fact that they mostly appear in the

same context as -Nº�q�ý. There is a separation of º�q around the 40th

day in Figure 4.3. This is because º� (people) is such a common word that it can

affect the trigram containing it easily. Also, the trigram º�q appeared in other

contexts which had a trend for three days around the 40th day. Nº is also a word,

as º� is, but Nº is not as commonly used as º�, thus it does not influence the

trigram trend of -Nº and Nº� as much.

Another interesting observation can be found in Figure 4.4, which shows some

potentially interesting dynamics of a particular censored keyword and neologism.

Day 0 for the graph is 15 November 2011, and the y-axis is on a log-scale plot

where 1 corresponds to no posts for that particular day. The events of the Wukan

village protests are described on Wikipedia [80]. On 9 December 2011 Xue Jinbo

was arrested, and he died in police custody on 11 December 2011. The first peak

of the original word (LN Wukan, in dashed green) occurs on 12 December 2011,

the day that protests began. By 14 December 2011, when posts for Wukan hit zero,

potentially due to censorship, thousands of police had laid siege to the village. The

neologism (�N Niaokan, in solid red) came into existence on 13 December 2010.

The peak for wukan on 21 December 2011 corresponds with an announcement that

the government and the villagers had reached a peaceful agreement.

The observations that there are time correlations that appear among trigrams,

and that these correlations are related to current events, lead to the question: can we

use this feature to find words, phrases, memes or even find topics? In this chapter,

we examine the possibility of using only time correlation information of grams to
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Figure 4.4: Bigram trend for�N Niaokan. �N is a neologism forLN (Wukan), a
village in southern China that was the site of considerable social unrest in late 2011.
Day 0 is 15 November 2011, and the y-axis is on a log scale with 1 corresponding to
zero posts for that particular day.

concatenate words and phrases without a lexicon or knowledge of the grammar.

Though bigram trends would be more appropriate for the example in Figure 4.4, in

this document we defer on shorter words of only two or three characters and focus

on longer words and phrases that require putting trigrams together to form them. I

defer the discussion about why we use trigrams until Section 4.5.2.
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4.2 Procedures

Considering patterns in the frequency of occurrence of trigrams is an important

optimization. Ignoring case and punctuation, in English, there are at most 262 = 676

bigrams and 263 = 17, 576 trigrams. Chinese has on the order of thousands of

characters that are in common usage, and Internet users use many characters that

are not in common usage. In our current corpus from about 240 days of Weibo

posts, there are approximately 33 thousand characters, making up approximately 14

million observed bigrams and 264 million observed trigrams. Each of these grams is

represented by a time series for potentially months or years. Frequency of occurrence

correlations can be found relatively efficiently compared to the high computational

cost of considering larger grams.

Step 1: Collecting posts with time sequences.

Starting from 23 July, 20112, we send a request every second to the public timeline

and the Weibo server returns roughly 200 posts responding to each request. These

200 posts are not continuous in terms of post ID3. For each request, most of the

returned posts are submitted 2 to 5 minutes before the requesting time4. However,

at around 4 or 5am Beijing time, when the traffic is lowest, the server might even

return posts from over 24 hours ago. The parsed data is saved in an HBase database

for later analysis.

We found that there are many duplicates in the returned posts. At the beginning,

the efficiency was only 9%, which means that among total posts we downloaded per

hour of 720,000 (200×3600), only about 65,000 were distinct posts. After 19 August

2011, the efficiency even decreased to 5.6%. We conjecture that this may have been

2We have collected data continuously until September 2013, but in this chapter, we only
use the data from 23 July to 23 March 2012.

3Refer to Discussion session for more information about post ID.
4The 2 minutes delay is the time for the administrator to monitor the posts.
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related to our frequent requests from the same IP and system cache mechanism.

We made several changes to the collector to increase the efficiency. First, we

lowered the request speed and sent requests from two keys, each key sends a request

every 8 seconds. Secondly, we added a random parameter at the end of each com-

mand. Now the total number of posts we get is 200 × 3600/4 = 180, 000 per hour,

and the number of distinct posts is 80,000 per hour, so the efficiency is increased to

44%. Moreover, we used the Tor network to frequently change our IP address [21]

to avoid biased data from the server based on client IP address.

The size of the raw data collected by one IP (in JavaScript Object Notation

(JSON) file format) per hour is above 700MB. After removing the repeated posts

and parsing the JSON file to extract the contents we need5, the amount of data is

reduced to 20MB per hour. The size of the compressed data is about 5.8M per hour.

By our estimation, the coverage of the collected posts by one IP address is 1.7% to

10% of the whole. We calculated this when the post IDs were predictable enough

to infer posts that had been missed based on ID. For more details on coverage,

please refer to Section 4.5. Note that this number will decrease with the increasing

microblog volume for each day of Sina Weibo.

Step 2: Count the frequency of occurrence of grams.

Given a Chinese text with time series information, the system will divide the

text into trunks of three consecutive characters that are called trigrams. Our system

obtains the frequency of occurrence of each trigram hourly. In this document, we

mostly use the frequency of occurrence of each trigram for a daily basis.

Step 3: Check if the trigram is a valid root.

For convenience, we call the program connecting the trigrams based on time

5postID, text (contents of the post), time of submission, userID, and a flag which shows
if the user is verified and the MID.
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correlation information “Connector.” We call the first trigram we feed into Connector

the root trigram. Not all trigrams can be used as the root for concatenating trigrams.

There are two kinds of trigrams that cannot be root trigrams.

First: trigrams that are rarely used where most of their daily frequencies are

zeros. This is important because if a vector has too many zeros this would bias the

cosine similarity value.

Second: trigrams which have no obvious fluctuation in our examination period.

We measure this by obtaining the cosine similarity value between the trigram and the

constant vector < 1, 1, ..., 1 >. If the value is higher than 0.98, then it is considered

too normal and will be treated as an invalid root for concatenation. We found that

the trigrams which have too high of a cosine similarity with < 1, 1, ..., 1 > tend to

mistakenly result in extremely long phrases. Commonly used trigrams may even

concatenate indefinitely.

Step 4: Find time correlation of grams.

The trigrams that have temporal correlations and overlap will be concatenated

together. The detailed algorithms for this step are described in the next section.

4.3 Algorithms

Cosine similarity is used to judge whether two trigrams have correlated trends.

cos.Sim =
< Ai, Bi >√∑n

i=1Ai
2 ×

√∑n
i=1Bi

2

where <,> denotes an inner product between two vectors. There are three possi-

ble values for the vectors Ai and Bi. They are the daily frequency of trigrams (FT),
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the difference in frequency of trigrams (DFT) and the rate of change in frequency

(CFT).

CFTday(trigram) = log10

FTday(trigram)

FTday−1(trigram)

DFTday(trigram) = FTday(trigram)− FTday−1(trigram)

During our initial experiments we found that, for some trigrams, CFT cosine

similarity works better, and for other trigrams DFT works better. In light of this,

we used an SVM (Support Vector Machine) to learn which parameters we should use

for connecting the words. The features we used for the SVM were cosine similarity

between the root trigram and the constant vector < 1, 1, ..., 1 >, maximum change

rate of the root, minimum FT, maximum FT, mean of FT, and the length of the

time period of vectors. The corresponding variable y is a vector of FT, DFT and

CFT. We used the libsvm package [12] to train our model. We labeled 100 data

points for training by hand, and used this model to decide which vector should be

used in finding the relationship between trigrams. Once we decide which vector we

are going to use to find similarity, we concatenate the trigrams.

Let us use an English meme, “putting lipstick on a pig”, as an example to explain

how we concatenate trigrams.

Suppose Connector has thus far produced “putting lipstick on a”. The system

now considers which trigram from the set {“on a boat”, “on a pig”, “on a clear”

and “on a plain”} it should concatenate next. The root trigram is the first trigram,

“putting lipstick on”, with which Connector starts. The parent trigram is the last

trigram appended to the phrase (at this point “lipstick on a” is the parent trigram).

The stem trigram is the one which has the lowest frequency in “putting lipstick on a”.

We use the median value of the frequency vector to decide which trigram’s frequency
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is the lowest, and the stem trigram should be closest to the real frequency of the

phrase. For example, in Figure 4.3, Nº� is the stem trigram of -Nº�q�ý.

Note that the root, parent, and stem trigrams may sometimes be the same.

To decide whether we should connect a trigram to the phrase we are working on,

we compare the cosine similarity value between each candidate trigram and the root

(simRoot), parent (simParent), and stem trigram (simStem). We use simScore to

measure how close a gram is to the phrase.

simScore = max{simRoot, simParent, simStem}

The candidate trigrams are sorted by simScore. We recursively search for the

next trigram to concatenate by a depth-first traversal into highest-score nodes first.

Only the top 5 candidate trigrams are considered. The traversal stops when all

candidate trigrams have a simScore lower than a threshold, which is set manually

to 0.97. We set a threshold of 60 seconds for Connector to concatenate trigrams, to

avoid unbounded loops.

simPath =
n−2∏
i=1

{cos.Sim(simStem, trigrami)}

where, n is the number of characters in the phrase.

The phrase which has the highest simPath is considered to be the final result.

If there are other phrases which also have a simPath higher than the threshold, we

output them as possible results, as shown in Section 4.5.3.

So far, the algorithm works well when connecting long words, such as 4-character

idioms (Section 4.4.3). However, when we try to connect phrases, especially phrases

from weibo.com, the unconstrained precision of Connector was initially only around
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0.50. We found that Connector fails when the phrases contain commonly used words,

which are 3 characters long, or a bigram word followed by a stop word. For example,

in a three word phrase: ¸(f�
��1 (Will paper books disappear?), �
�

(will) is a three-character-long, high-frequency word. Even if this longer phrase has

a trend in a certain period, it is not as pronounced as the trend shape of �
�

(will). The cosine similarity of �
� with the vector < 1, 1, ..., 1 > is always close

to 1. This means the cosine similarity of�
� with the root trigram ¸(f would

be lower than the threshold. As a result the phrase would be incomplete (¸(f�


).

To solve this problem, we “suspend” common trigrams by putting them into

our selecting scope. In the other words, we connect this trigram to the phrase

temporarily. We commit it if one of the children of this suspended common trigram

has a high simScore (> 0.98), and remove it if none of its children has a simScore

greater than 0.98. If there is still no good candidate, we use these suspended common

trigrams as candidates. We identify common trigrams by their frequency and cosine

similarity with the constant vector < 1, 1, ..., 1 >. In our current implementation,

we set the minimum frequency to be 100, and the minimum cosine similarity with

< 1, 1, ..., 1 > to be 0.97. By adding this, the unconstrained precision increased to

above 0.80.

Now, what if a common trigram is the last trigram of the phrase? That means

there are no better candidate trigrams except for the common one, and this common

trigram has no children that have a similar trend with the phrase. In this case, we

bracket the last character of the common trigram and stop. For example, in phrase

n�RtVS�zRt (Common youth vs. educated youth), the result returned by

Connector is n�RtVS�zRt(ì), Where ì is the pluralization of a pronoun.

There is one more method that we employed, which we call “binding.” When

two continuous trigrams have a similarity greater than 0.995, Connector will bind
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them together, which means they will be selected, or not selected, as a unit. After

implementing these techniques, the unconstrained precision increases to about 0.90

for long phrases.

If we know the seed trigrams belong to some spurred topics, such as the words

from hot keywords of weibo.com, we avoid the grams with very low frequencies. If

we are trying to find a well-used phrase which persists for a long period of time, any

trigram in that phrase should show up similarly. So if a gram appears every day

in 100 days of data, and another gram only appears in 10 days, these two grams

probably do not belong to the same phrase.

There are some exceptions:

1. When the trend of the last trigram of a phrase is similar with that of the root,

i.e., simRoot is higher than a certain threshold (eg, > 97%), we loosen the condition.

If none of the candidates is good enough, we lower the threshold for simFinal,

but we mark those candidates which were added by lowering the threshold as “sus-

pended”, which means we just temporarily connect this gram to the phrase. If some

of the children of the candidate trigram have a high simRoot value, we keep both the

suspended trigram and its best child. Otherwise, we remove this “suspend” gram

and its children.

2. When the last trigram of the current phrase is in suspend status (added by

rule 1.a), we have to make the rule more strict than normal: the simRoot has to be

high enough (the normal case was that any of the three values being higher than the

threshold was enough).
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4.4 Evaluation

To gain a better understanding of the capabilities and limitations of connecting tri-

grams into longer words and phrases, we performed three experiments. For these

experiments, we were interested in both known words (in the dictionary) and un-

known words or phrases (not in the dictionary). Unknown words are the already

existing words that are not in the dictionary. They include named entities and neol-

ogisms. Named entities can be the names of people, companies, movies, and anything

that is given a name. Neologisms are words created recently, they are usually not

words before they are created. However, there are also neologisms which give a dif-

ferent meaning to an already existing word. For example, �Ð (Miss.) can also

mean “prostitute” recently. Phrases consist of multiple words. Phrases are not fixed

relative to words, since there may be different ways of saying phrases in different

places and this may evolve over time.

We collect three different types of word and phrase sets: long words or phrases

from Wiktionary, hot keywords or phrases from weibo.com, and 4-character idioms

from Wiktionary. Words or phrases in Wiktionary include both known and unknown

words and they usually do not have an obvious trend6. 4-character idioms are known

words and do not usually have obvious trends. Hot keyword lists from weibo.com

are newly created words or phrases, and have obvious trend(s) in a certain period.

The procedures of these experiments start from Step 3 in Section 4.2 (Step 1 and

2 have been done before the experiments). The output of Connector is compared

with the original dataset, and judged by a human to determine if it is a correct result.

For this chapter, because our emphasis is on connecting trigrams into longer

words and phrases rather than on how to detect trends, we assume that the word

6A trigram having an obvious trend means it has a deviation from its standard tendency.
For example a trigram involved in a news event or a hot topic.
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or phrase exists in our database and that the root trigram is given. For this reason

we have no negative observations, only positive observations. This is why we focus

on precision and do not report recall in this chapter. To compare two scenarios, one

where Connector must only match words or phrases in a lexicon and one where a

human can judge if Connector constructed a valid word or phrase, we report two

different precision scores: lexicon-constrained and unconstrained.

Lexicon-constrained precision (LCP) is calculated as:

LCP =
|{Matching Wiktionary or Weibo}|

|{V alid Root Trigrams}|

Unconstrained precision (UP) is calculated as:

UP =
|{Matching Wiktionary or Weibo} ∩ {Correct (human)}|

|{V alid Root Trigrams}|

Results matching with Wiktionary or weibo.com are those that are an exact

match with the words or phrases listed by them. Correct (human) results are those

that are different from the phrases listed by the source, but judged to be correct

by a human. This is necessary because there are variations in words, four-character

idioms, and phrases where the variants are also correct.

4.4.1 Long words and phrases from Wiktionary

We collected 500 words or phrases which were longer than 3 characters from wik-

tionary.com [83]. There are 78 invalid root trigrams, including the uncommon words

that do not appear in our corpus and the ones that share the same root trigrams as

others. The 422 valid root trigrams were fed to Connector, and then we compared

the results from Connector to the original phrase set. The time period of vectors
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Table 4.1: Precision values for long words in Wiktionary.
LCP UP

Named entities (133) 0.5 0.79
New words (16) 0.53 0.93
Phrases (244) 0.44 0.75
4-character idioms (29) 0.90 0.90
Total (422) 0.50 0.79

we use in this experiment is from 23 July 2011 to 18 March 2011. In the 422 valid

words, there are 133 named entities, 244 phrases, 29 4-character idioms, and 16 new

words. The results for each type are listed in Table 4.1.

Except for 4-character idioms, the LCP scores are less than 0.55. LCP needs

to be put in the proper context for our system. For example, net users are more

likely to use -ýû¨, the shortened form of a name, instead of the full name, -

ýû¨�á (China Mobile Limited). �?�� (One bedroom and one living room)

becomes �?�»6 (One house one wife policy). The latter is a newly created

phrase describing a new social phenomenon.

We also found that the results tended to be affected by new events. For example,

for one named entity, -ýöL�Ñc¡�ÔX� (China Banking Regulatory

Commission) in wiktionary, the result of Connector is -ýöL~tL� (Bank of

China One Hundred Year Anniversary). -ý?Õ'f (China University of Political

Science and Law) becomes -ý?�ù)Þ (Chinese government to Wenzhou),

which is influenced by the Wenzhou train collision that happened in July 2011.

The fact that UP scores tend to be much higher than LCP scores in our results

implies that even with a relatively comprehensive lexicon, such as Wiktionary, the

lexicon is incomplete and not up to date. This motivates the Pointillism approach:

my aim in this dissertation is to move away from lexicons. Using an online corpus

and analyzing time enables us to extract newly created words/phrases, and even
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topics, with unknown words in real time.

Moreover, we found that when there are several candidate phrases which start

from the same root trigrams, Connector would return the one which is used most

frequently in a certain period of time, and this one may not be the one listed on

Wiktionary. If we shorten the experiment duration and just include the period which

had a trend, Connector would just return the exact phrases which were involved in

the trend. In light of this, in Section 4.4.2, we use the hot keywords (or phrases)

listed by weibo.com and set the experiment duration for from one week before to one

week after the peak.

Among the four types of words, 4-character idioms showed the best LCP score.

This is because 4-character idioms are fixed and most of them are from ancient

Chinese, there are rarely other phrases which share the same root trigrams with 4-

character idioms. Both new words and 4-character idioms have high UP scores, which

means that if the words or phrases are stable or fixed then they are not influenced

by current events heavily. To test this hypothesis, in Section 4.4.3, we collect 4-

character idioms only from Wiktionary and test them in a 3-month and an 8-month

period separately.

4.4.2 Weibo hot keywords

Weibo.com lists 50 hot keywords, or phrases, hourly, daily and weekly. We used

the weekly hot keywords of 2 November 2011 to find out how Connector works on

unknown words or phrases with pronounced trends. We picked 7 days before and 7

days after 2 November 2011 as the frequency vector, so the vector length is 15. As in

the previous section, UP is the reasonable results judged by a human (39) divided by

the valid root trigrams (43). LCP is the results which match the keywords provided

by weibo.com (24) perfectly divided by the valid trigrams seeds (43). The UP we
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measured in this experiment is 0.907 (39/43), and the LCP is 0.558 (24/43). These

are promising results since some of the phrases are longer than 7 characters, contain

several words, and especially have stop words in them.

The 7 invalid trigrams are due to the fact that some keywords listed by Weibo

are not really hot in terms of what users are actually talking about. For example for

�it�, the frequency of �it has 13 frequency values equal to 0 and 2 equal

to 1. We treated these as invalid root trigrams as described in Section 4.3.

The relatively low LCP value is because we sometimes observe alternate results

from the hot keywords provided by weibo.com. For example, 1K33) (Love is not

Blind) is the title of a movie. The result the connector produced is 1K33)ÏxH

(Classical version of Love is not Blind). Similarly for the hot word T�¯Åf (A

love letter from Steve Jobs), the result of the connector is T�¯ (Steve Jobs: A

Biography). The reason for this is because T�¯ (Steve Jobs: A Biography) has

higher frequency and fluctuation than T�¯Åf (A love letter from Steve Jobs)

during the vector period. We only count them as UP but not LCP. For further error

analysis, please refer to Section 4.5.

We also used the 8-month data to concatenate those keywords, and the LCP

score was 0 with the UP score less than 0.40. After shortening the period to the

trend of the data and just including the period of time related to the trend, the

accuracy of Connector when connecting unknown words or phrases related to a hot

topic increases.

4.4.3 LCP and UP for known words

To test our hypothesis that fixed words or phrases are not influenced by current events

as heavily, we collected all 853 Chinese 4-character idioms listed on Wiktionary [82].

The Connector was executed for two periods, one is about a 3-month period (23 July
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2011 to 12 September 2011), the other is an 8-month period (23 July 2011 to 22

March 2011). The results are listed in Table 4.2.

The LCP value needs to be put into context because there are two reasons why

it is not as high as the precision of common natural language processing tasks using

conventional approaches and the UP score in the same experiment. First, some 4-

character idioms have common first trigram seeds. For example, �bK¤, �bK

Æ, �bKÍ, �bKÅ, and �bK�, have the same seed �bK, so Connector

only returns the one with the most frequent result: �bK�. For this case, we

only count �bK� as “matches with Wiktionary,” the other four are not counted

in LCP, but are counted in UP. Secondly, the words listed in Wiktionary may not

necessarily be the common usage of the word. For example, people frequently use

�Á�E, as Connector gives, instead of �Á�ç, which is listed in Wiktionary7.

7The whole data set and results can be found on the authors’ website.
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Table 4.3: Trigram frequency of 7L�Ñ�'�.
26 27 28 29 30 31 01 02 03 04 05 06 07 08

7L� 1 68 5 0 1 1 4 0 2 4 0 0 3 1

L�Ñ 1 68 4 0 1 1 0 0 2 4 0 0 0 0

�Ñ� 49 127 43 46 44 65 50 49 227 129 38 39 65 63

Ñ�' 15 56 5 4 13 10 6 11 166 84 14 11 21 14

�'� 15 56 5 4 14 9 6 11 168 85 14 10 21 13

Though Table 4.2 shows that the 8-month period experiment (columns 2 and 4)

gives more words than the 3-month period (column 3 and 5) does, the LCP and

UP values are relatively stable. For 4-character idioms, they are usually used when

people want to express a strong feeling and are seldom involved in pronounced trends.

There are more invalid root trigrams in a 3-month period than in an 8-month period

experiment, because some trigrams do not appear often enough.

4.4.4 Error analysis

According to our manual error analysis, the top three errors are the following:

• Stop words ( e.g. �(of), /(is)), numbers ( e.g. 1998, written in Chinese

characters), and high frequency three character words or phrases ( e.g. Åº

� (Valentine’s Day), �
� (will)). Even though we “suspend” these kinds

of words, they always make the results one character longer than it should be.

• If there are multiple phrases to describe the same thing, or at the time of the

experiment period there are multiple memes which contain the same trigrams,

then the whole phrase tends to be lengthened, and the results can be a com-

bination of multiple phrases. (e.g., Both Ë
0E)� (Our friendship will

forever last) and Ë
)�0E (Our friendship will last forever) are correct,

the result becomes Ë
0E)�0E (Our friendship will last forever last). )
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• If the target phrases are composed of multiple words and they have different

patterns during the experiment period then these independent signals can con-

fuse Connector. For example, the trigram trend of 7L�Ñ�'� (Google’s

developer conference), one of the hot keywords in our experiment in Sec-

tion 4.4.3, are shown in Table 4.3. Trigrams 7L� and L�Ñ only have

one peak on 27 October 2011. �Ñ�, Ñ�', and �'� have two peaks

on 27 October and 3 November 2011 respectively. Connector returns 7L�

Ñ (Google develop) incorrectly. We hypothesize that there was another �Ñ

�'� (Developer conference) held on 3 November 2011.

The first two challenges will be the subject of future work. The third challenge

is ameliorated by my use of ICA in Chapter 5.

4.5 Discussion

One of the questions this document focuses on is: does the frequent creation and

use of new, unknown words exacerbate the existing problems that natural language

processing tasks have with word segmentation, or does it provide an opportunity

where the temporal variance in these new words can be leveraged to do a better

job of the natural language processing task? In this section, I first use an example

to show how a trigram which is not a word can actually help with an information

retrieval task. Then, I discuss some observations about Weibo’s post IDs.

4.5.1 Post density

Before 3 August 2011, Weibo’s post IDs were compact. The post IDs would be all

even numbers for some amount of time and then change to odd numbers for some
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time. So it was easy for us to estimate the posts rate of increase at Weibo on the

server side, just from the rate of increase of the post ID. From the distribution of

microblog density in Figure 4.5 before 3 August 2011, we can understand that the

lowest is at 4am. There are several peaks, e.g., at 1pm and 8pm. This is also why

we start a new day at 5am Beijing time for each day, because that is the time when

least new posts are submitted.

Figure 4.5: ID space before 3 August 2011.

The post ID was extended to 16 bits on 4 August 2011. From Figure 4.6, we can

see that the number of posts in the server is now more difficult to estimate. 4 days
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after this change, the post ID space was increased by a factor of 2.

Figure 4.6: ID space after 3 August 2011.

We found an interesting phenomena during this period, that removed posts would

appear again, after the ID space was increased. We also found several strange post

IDs.

4.5.2 Why trigrams?

As we mentioned in Section 4.1, there can be trends for bigrams, trigrams, quad-

grams, and so forth. Here I discuss why we focus on trigrams. By combining individ-

ual bigrams, trigrams, and the subject of this document which is longer words and
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phrases connected via trigrams, then we can analyze the trends for words or phrases

of any length.

Referring back to the example in Section 4.1, -Nº�q�ý can also be suc-

cessfully concatenated using bigrams. However, we only investigated the feasibility of

using trigrams in this document. We chose trigrams instead of bigrams or quadgrams

as a tradeoff of efficiency for accuracy.

Monograms have temporal correlation information, but cannot give us order in-

formation of the phrase. For bigrams, the bigram trends of -Nº�q�ý are

plotted in Figure 4.7. Together with Figure 4.3, we can see that this trend infor-

mation reflects what we analyzed in Figure 4.1. We can also see that the trigrams

information is more efficient than bigrams in terms of serving as “glue” to hold the

larger word together. The reason for this is because 70% of Chinese words are bi-

grams [69]. Trigrams are a good way to remove the noise of the sub-bi-words in the

long word, for example, remove the noise of º� from -Nº�q�ý.

Next, why not longer grams? If we want to find the trend of a phrase that is n

characters long, then using n-gram is most accurate for two reasons: First, n-1 over-

lapping characters decreases the candidates to a larger degree than n-2 overlapping

characters. Second, it can eliminate the noise generated by words shorter than n-1.

However, larger grams are computationally expensive. As of 22 March 2012,

our dataset has a total of 36,674 monograms, 16,353,985 bigrams, and 323,862,767

trigrams in our database. Figure 4.8 is the daily increment of distinct monograms,

bigrams and trigrams8. We can see that the distinct grams are constantly growing,

though the growth rate is decreasing slightly. For trigrams, it is notable that there

are more than 800 thousand new trigrams added to our database every day.

8The sudden drop around 26 August 2011 (before day 50) is caused by a system failure
for three days around that time. The increase around 12 November 2011 is due to several
changes which increased the performance of Collector.
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Figure 4.7: Bigram trends for -Nº�q�ý on Weibo.

If we do not consider other characters from other languages which Chinese net

users often use, such as the English alphabet, there are 9×104 Chinese characters in

total. In theory there could then be 8× 109 bigrams, 7× 1014 trigrams, and 6× 1018

quadgrams. It is unrealistic for a computer to track the trend for longer grams than

trigrams. On the other hand, the longer the grams we use, the more redundant

the information will be. Using n-gram trends to concatenate the phrase equal in

length to or longer than n is more accurate than using shorter grams. However, to

concatenate the phrases with length m (m < n), m-gram works the same as n-gram

and n-gram trend only give us redundant information.

Though most Chinese words are bigrams, since the aim of this research is to

find trends of memes and new words in their nascent stage, we are interested in
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Figure 4.8: Distinct n-grams rate of increase.

constructing words which are longer than two characters, since most of the unknown

words and newly created words are words longer than two. In 2010, 52.80% of new

words are trigram words [65], followed by quadgram and bigram. Two character

words can also be extracted from our data using branch entropy [41].

The histogram in Figure 4.9 shows that the rates of change for bigrams in Weibo

is consistent with the sawtooth pattern that Leskovec et al. [52] describe for memes,

with bigrams peaking at various rates but consistently falling off very slowly. The

y-axis is the average number of histograms in each bin over time and the x-axis is

binned by the logarithm of the change rate in posts per day. The skew to the right

means that bigrams peak at various rates, but fall off very slowly and at a more

constant rate.
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Figure 4.9: Bigram rate change histogram.

4.5.3 From phrases to stories

The volume of text we are capturing is still far too much to process manually. We

need automatic methods to classify the posts that we see, particularly the ones which

are deleted. For this, we will borrow and extend techniques from the topic extraction

literature.

Automatic topic extraction is the process of identifying important terms in the

text that are representative of the corpus as a whole. Topic extraction was originally

proposed by Luhn [58] in 1958. The basic idea is to assign weights to terms and

sentences based on their frequency and some other statistical information.
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However, when it comes to microblog text, standard language processing tools

become inapplicable [94, 54]. Microblogs typically contain short sentences and casual

language [23]. Unknown words, such as named entities and neologisms often cause

problems with these term-based models. It can be especially challenging to extract

topics from Asian languages such as Chinese, Korean, and Japanese, which have

no spaces between words. As such, traditional topic extraction techniques based on

lexical overlap (use of the same words) become difficult to apply.

We applied the Pointillism approach [71] and TF*IDF to extract hot topics. In

the Pointillism model, a corpus is divided into fixed-length grams; words and phrases

are reconstructed from grams using external information (e.g., temporal correlations

in the appearance of grams), giving the context necessary to manage informal uses

of the language such as neologisms. Salton’s TF*IDF [70], which stands for “term

frequency, inverse document frequency,” assigns weights to the terms of a document

based on the terms’ relative importance to that document compared to the entire

corpus. For example, very common words such as the word “the” in English are given

a very low weight because the appearance of “the” carries very little information.

We next explain how these techniques work together.

For example, the Connector output of the third most popular topic on 4 August

2012 is:

1.4¨Û¬#¤�³��s¿
aQ76����¯N�vP(19

skull go Beijing to redress an injustice. The son of a 76 year old farmer Fenghu, from

Shangpo village, Guangping city, Hebei province, was ... at 19

2.4¨Û¬#¤�¯ú:�4¨t¬#...

skull go Beijing to redress an injustice. The skull shown by Feng go Beijing to redress an

injustice...

3.4¨Û¬#¤�¯ú:�4¨M�	�'�¿�Ö...

skull go Beijing to redress an injustice. There is a big hole on the skull shown by Feng,
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he...

4.4¨Û¬#¤�¯ú:�4¨M�	�*àj�l�...

skull go Beijing to redress an injustice. There is a innocent citizen on the skull shown by

Feng, he...

5.4¨Û¬#¤�¯ú:�4¨Û...

skull go Beijing to redress an injustice. The skull shown by Feng enter...

6.4¨Û¬#¤�¯ú:�4I1

skull go Beijing to redress an injustice. The first class seat shown by Feng...

7.�ïo>û�
¿15t �6:?4¨...

Chinese Community report: petition 15 years, old father bring the skull of his son...

Outputs 4 and 6 are incorrectly connected. This is because the same trigrams are

shared by different stories that have high TF*IDF scores on the same day. This prob-

lem can be solved by examining the cosine similarity of the frequency of occurrence

of the first and the last trigram for each result.

Cosine similarity is used to judge whether two trigrams have correlated trends.

cos.Sim =
< Ai, Bi >√∑n

i=1Ai
2 ×

√∑n
i=1Bi

2

where <,> denotes an inner product between two vectors. For details, please

refer to Song et al. [71].

TF*IDF is a common method to discover the importance of certain words of a

document in a corpus. The TF*IDF value in our case is calculated as:

f(t, dday)× log
Total number of posts for the month

f(t, dmonth)

Here, f(t, d) means the frequency of the term t in document d. We use trigrams
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as t, and documents d are sets of tweets over a certain period of time. dday is the

deleted tweets we caught on day day. Similarly, dmonth is the total deleted tweets we

caught in month month. IDF is the inverse of the document frequency for deleted

posts per month.

First we calculate TF*IDF scores for all trigrams that have more than 20 oc-

currences in a day. The top 1000 trigrams with the highest TF*IDF score will be

fed to our trigram connection algorithm, called “Connector.” To connect trigrams

back into longer phrases, Connector finds two trigrams which have two overlapping

characters. For instance, if there are ABC and BCD, Connector will connect them

to become ABCD. Sometimes there is more than one choice for connecting trigrams,

e.g., there could also be BCE and BCF. Sometimes trigrams can even form a loop.

To solve these problems, we first build directed graphs for the trigrams with a high

TF*IDF score. Each node is a trigram, and edges indicate the overlap information

between two trigrams. For example, if ABC and BCD can be connected to make

ABCD, then there is an edge from ‘ABC’ to ‘BCD’. After all trigrams are selected,

we use DFT (Depth First Traversal) to output the nodes. During the DFT we check

to see if a node has been traversed already. If so we do not traverse it again. We use

the notation ‘...’ to express previously traversed nodes. After the graphs have been

traversed, we obtain a set of phrases.

To understand what Chinese net users talk about on social media, we selected

12,891 trigrams which had a rate greater than 100 per day from 23 July 2011 to 22

March 2012 and tried to concatenate them using an 11 day period (5 days before and

5 days after the increasing date). On average, about 56 trigrams9 had rates higher

than 100 everyday.

Interestingly, we found that the Connector sometimes can tell us the story of

the event and what caused a large increment in frequency on that day. Here is an

912, 891/229 = 56.3, where 229 is the number of days of data
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example from Connector’s output:

100100\_20110804\_�:�:d: gram=�:�, up1conn=�:�ÓâÍ5Æ,

(Wan made a TV program about the first immigrants)

�:�Óâªõ�«f,

(The statue was ... by the police)

�:�Óâªõ�«ü
�,

(The statue was splashed ...)

�:�Óâªõ�«ü¢�,

(The statue was splashed with red paint)

�:�Óâªõ�«ü¢¹�,

(The statue was splashed with red oil paint)

�:�Óâªõ�«5
7P,

(The statue was ... by 5 men.)

�:�Óâªõ�«5º8,

(The statue was defaced by 5 men.)

�:�Óâªõ�«5ºò»,

(The statue was ... by 5 men who have left.)

�:�Óâªõ�«8,

(The statue was smashed)

�:�Óâ�,

(The first immigrant people)

�:� is a trigram which has no meaning in Chinese. We caught this particular

trigram out of the 323 million trigrams in our database because it appeared 100

times more frequently than average on 4 August 2011. After we fed this trigram

into Connector and set the connection time from 5 days before to 5 days afterward,

we found the phrase: �:�ÓâÍ5Æ (Wan made a TV program about the first

immigrants). It is still not clear enough to tell us why making a TV program created

a trend. However, if you read the candidate results, the whole story becomes clear.
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It tells us that 5 men smashed and splashed red oil paint on the statue of “The First

Immigrants.”

In this event, there are many trigram words, such as ªõ� (statues), �Ó

â (immigrants), ¢¹� (red oil paint) and so on. However, the only trigram we

caught was, �:�, a meaningless trigram. In general, these three characters did

not appear together before this event. The sudden frequency increase of this trigram

from 0 helps our system notice this trigram, which lead us to this event. Other

trigrams did not increase in rate as much as �:� because of this event. This may

be because they already exist and thus it is difficult for them to have a precipitous

increase in one day. What my preliminary results regarding trend analysis suggest is

that the new emergence of the trend of new words can actually be more conspicuous

than known words.

From this example, we can see that by re-thinking the order of operations, a

natural language processing task can leverage the frequent creation and use of new

words, as shown in Figure 4.10.

Analysis 
(topics, memes, keywords, etc.)

Trends of Words or Terms

Known Words / Terms 
(lexicon)

Traditional Trend Analysis: Our Method:

Trends of N-grams

Analysis

Known / Unknown Words
(topics, memes, keywords, etc.)

Figure 4.10: Change of order.

Traditional methods need to have a lexicon containing known words or terms to do
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analysis. After analyzing the trend, they can infer the topics, memes, hot keywords,

etc., for only already-known words and terms. However, in Chinese social media, the

unknown words that net users use are an important part of understanding what is

being discussed. Our approach is to consider the trends of trigrams first, where we do

not need to know the words and the meaning of the words. After analyzing trends,

we can get the topics, memes, and keywords for both known words and unknown

words and build larger words and phrases from the temporal correlation of trigrams.

4.6 Conclusions

The results in this chapter show that when words and topics do have a meme-like

trend they can be reconstructed from only trigrams. For example, for 4-character

idioms that appear at least 99 times in one day in our data, unconstrained precision

is 0.93. For longer words and phrases collected from Wiktionary (including neolo-

gisms), unconstrained precision is 0.87. We consider these results to be very promis-

ing, because they suggest that it is feasible for a machine to reconstruct complex

idioms, phrases, and neologisms with good precision without any notion of words.

Experiments also tell us that a longer period of frequency of trigrams can be used

to connect fixed words, while shorter periods which include the trend can be used

to connect phrases, memes and, even find the overall topic. Thus the colorful and

baroque uses of language that typify social media in challenging languages such as

Chinese may in fact be accessible to machines.

The way we can extract hot words without any aid of dictionary and grammar,

is not only useful in languages which do not delimit the words by spaces, but also

help search query segmentations, dynamic ranking pages, search engine index, etc..

for Indo-European languages.
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TREND EXTRACTION

In the last Chapter, it was shown that trigrams with frequency information can be

connected into phrases or memes using the Pointillism approach. In this chapter,

I examine the potential of the Pointillism approach to extract environment-related

trends from microblogging posts. Independent Component Analysis (ICA) is utilized

to find the trigrams which have the same independent signal source, i.e., topics. Con-

trast this with statistical language models, which leverage co-occurrence to classify

documents into the topics they have learned. The Pointillism approach extracts

trends on the fly, no matter whether those trends have been discussed before or

not. This is more challenging because in phrase extraction order information is used

to narrow down the candidates. For trend extraction, only the frequencies of the

trigrams are considered.

The proposed approach is first compared against a state of the art topic ex-

traction technique, Latent Dirichlet Allocation (LDA), on 9,147 labeled posts with

timestamps. The experimental results show that the highest F1 score of the Pointil-

lism approach with Pointillism plus ICA (PICA) is 4% better than that of LDA.

Considering that the Pointillism approach with PICA also has a qualitative advan-
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tage over LDA, in that topics can be extracted in real-time, the fact that Pointillism

with ICA can out-perform LDA shows that topic extraction based on Pointillism and

ICA is a promising technique.

Then, to evaluate the relative importance of co-occurrence for PICA vs. LDA, I

measure the pointwise mutual information. Finally to show that only a fraction of

PICA’s performance is due only to clustering, which underlines the importance of

the time-varying nature of relationships between trigrams, I do a fuzzy Dunn index

score analysis.

5.1 Observation and Analysis

In Chapter 4 I have shown that phrases can be connected back from trigrams which

have correlations in their frequency of occurrence. How can we collect trigrams which

have similar frequency information into topics?

Microblog post are typified by short sentences and shifting interests that rapidly

follow trends. These features create a phenomena that is analogous to bubbles in

boiling water. One topic comes up and is soon replaced by another topic. The

sentences involved in each topic sometimes have similar meanings, or even almost

repeated sentences.

In Figure 5.1, I illustrate how trigrams can be grouped into topics or trends

based only on frequency similarity. The nodes represent the 144 top trigrams based

on TF*IDF. The edges represent the cosine similarity (> 0.6) of each two nodes.

From Figure 5.1, we can see that some trigrams are tightly clustered together

due to a high cosine similarity score between other trigrams in the same cluster.

The nodes in between the clusters, from observation, are those trigrams that belong

to multiple clusters. Therefore, the frequency of occurrence of trigrams does tell us
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trend information.

However, the example in Table 5.1 tells us that if the target phrases are composed

of multiple topics during the experiment period, it is not easy to connect them to

one single phrase just by the cosine similarity value of the trigrams alone. Recall

Table 4.3 from Chapter 4. The existence of two separate trends that share so many

trigrams is a major motivation for our use of ICA in this chapter.

To overcome this limitation, we apply independent component analysis (ICA) to

separate multiple topics. Originally, ICA was invented to handle the Blind Source

Separation (BSS) problem, also known as the cocktail party problem, where the

sounds from people talking in a cocktail party are mixed. If we think of the topics as

the sources of the signal, the trigrams are the microphones recording mixed signals

from the topics, then we can apply ICA to the frequency of the trigrams. The detailed

description of ICA can be found in Section 3.3.

In Table 5.1 we expand Table 4.3 and include the other developer conference, -

ýû¨�Ñ�'� (China Mobile Developer Conference, held on 3 and 4 November

2011 at Beijing, China). This table shows why ICA is an important part of my trend

extraction framework: because these two developer conferences are separate signals

that we can extract via ICA because it uses higher-order statistics. Contrast this

with LSA, PCA, etc., which use only first- and second-order statistics.

The values in the above table are treated as the observation matrix X and fed

into an ICA program. After applying ICA, the two independent signals are extracted

in Figure 5.2:

The mixing matrix A (A× IC = X) is:
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Table 5.1: Trigram frequency of 7L�Ñ�'�, revisited.
26 27 28 29 30 31 01 02 03 04 05 06 07 08

7L� 1 68 5 0 1 1 4 0 2 4 0 0 3 1

L�Ñ 1 68 4 0 1 1 0 0 2 4 0 0 0 0

�Ñ� 49 127 43 46 44 65 50 49 227 129 38 39 65 63

Ñ�' 15 56 5 4 13 10 6 11 166 84 14 11 21 14

�'� 15 56 5 4 14 9 6 11 168 85 14 10 21 13

-ýû 35 36 42 39 38 34 45 39 175 24 32 34 45 24

ýû¨ 35 35 41 40 36 31 42 39 181 23 30 36 40 27

û¨� 12 23 29 14 23 13 31 20 173 45 32 28 35 40

¨�Ñ 13 20 24 10 21 31 20 09 172 24 30 24 40 20

A14,2 =



−1.22 17.06

−1.04 17.25

42.52 18.15

37.55 10.00

38.09 10.02

35.84 0.05

37.63 0.03

37.75 −0.95

38.66 −0.51


The element of matrix A is the coefficient of the linear combination of IC to

compose X. Thus, from the first column of the matrix A, we know that the last 7

trigrams or microphones are much more closer to the 1st signal source (topic) than

the 2nd signal source (topic). On the contrast, the first five trigrams record the 2nd

topic more than the 1st topic. This example shows that ICA can group trigrams

according to the coefficients of the matrix A.

If source signals (IC) are statistically independent, then ICA can decompose the

observed signals (X) into independent sources (IC).
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5.2 Procedures

In this section, I explain the steps and procedures for topic extraction.

Step 1: Collecting posts with time sequences.

To examine my hypothesis, I picked a subset of posts from the Weibo public

timeline. Pollution related topics are chosen for the following reasons. First of all,

it is a hot topic that most users living in China are concerned about, because of the

bad condition of the environment in China. Secondly, there are many categories in

this broad pollution topic, such as air pollution, nuclear pollution, water pollution,

and so on. Those two factors ensure my experimental documents are vivid, with new

discussions coming in continuously.

I queried the keyword “aÓ (pollution)” in the public timeline database for the

period 14 February 2013 to 28 February 2013. The US Air Quality Index (AQI)

reading reached 755 on 12 January 2013 and after one month, on 16 February 2013,

the neologism “z�+å (airpocalypse)” was created. Since then, Chinese people

have started to change the way they think about their country’s toxic air.

To be able to evaluate my method, I use human labelling of the topic for each

post. To make this task doable, I chose a 15 day query period, which gives 9,147

posts. The average length of those posts is 81. This is almost twice longer than the

average length (42) of the general posts in our public timeline.

Step 2: Count the frequency of occurrence of grams.

The 9,147 posts are grouped into 15 documents by day. The frequency of trigrams

appearing in those posts is obtained using the same method described in Section 4.2.

Step 3: Collect top TF*IDF grams.
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TF*IDF is a common method to determine the importance of words to a docu-

ment in a corpus.

In general

TF ∗ IDF (t, d,D) = TF (t, d)× IDF (t,D)

TF (t, d) is the term t’s frequency in document d, and IDF is:

IDF (t,D) = log
|D|

|d ∈ D : t ∈ d|
.

In which, |D| is the total number of the documents (15, in our case). |d ∈ D : t ∈ d|

is the number of documents containing the term t.

The documents used in my experiments consist of hundreds of posts with one

common keyword: “aÓ (pollution)”. Compared with regular articles, the ratio of

documents to the frequency of the trigrams is too small to have a fair TF*IDF value,

because the curve of the logarithm dramatically decreases when x is close to 0 from

1. To weaken the weight of terms frequency, I apply a logarithmically scaled TF’

(which is a standard technique for this situation):

TF ′(t, d) = log(TF (t, d) + 1)

The top 10 trigrams with the highest TF*IDF score are collected for each of the

15 days. In total, there are 144 unique trigrams. We call those trigrams as Top

TFIDF Trigrams (TTT).

Step 4: Find trend correlation of grams.

The TTT list is fed in to ICA program with each trigrams’ respective frequencies.

We use 4 hours as the bin size to aggregate the frequency in 15 days. Thus, the length
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of the frequency vector of each trigram is 60 (15 x 4). The detailed algorithms for

this step are described in Section 3.3.

The column in A is the coefficient of the IC to compose the observed data. Thus,

the mixing matrix A is used to classify the trigrams to the class (IC). The bigger

the coefficient in the class (IC), the higher the probability that the trigram belongs

to this class.

5.3 Evaluation and Discussion

In this section, the performance of the Pointillism with ICA (PICA) topic extraction

approach is compared with LDA.

To measure the precision and recall, the 15 days of microblogging posts were

labeled manually by native Chinese speakers. The hierarchical topic diagram in

Figure 5.3 was drawn after having read all posts carefully, then posts and trigrams

were labeled according to this topic diagram. Each post only belongs to one topic,

but trigrams can belong to multiple topics.

There are also 7 spam topics not shown in the above diagram, because they are

not closely related to pollution and not widely discussed by Weibo users.

5.3.1 F score

I use precision and recall values to evaluate my methods. Before introducing the

precision and recall calculations, we need to define correctness with respect to the

documents which consist of hundreds of posts no longer than 140 characters.

For a number of reasons, when defining correctness I allow multiple trends to be

classified into one class. First, at any given time there are always multiple trends
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discussed by Weibo users, some trends may show up and fade at a similar time or

in multiple documents. Secondly, I only use 15 days of data to make it possible to

have humans label the posts. For LDA, if only using training phrase, it is hard to

extract more than 15 topics for only 15 documents. The same is true of PICA.

Both the LDA and PICA algorithms group the top tf-idf trigrams (TTT) into

15 classes. The trigrams classified to the same class may come from different topics,

and the trigrams belonging to the same topic may be classified into different groups.

Figure 5.4 shows one example of a possible relationship between the classes and the

trigrams.

Jaccard index is used to judge the relationships between the labeled trigrams

and the classes. A decision can be made about what label a class belongs to by the

following calculation:

J(C, t) =
|C ∩ T |
|C ∪ T |

C is the current trigrams in the class c. T is the set of trigrams that have the

same label with as trigram t in class c. In Figure 5.4, class 1 has 11 trigrams, in

which trigram 1 through trigram 9 have the same label ’yellow’, trigram 8 through

trigram 10 have the same label ’blue’ and only trigram 11 has the label ’red’. If each

kind of label has 8 trigrams in it, and each kind of class has 8 trigrams in it, then

the precision of the class 1 is calculated as:

J(C1, T1−7) =
7

11 + 1
= 0.58

J(C1, T8−10) =
3

11 + 5
= 0.19

J(C1, T11) =
1

11 + 7
= 0.06
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The label, e.g. label 2, with the largest Jaccard index is picked for class 1. Tk,c

denotes the trigrams which have label k, and class c has label k.

On the other hand, it can be decided to which class a trigram belongs using the

same method. For example, to decide which class trigram 11 belongs to:

J(C1, T11) =
1

11
= 0.09

J(C2, T11) =
7

11
= 0.64

The highest score with C2 means that term 11 belongs to class 2. If one trigram

belongs to a class, then all of the trigrams with the same label also belong to that

class. cl denotes the label l of class c. Most of the time, each class only has one

label, but one label may belong to several classes.

With those pairs of values, labeled trigrams and the classes are many-to-many

mappings.

Precision(c) =
The number of trigrams in c, which have the label cl

The number of trigrams in c

Recall(c) =
The number of trigrams in c, which have the label cl∑

cl
the number of trigrams have label cl

5.3.2 Results

The results of my first attempt to apply LDA based on the raw trigrams directly

from the corpus were not good. The top 20 trigrams that emerged in each topic were

those trigrams with the highest frequency of occurrence in the 15 days, even when I

used the “scoring” option.
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Those trigrams appear in most every topic, therefore, from the top results, all

topics extracted from those 15 documents were the same. To improve the perfor-

mance of LDA, in the second round of the experiments, I filtered the results by the

TTT list I obtained from PICA analysis. After this procedure, the top trigrams in

different topics were more diverse. The precision, recall and F1 values are plotted in

Figure 5.5.

To further get the best results out of LDA, I treated each post as one document

(rather than each day as a document) and fed this to LDA. After filtering with the

TTT list, the F score is better than aggregating one day of posts as one document.

The precision, recall and F scores are shown in Figure 5.6.

The precision, recall and F values for Pointillism with ICA are shown in Fig-

ure 5.7.

The “minimum Valid” parameter on the x-axis in the above-mentioned graphs

is a parameter used for internal adjustment. Both the LDA and PICA programs

return a matrix as result. Columns are the class, rows are the trigrams. In LDA, the

element of the matrix is the frequency of the trigrams appearing in that column class.

In ICA, the element of the matrix is the coefficient of the independent component. In

this experiment, to match the dimension of the matrix from LDA, all 15 eigenvectors

are used as independent signals. For both LDA and PICA, the higher the value of

the element, the higher the probability that the trigram belongs to that class.

As training, for each class, we adjust the number of trigrams that can count

into that column class, which affects the precision and recall values. Figure 5.5,

Figure 5.6, and Figure 5.7 show how precision and recall are affected by the above

adjustment.

Both in the aggregated posts as documents version of LDA and the one post per

document version of LDA, the number of distinct trigrams having frequency higher
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than 40 is 17. In PICA, the number of distinct trigrams having a coefficient larger

than 11 is also 17. I set this as the start point. For LDA, I gradually reduce the

frequency from 40 to 1 in 14 steps, i.e. (40, 37, ... 4, 1). For PICA, the coefficient

is reduced from 11 to 2 in 10 steps. i.e. (11, 10, ... 3, 2). In each adjustment, the

trigrams with values above those numbers are considered as the trigrams belonging

to that class. The trigrams lower than that number are not considered.

The highest F score of PICA (0.7802859) is 4% better than that of the aggregated

version of LDA (0.7545132), and 2% better than that of the one-post-per-document

version of LDA (0.7651325).

5.3.3 Discussion

Topic extraction can also be viewed as trigram classification. PICA performing better

than LDA, even in a small scale, suggests that trigrams with similar frequency of

occurrence fluctuation can implicitly tell us that they belong to the same class, i.e.,

topic.

Hypothesis 1: PICA captured the trigrams with similar frequency of

occurrence fluctuation better than LDA.

The following explanation of the Dunn index is reproduced from Wikipedia [79]:

The Dunn index is a metric for evaluating clustering algorithms. The

aim is to identify sets of clusters that are compact, with a small variance

between members of the cluster, and well separated, where the means

of different clusters are sufficiently far apart, as compared to the within

cluster variance. For a given assignment of clusters, a higher Dunn index

indicates better clustering. One of the drawbacks of using this is the

computational cost as the number of clusters and dimensionality of the
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data increase.

The formula for the Dunn index is:

DIm = min1≤j≤m

{
min1≤j≤m,j 6=i

{
δ(Ci, Cj)

max1≤j≤m∆k

}}
To test this hypothesis, each trigram is treated as a node. The distance metric

used to measure the distance between two trigrams (or nodes) is 1 minus the cosine

similarity of these two trigrams. Each topic is treated as a cluster, since the trigrams

belonging to the same topic form a cluster.

The distance between the farthest two points (trigrams) inside a cluster is the

used to measure the size or diameter of a cluster. The formulation for this is:

Let Ci be a cluster of vectors. Let x and y be any two feature vectors assigned

to the same cluster Ci.

∆i = maxx,y∈Ci
d(x, y)

For intercluster distance between two clusters I use the minimal distance of all

pairs of nodes, one from a cluster and the other from another cluster. The formulation

for this is:

δ(Ci, Cj) = minx∈Ci;y∈Cj
d(x, y)

where δ(Ci, Cj) is this intercluster distance metric, between clusters Ci and Cj.

Fuzzy Dunn Index

Since a trigram could belong to multiple topics, it is not meaningful to apply

traditional Dunn Index to evaluate how well the classification is performed. The
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traditional Dunn index uses the minimal intercluster distance of all pairs of clusters as

numerator and the largest cluster diameter as the denominator. For a soft clustering

(a node could belong to multiply cluster), this will lead to 0 Dunn Index all the

time. I modified the Dunn Index to a Fuzzy Dunn Index (FDI) that uses the average

intercluster distance and average cluster diameter. The formulation for this is:

FDI =
Avgi 6=j(δ(Ci, Cj))

Avg(∆i)

Using PICA with coefficient of 7.0 the FDI is 0.5888. For LDA with frequency

limit more than 16, the FDI is 0.1549. The higher FDI of PICA shows that my

application of PICA obtains better results than LDA in terms of how well the terms

are clustered based on their frequency vector similarity.

Hypothesis 2: LDA relies more on trigrams in the same class being

captured by co-occurrence with each other than PICA. From Figure 5.3,

we know there are usually sub-topics, called trends, in larger topics. Trends are the

small topics discussed by users, which come and go frequently. Some trends may

last longer such as months, but many of them may only last one or two days. Users

frequently switch their interests to newly born topics.

The topics extracted by PICA and LDA are marked in Figure 5.8. The number

of topics extracted by PICA is smaller than that of LDA. Blue circles marks the

topics extracted by LDA, and the topics with the red star on the right are the

ones extracted by the PICA approach. This may be because LDA captures the

co-occurrence information more than PICA. That is, if trigrams A and B appear

together in a subtopic, and trigrams B and C appear together in a different subtopic,

then LDA is more likely to put trigrams A, B, and C into one broader topic.

To test this hypothesis, I plot pointwise mutual information (PMI) values for

these two methods. PMI is used to measure the degree co-concurrency of two term
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x and y.

pmi(x; y) = log
p(x, y)

p(x)p(y)

In this document, I use normalized pointwise mutual information (npmi) for each

pair of the trigram in every class.

npmi(x; y) =
pmi(x; y)

− log[p(x, y)]

The PMI for each class is defined as:

npmi(c1) =

∑
npmi(Every pair of trigrams in c1)

n2−n
2

The plot of PMI for LDA and PICA is shown in Figure 5.9.

LDA is better than PICA in terms of the PMI value. This proves our hypothesis

that LDA allocates topics depending on the co-occurrence of the keywords, more-

so than PICA. The reason the PMI value of PICA is lower is because the classes

extracted by PICA do not depend on co-occurrence.

In a nutshell, Table 5.2 shows the results of comparing of PICA (Pointillism with

ICA) with LDA. PICA is more suited for real-time trend extraction because it does

not rely on co-occurrence, so there is no need for the topic to have appeared in

the corpus in the past for PICA to detect an emerging trend. This is a qualitative

property that I have not evaluated in this dissertation, but plan to evaluate in future

work. My results from this chapter show that PICA can out-perform LDA, the

current state of the art. I hypothesized that PICA is less dependent on co-occurrence

than LDA, and then used pointwise mutual information (PMI) to show that this is

indeed the case. I also hypothesized that ICA is doing more than just clustering, and
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Table 5.2: Qualitative comparison of PICA and LDA.
Real-time Depends on Depends on similarity

co-occurrence of frequency vector
PICA Yes No Yes
LDA Maybe Yes No

is actually using higher-order statistics to extract meaningful topics. As evidence to

support this hypothesis, I used the fuzzy Dunn index to show that clustering alone

cannot explain PICA’s good results.
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Figure 5.1: Frequency similarity between trigrams.
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Figure 5.2: Two independent components.
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Figure 5.3: Hierarchical topics in 15 days of posts containing the keyword “aÓ”
(pollution).
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Figure 5.4: The relationship between labeled trigrams and the classes.
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Figure 5.5: The Precision and Recall for LDA by treating aggregated posts in one
day as one document.
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Figure 5.6: The Precision and Recall for LDA by treating each post as one document.
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Figure 5.7: The Precision and Recall for PICA.
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Figure 5.8: The cluster results analysis between LDA and PICA.
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Figure 5.9: The PMI for LDA and PICA.
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Chapter 6

CONCLUSIONS

My development and analysis of the Pointillism approach for natural language pro-

cessing of social media has led to a number of issues and results which will be

discussed in this chapter. A brief overview of the results of the proposed approach

is given in Section 6.1. Section 6.2 presents my suggestions for potential future work

based on what I have learned in this thesis.

6.1 Summary

Social media is very challenging for natural language processing because it challenges

the notion of a word. Social media users regularly use words that are not in even

the most comprehensive lexicons. These new words can be unknown named entities

that have suddenly risen in prominence because of a current event, or they might be

neologisms newly created to emphasize meaning or evade keyword filtering. Chinese

social media is particularly challenging.

Natural language processing tasks typically start with the basic unit of words,

and then from words and their meanings a big picture is constructed about what
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the meanings of documents or other larger constructs are in terms of the topics

discussed. However, when there are unknown words or phrases, for computers the

image which is composed by a corpus has many missing pieces. As for social media,

such as microblogging, the unknown words used by users are often more important

than the known words. It is difficult for traditional natural language processing to

find keywords and extract topics with the presence of unknown words.

For these reasons, we propose a Pointillism approach for Chinese social media

natural language processing. Time is an important aspect of the Pointillism ap-

proach. Language is viewed as a time sequence of points that represent the grams.

The Pointillism approach allows us to look at a corpus in a different dimension and

from a different perspective. In the Pointillism approach, trigrams serve as an in-

termedium to extract trend information, with no need for a lexicon of words, either

known or unknown.

My results show that when words and topics do have a meme-like trend, they

can be reconstructed from only trigrams. For example, for 4-character idioms that

appear at least 99 times in one day in my data, the unconstrained precision was 0.93.

For longer words and phrases collected from Wiktionary (including neologisms), the

unconstrained precision was 0.87.

I further applied the Pointillism approach to trend extraction with the aid of

ICA. The results were compared with state-of-the-art technique LDA. The highest

F score of ICA (0.78) was 4% better than that of aggregated version of LDA (0.75),

and 2% better than that of one-post-per-document version of LDA (0.76).

The way that we can extract hot words and topics without any aid of dictionary

and grammar is not only useful in languages which do not delimit the words by space,

but may also help search query segmentations, dynamic page ranking, search engine

indexing, etc., for Indo-European languages.
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6.2 Future Work

One interesting challenge I would like to adress as an extension of the Pointillism

approach is to detect trends using “junk” trigrams.

Other researchers view trigrams as parts of words and phrases and treat all tri-

grams the same or prefer trigrams with inherent meaning, the Pointillism approach

views trigrams as connections between words and phrases. This insight allows the

Pointillism approach to catch trending topics with high fidelity since topics are often

connections of ideas rather than just prevalence of ideas on a specific day. Since

the connections between ideas often appear as meaningless trigrams, we call them

“junk” trigrams.

One of the important features of “junk” trigrams is that most of the time the

frequency in a time period is zero. Only the specific events can trigger the appearance

of “junk” trigrams.

Comparing with meaningful trigrams, which appear constantly in our database,

“junk” trigrams have less noise. As an analogy, people used to think that 99% of

DNA was junk, because it never appeared directly in the sequences that actually

mattered. Then they realized that those 99% were actually quite important, and

play a functional role in regulating gene expression. My insight is that for natural

language processing of Chinese social media the seemingly “meaningless” trigrams

are a critical part of the analysis.
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