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Preface 

This dissertation contains published, submitted, or to be submitted journal articles by the 

author of this dissertation. The overarching goal of this work was to develop, test, and 

experimentally evaluate measurement and processing techniques for reconstructing three-

dimensional object estimates from sets of two dimensional images using inexpensive 

cameras which could not be located in the geometry used in conventional stereo image 

reconstruction.  The original interest was to apply this work in surveillance activities, but 

as the project advanced an opportunity to apply this work to monitoring the evolution of 

object fabrication inside three dimensional printers arose. Three-dimensional printing is an 

appropriate application for this work due to the fact that many sources of error exist in a 

three-dimensional printer including errors in locating the print head and the dimensional 

instability of the materials used.  The physical arrangement of a three-dimensional printer 

prevents conventional stereo imaging camera placement, and hence the algorithms 

developed here provide an appropriate solution to this problem.  Four journal articles were 

developed from this work.  The first one is in print, and the remaining three are submitted 

and in review at the time of this writing. They are listed below: 

Chapter 2: Siranee Nuchitprasitchai, Michael C. Roggemann, and Timothy C. Havens. An 

Algorithm for Reconstructing Three Dimensional Images from Overlapping Two-

Dimensional Intensity Measurements with Relaxed Camera Positioning Requirements. 

IJMER, 6(9):69–81. Available online September 2016. S.N. wrote the algorithm, performed 

all experiments and analyzed the results. M.R. and T.H. formulated the project and assisted 

on the analysis. All authors co-wrote and edited the manuscript. 
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Chapter 3: Siranee Nuchitprasitchai, Michael C. Roggemann, and Joshua M. Pearce. 

Factors Effecting Real Time Optical Monitoring of Fused Filament 3-D Printing (to be 

published). S.N. wrote the algorithm, performed all experiments and analyzed the results. 

M.R. and J.P. formulated the project and assisted on the analysis. All authors co-wrote and 

edited the manuscript. 

Chapter 4: Siranee Nuchitprasitchai, Michael C. Roggemann, and Joshua M. Pearce. An 

Open Source Algorithm for Reconstructing 2-D Images of 3-D Objects Being Fabricated 

for Low-cost, Reliable Real-Time Monitoring of FFF-based 3-D Printing (to be published). 

S.N. wrote the algorithm, performed all experiments and analyzed the results. M.R. and J.P. 

formulated the project and assisted on the analysis. All authors co-wrote and edited the 

manuscript. 

Chapter 5: Siranee Nuchitprasitchai, Michael C. Roggemann, and Joshua M. Pearce. 360 

Degree Real-time Monitoring of 3-D Printing Using Computer Vision Analysis of Two 

Camera Views (to be published). S.N. wrote the algorithm, performed all experiments and 

analyzed the results. M.R. and J.P. formulated the project and assisted on the analysis. All 

authors co-wrote and edited the manuscript. 

Each of these papers is presented in a chapter in the body of this dissertation. 
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Abstract 

Cameras are everywhere for security purposes and there are often many cameras installed 

close to each other to cover areas of interest, such as airport passenger terminals. These 

systems are often designed to have overlapping fields of view to provide different aspects 

of the scene to review when, for example, law enforcement issues arise.  However, these 

cameras are rarely, if ever positioned in a way that would be conducive to conventional 

stereo image processing.  To address this, issue an algorithm was developed to rectify 

images measured under such conditions, and then perform stereo image reconstruction. 

The initial experiments described here were set up using two scientific cameras to capture 

overlapping images in various cameras positons. The results showed that the algorithm was 

accurately reconstructing the three-dimensional (3-D) surface locations of the input 

objects.  

During the research an opportunity arose to further develop and test the algorithms for the 

problem of monitoring the fabrication process inside a 3-D printer.  The geometry of 3-D 

printers prevents the location of cameras in the conventional stereo imaging geometry, 

making the algorithms described above seem like an attractive solution to this problem.  

The emphasis in 3-D printing on using extremely low cost components and open source 

software, and the need to develop the means of comparing observed progress in the 

fabrication process to a model of the device being fabricated posed additional development 

challenges.  Inside the 3-D printer the algorithm was applied using two scientific cameras 

to detect the errors during the printing of the low-cost open-source RepRap style 3-D 

printer developed by the Michigan Tech’s Open Sustainability Technology Lab. An 



 

xx 

 

algorithm to detect errors in the shape of a device being fabricated using only one camera 

was also developed. The results show that a 3-D reconstruction algorithm can be used to 

accurately detect the 3-D printing errors.  

The initial development of the algorithm was in MATLAB. The cost of the MATLAB 

software might prevent it from being used by open-source communities. Thus, the 

algorithm was ported to Python and made open-source for everyone to use and customize. 

To reduce the cost, the commonly used and widely available inexpensive webcams were 

also used instead of the expensive scientific cameras. In order to detect errors around the 

printed part, six webcams were used, so there were 3 pairs of webcams and each pair were 

120 degrees apart. The results indicated that the algorithms are precisely detect the 3-D 

printing errors around the printed part in shape and size aspects. With this low-cost and 

open-source approach, the algorithms are ready for wide range of use and applications. 
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Chapter 1: Introduction 

1.1 Motivation 

Three-dimensional (3-D) image reconstruction from sets of two-dimensional (2-D) images 

using the stereovision technique has been an area of active research for many decades, and 

has been applied in many fields, such as medical imaging [1-2], robot navigation [3-4], 

image analysis [5-6], machine vision [7], and architecture [8-9]. In most cases, the 

geometries of the stereo cameras and the scene are carefully controlled to make the 

processing straightforward. In the most common configuration, the two cameras and the 

target are arranged in a simplified epipolar geometry.  In this case the camera positions are 

arranged so that horizontal lines in the two camera images result from the same points in 

the scene viewed from different perspectives [10-16].  When this is the case, the disparities 

needed to compute a 3-D image can be obtained from block matching applied in a 

horizontal line search manner.  In the simplified epipolar geometry the spatial scale of the 

two images is guaranteed to be the same, and the stereo reconstruction problem can be 

reduced to finding the disparities between corresponding points in the two images.  The 

corresponding points can be found with a manual, human in the loop approach [17-18], 

automated block-matching algorithms [19-21], gradient-based optimization [22-23], 

feature matching [24-27], dynamic programming [28-31], graph cuts [32-35], or belief 

propagation [36]. These techniques have been successfully demonstrated, and are 

commercially available products [37-38].  

The work presented here addresses the more general problem of stereo reconstruction when 

the camera-target geometry cannot be completely controlled. In this case the cameras are 
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not arranged in the conventional, simplified epipolar stereo imaging geometry. An example 

of this situation is crowd surveillance in an airport, where the cameras would have 

overlapping fields of view, but might not have matching physical parameters.   As a result, 

the image scales may be different, and the area where the images overlap may be 

uncontrolled and irregular. The geometry is illustrated in Figure 1.1. In this case the two 

cameras have 𝑥 and 𝑧-displacements from the simplified epipolar geometry, and the same 

𝑦-displacement; therefore, the images measured from identical cameras would be shifted 

and scaled differently, violating the condition of the simplified epipolar geometry, since 

for parallel cameras in the simplified epipolar geometry the image of any point must lie on 

the same horizontal line in each image.  When the cameras are not in the simplified epipolar 

geometry the images need to be rectified. Rectifying the images in stereovision is the step 

of transforming the measured images to lie in a common plane with a common spatial 

sampling. If two overlapping images of the same scene from a pair of cameras are aligned 

correctly, a conventional stereovision algorithm can be used to reconstruct the desired 3-D 

map of the surfaces in the scene. We propose a new approach for stereovision in this 

situation. Our approach uses the Scale Invariant Feature Transform (SIFT) [39-40] to find 

matching points between a pair of images, and using the RANdom SAmple Consensus 

(RANSAC) [41] to eliminate the wrong matching points. This information then is used to 

rescale and rectify the images. Next, a block-matching algorithm [42] is used to find the 

corresponding points in the left and in the right images of a stereo pair.  Finally, the 3-D 

surface location is found by using a set of equations generalized for the general epipolar 

geometry for the corresponding points.  
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Figure 1.1 Set up of two cameras for stereovision used in this study 

The main purpose of the rest of this chapter is to establish background information which 

is used throughout this dissertation.  The remainder of this chapter is organized as follows: 

theory regarding the camera model, stereo reconstruction in the simplified epipolar 

geometry, Scale Invariant Feature Transform (SIFT), RANdom SAmple Consensus, 

approach, summary of key results, and organization. 

1.2 Camera Model 

We now review the basic camera model for stereo reconstruction.  To reconstruct the 3-D 

images from sets of 2-D images knowledge of the camera parameters is required. The 

single thin lens camera is the simplest camera model that describes the mathematical 

relationship between the 3-D object points and the image points. In the thin lens model, the 

rays of light emitted from a point travel along paths through the lens, converging at a point 

behind the lens. In geometric optics, a ray passing through the center of a thin lens is called 

the chief ray, which is not deflected by the lens. The image is inverted in the image plane. 
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Figure 1.2 shows a chief ray in the thin lens camera model, except that the image plane is 

moved to the front of the lens instead of behind it, and in this case the image is not inverted. 

The perspective model explains the projection of an object point at location P to the point 

P′ where it is imaged as defined by a chief ray traced from P to P′ through the center of the 

lens. 

 

Figure 1.2 The equivalent of single thin lens camera geometry  

Inspection of Figure 1.2 shows that when a ray passes through the center of the aperture 

located at (0,0,0) and the notional image plane is located a distance 𝑓 in front of the lens, 

the projection of the object point 𝑃 at (𝑋, 𝑌, 𝑍) in an object space onto the image plane 

point 𝑃′ located at (𝑥, 𝑦) in the image plane. The image location (𝑥, 𝑦) is related to the 

object location (𝑋, 𝑌, 𝑍) by 

                  𝑥 =  𝑓𝑋 𝑍⁄                                                                  (1-1) 

    𝑦 = 𝑓𝑌/𝑍                                                                  (1-2)                                                        

Equations (1-1) and (1-2) show that the object location (𝑋, 𝑌, 𝑍) cannot be retrieved from 

the information in a single image, since there are three unknown variables (𝑋, 𝑌, 𝑍) with 
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only two measurements. In this paper, Equations (1-1) and (1-2) are applied in stereovision 

in order to calculate the object location points when the rays from each pair of 

corresponding points intersect at a common 3-D scene point. Finding the corresponding 

points in stereo image pairs is discussed next. 

1.3 Stereo Reconstruction in the Simplified Epipolar Geometry 

We now review the geometrical arrangement of stereo images measured in the simplified 

epipolar geometry. Figure 1.3 (a) shows a typical set up for a pair of stereo cameras where 

the cameras have only horizontal shift. Figure 1.3 (b) shows how the location of the image 

of the same point appears in both images, where 𝑐𝑙 and 𝑐𝑟 are the image centers for the left 

and the right images respectively, 𝑂𝑙 and 𝑂𝑟 are the camera centers for the left and the right 

cameras respectively, 𝑥𝑙 and 𝑥𝑟 are the image locations of 𝑃 in the left and the right images 

respectively, 𝑇 is the horizontal distance between the two cameras, 𝑓 is the focal length, 

and 𝐴 is the distance between the object point and the cameras.  

                           

                  (a) Stereo camera geometry                             (b) Triangular geometry 

Figure 1.3 Stereovision in the epipolar geometry 

The disparity value 𝑑 is the difference in the position of two points between the left and 

the right image planes where the right image is the reference image, which is  
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 𝑑 = 𝑥𝑟 − 𝑥𝑙                                                                  (1-3)   

Each corresponding points in a pair of images are minimum disparity value over the search 

region. After finding all corresponding points, the disparity map is created. The disparity 

map is an image where every pixel contains the disparity value of each corresponding 

points. From similar triangles in Figure 1.3 (b), the depth information 𝑍 for an object point 

is calculated by 

𝑍 = (𝑇 ∗ 𝑓)/𝑑                                                                  (1-4)  

Equations (1-1) and (1-2) are used to calculated the 𝑋, 𝑌 information for the object point 

given by 

𝑋 = (𝑥𝑙 ∗ 𝑍)/𝑓                                                                  (1-5) 

𝑌 = (𝑦𝑙 ∗ 𝑍)/𝑓                                                                  (1-6) 

where 𝑇 is the horizontal distance between the two cameras, 𝑓 is the focal length, (𝑥𝑙 , 𝑦𝑙) 

is the image locations of 𝑃 in the left image, and 𝑑 is the disparity value. 

Finding the corresponding points in the pairs of images is the key to successful stereovision 

reconstruction. We assume that the stereo images are rectified, which means that the 

corresponding lines are horizontal and on the same height in the left and the right images.  

Block-matching is one of the techniques to find the corresponding points between the left 

and the right images. A widely used block-matching algorithm is the Sum of Absolute 

Difference (SAD) [42]. In equation (1-7), the SAD is calculated by taking the absolute 

difference between   each pixel in a square block of certain size around the interested pixel 

http://en.wikipedia.org/wiki/Absolute_difference
http://en.wikipedia.org/wiki/Absolute_difference
http://en.wikipedia.org/wiki/Pixel


 

 

7 

 

in the right image (reference image) and finding the corresponding pixel within the square 

block in the left image, while moving along the corresponding scan line or the search 

region. For each pixel in the right image, there should be only one best pair of 

corresponding points between the left and the right images when the value of the SAD is 

minimum over the search region. The calculation is repeated for each pixel in the right 

image until all corresponding pixels in the left image are found. 

argmin
𝑥𝑙,𝑦𝑙∈𝑆𝑅

SAD(𝑥𝑙 , 𝑦𝑙 , 𝑥𝑟, 𝑦𝑟) = ∑ ∑ |𝐼𝑙(𝑥𝑙 + 𝑖, 𝑦𝑙 + 𝑗) − 𝐼𝑟(𝑥𝑟 + 𝑖, 𝑦𝑟 + 𝑗)|
(

𝐵−1

2
)

𝑖=(−
𝐵−1

2
)

(
𝐵−1

2
)

𝑗=(−
𝐵−1

2
)

     (1-7) 

where 𝐵 is the block size, 𝑆𝑅 is the search region, (𝑥𝑙 , 𝑦𝑙) is the candidate corresponding 

pixel in the left image, (𝑥𝑟 , 𝑦𝑟) is the interested pixel in the right image, 𝐼𝑙 and 𝐼𝑟 are the 

pixel intensities in the left and the right images, respectively. 

1.4 Scale Invariant Feature Transform (SIFT) 

We now describe the SIFT [40] algorithm and its application here to the problem of 

rectifying images when the cameras are not in the simplified epipolar geometry. 

Developing methods for working with cameras in more general geometries will 

significantly expand the physical camera arrangements from which three-dimensional 

information can be extracted. The use of a generalized camera geometry complicates the 

correspondence problem by requiring one of the images to be rescaled and to be rectified. 

In this section, we discuss the use of the SIFT algorithm to address these problems.  Here, 

the SIFT algorithm is applied to find the matching points between the stereo images when 

a pair of stereo images have different scales. The matching point information is used to 

rescale one of the images. After the pair of stereo images has the same scale, the SIFT 
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algorithm is reused to find matching points between the stereo images. The new matching 

point information is used to rectify the images, and then the 𝑆𝐴𝐷 algorithm is used to 

compute the disparities. The SIFT algorithm consists of four steps: scale-space extrema 

detection, key point localization, orientation assignment and key point descriptor. 

The first step of the SIFT algorithm is scale-space extrema detection.  To create the scale-

space of an image, the Difference of Gaussian (DoG) images is computed as an 

approximation of scale invariant of the Laplacian of Gaussian from the difference of two 

nearby scales separated by a constant number 𝑘. The DoG images are given by 

𝐷(𝑙,𝑛)(𝑥, 𝑦, 𝜎) = (𝐺(𝑥, 𝑦, 𝑘(𝑛)𝜎) − 𝐺(𝑥, 𝑦, 𝑘(𝑛−1)𝜎)) ∗ 𝐼(𝑥, 𝑦)                       (1-8) 

𝐺(𝑥, 𝑦, 𝜎) =  
1

2𝜋𝜎2 𝑒−(𝑥2+𝑦2)/2𝜎2
                                         (1-9) 

where 𝐷(𝑙,𝑛)(𝑥, 𝑦, 𝜎) is DoG, 𝑘 is a constant multiplicative factor, 𝑙 is the level number, 𝑛 

is the scale space image range [1, 𝑠 + 2] which 𝑠 =  log𝑘2, 𝜎 is the scale parameter, 

𝐺(𝑥, 𝑦, 𝜎) is a variable-scale Gaussian kernel, 𝐼(𝑥, 𝑦) is a grey-level input image, and * is 

the convolution operation. 

After the DoG images are calculated, all locations and scales are processed to find key 

point candidates. The key point candidate is a pixel where it is the greatest or least of all 

neighboring points. In 3-by-3 sub-regions, a key point candidate is found by comparing its 

to eight neighbors in the current DoG image, and nine neighbors in the above and the below 

DoG images. 



 

 

9 

 

The next step of the SIFT algorithm is key point localization. Not all key point candidates 

are useful as features because some of them have low contrast, or lie along an edge. Thus, 

some key point candidates are rejected to increase the efficiency and robustness of the 

algorithm by using a Taylor expansion. The Taylor expansion for the DoG image is given 

by 

𝑆(𝑋) = 𝐷 +
𝜕𝐷𝑇

𝜕𝑋
𝑋 +  

1

2
𝑋𝑇 𝜕2𝐷𝑇

𝜕𝑎2
𝑋                                         (1-10) 

where 𝑆(𝑋) is the Taylor expansion for the DoG image, 𝐷 is the DoG, and  𝑋 = (𝑥, 𝑦, 𝜎)𝑇 

is the current key point candidate. 

The location of extremum is calculated by taking the derivative of Equation (1-10) with 

respect to 𝑋 and setting it to zero, giving 

�̂� =  − (
𝜕𝑇

𝜕𝑋
) (

𝜕2𝑇

𝜕𝑋2
)

−1

                                                     (1-11) 

where �̂� is the location of extremum. If  �̂�> 0.5 in any dimension, then it means that the 

extremum lies closer to a different key point.  

The low contrast key points are rejected when  |𝑆(�̂�)| < 0.03. The low contrast key point 

is calculated by substituting equation (1-11) into (1-10), giving 

𝑆(�̂�) =  𝐷 +  
1

2

𝜕𝐷𝑇

𝜕𝑋
�̂�                                                      (1-12) 

To increase stability, key point candidates that lie along an edge need to be rejected. If 

Ratio >  (𝑟 + 1)2/ 𝑟 when the SIFT uses r =10 then the key point candidate is deleted 

because it lies along the edge. Ratio is calculated by 
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                              Ratio =  
Tr(H)2

Det(H)
                                                               (1-13) 

where Tr(H) is the Trace of Hessian Matrix and Det(H) is the Determinant of Hessian 

Matrix. They are given by 

Tr(H) =  𝐷𝑥𝑥 +  𝐷𝑦𝑦                                                      (1-14)                                       

       Det(H) =  𝐷𝑥𝑥 𝐷𝑦𝑦 −  (𝐷𝑥𝑦)2                                          (1-15)    

where 𝐷 is the DoG and H is the Hessian Matrix in which second order partial of derivatives 

are estimated by taking differences of neighboring sample points (i.e. 𝐷𝑥𝑥 is second order 

partial of derivatives of 𝑥), which it is given by 

                                           H =  [
𝐷𝑥𝑥    𝐷𝑥𝑦

𝐷𝑥𝑦    𝐷𝑦𝑦
]                                                     (1-16)  

The following step of the SIFT algorithm is orientation assignment by using accurate key 

points which have been tested to be scale invariance from the previous step. Each key point 

is assigned both gradient magnitudes and gradient orientations from the Gaussian blurred 

image to provide one or more orientations’ invariance. The gradient orientations of the 

neighborhood pixels are then accumulated together in a histogram bar, which is divided 

into a 36-histogram bar. The gradient magnitude and the gradient orientation are calculated 

by 

𝑚(𝑥, 𝑦) = √(𝐿(𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦)2 + (𝐿(𝑥, 𝑦 + 1) − 𝐿(𝑥, 𝑦 − 1)2              (1-17) 

𝜃(𝑥, 𝑦) = tan−1 (
(𝐿(𝑥,(𝑦+1)−(𝐿(𝑥,𝑦−1))

(𝐿(𝑥+1,(𝑦)−(𝐿(𝑥−1,𝑦))
)                                            (1-18) 
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where 𝑚(𝑥, 𝑦) is the gradient magnitude, 𝜃(𝑥, 𝑦) is the gradient orientation which ranges 

from 0 to 360 degrees, and 𝐿(𝑥, 𝑦, 𝑘𝜎) is the Gaussian-smoothed image blurred given by  

𝐿(𝑥, 𝑦, 𝑘𝜎) =  𝐺(𝑥, 𝑦, 𝑘𝜎) ∗ 𝐼(𝑥, 𝑦)                                              (1-19) 

𝐺(𝑥, 𝑦, 𝑘𝜎) =  
1

2𝜋𝑘𝜎2 𝑒−(𝑥2+𝑦2)/2𝑘𝜎2
                                              (1-20) 

where 𝐺(𝑥, 𝑦, 𝜎) is a variable-scale Gaussian kernel, 𝜎 is the scale parameter, 𝑘 is a 

constant multiplicative factor, 𝐼(𝑥, 𝑦) is a grey-level input image, and * is the convolution 

operation. 

The final step of the SIFT algorithm is a key point descriptor. After the orientation 

assignment, each key point includes details about an image location, scale, and orientation, 

which are described by 16-by-16 windows.  To identify each key point correctly, a unique 

key point descriptor needs to be created. When comparing two different images, key point 

descriptors are never exactly the same. In order to create the key point descriptors, 16-by-

16 window of each key point are divided into sixteen 4-by-4 windows. For each 4-by-4 

window, there are 16 orientation samples, which result in an 8-histogram bar and each bar 

has a range of 45 degrees. Therefore, from 16 orientation samples with 4-by-4 windows, 

dimensional vectors are created and are equal to 128. This feature vector is a unique key 

point descriptor. 

1.5 RANdom SAmple Consensus (RANSAC) 

To improve reconstructing a 3-D image, RANSAC [41] is applied to eliminate incorrect 

matching points after using SIFT. RANSAC is a learning technique to estimate the 

parameters of a mathematical model from SIFT’s matching points data. First of all, we 
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need to find a mathematical model that fits to the set of hypothetical correct matching 

points. While estimating the parameters of a mathematical model, the outlier data is found 

when data does not fit the model because of an extreme value of the noise, erroneous 

measurement, or incorrect hypotheses about the interpretation of the data. The algorithm is 

an iterative method that consists of two steps. The first step is randomly selected a data 

subset from the original data. A fitting model and the corresponding model parameters are 

computed using only the selected data set. Secondly, all other data except selected data set 

are tested. If it does not fit the fitting model, a data element is considered as an outlier. The 

algorithm repeats these two steps until the algorithm reaches the maximum number of 

iterations allowed. Finally, the model that has the largest inliers would be used to eliminate 

the outlier. 

1.6 Approach 

In this dissertation, I develop triangulation-based geometric equations for reconstructing 

3-D images. The triangular geometry based on the relaxed camera position is shown in 

Figure 1.4. The experiment is set up to test the algorithm by using two cameras. First, the 

images of the scenes with and without the target object are be acquired with the left and 

the right cameras respectively to allow the background to be removed, allowing us to do 

detailed engineering analysis of the output later in the paper. Our objective is to represent 

only the target object with the 3-D image reconstruction for demonstration process, and to 

assess performance.  The SIFT and RANSAC algorithm is then used to find a set of 

matching points in order to rescale and to rectify the images. Next, a set of 3-D point 

positions in an object space is calculated for each pixel between two rectified stereo images 

by using a block-matching algorithm and a derived set of equations for the geometry. 
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Finally, the 3-D images are reconstructed from the set of 3-D point positions.  

      

a)                                                                            b) 

Figure 1.4 Triangular geometry 

(a) both optical axis of cameras is parallel 

(b) the optical axis of the left camera is rotated around the 𝑦-axis 

1.7  Summary of Key Results 

In this dissertation, the triangulation-based geometric algorithm was developed for 3-D 

reconstruction from 2-D overlapping images with two relaxed scientific camera positioning 

requirements. This algorithm exploited the SIFT and RANSAC techniques to rescale and 

rectify the stereo images, and the SAD block matching was applied to find the 

corresponding points between the left and the right images which were inputs for the 

triangulation-based geometric algorithm. This algorithm was tested with four different 

experiments: both cameras were parallel in the 𝑧-axis and the left camera was moved 

forward, both cameras were parallel in the 𝑧-axis and the left camera was moved backward, 

the left camera was rotated clockwise around the 𝑦-axis and was moved forward, and the 
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left camera was rotated clockwise around the 𝑦-axis and was moved backward. The 3-D 

reconstruction results show that the algorithm could be used to extract the 3-D information 

with high accuracy with RMSE = 1.265. 

An opportunity arose in the monitoring of the failed 3-D printing in self-replicating rapid 

prototype (RepRap) 3-D printers research area, and this algorithm was improved and tested 

with the low-cost open-source RepRap 3-D printer developed by the Michigan Tech’s 

Open Sustainability Technology Lab. To improve reliability of error detection, the 

algorithm to detect the shape error had been added to the approach. The results showed that 

these algorithms can detect failed printing close to 100%.  

To make the approach a low-cost and open source reliable monitoring, the code is 

converted from MATLAB to Python, and it was tested with three pair of webcams setup 

around the printed part with 120 degrees apart. The quality of this approach using in 

experiments showed that the system was capable of a 100% rate for failure and error 

detection with 3X faster computation time for the shape technique comparing with code 

written in MATLAB.  

1.8 Organization 

The remainder of this dissertation is comprised of content from the first journal articles 

published by the editors of International Journal of Modern Engineering Research (IJMER) 

and the other articles have been completed and will be published. Chapter 2 is derived from 

“An Algorithm for Reconstructing Three Dimensional Images from Overlapping Two-

Dimensional Intensity Measurements with Relaxed Camera Positioning Requirements” 

which was published online September, 2016, in International Journal of Modern 
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Engineering Research (IJMER).  The paper provides the algorithm to reconstruct 3-D 

images for relaxed camera positions in MATLAB then applied for detecting an error in 3-

D printing describe in chapter 3. The content in chapter 3 will be published under the title 

“Factors Effecting Real Time Optical Monitoring of Fused Filament 3-D Printing.” To 

make this faster and open for everyone, the algorithm and the shape algorithm is ported to 

Python. The shape technique for single camera setup can be found in chapter 4. The content 

in chapter 4 will be published under the title “An Open Source Algorithm for 

Reconstructing 2-D Images of 3-D object being Fabricated for Low-cost, Reliable Real-

Time Monitoring of FFF-based 3-D Printing.” In chapter 5, the 3-D reconstruction 

technique for double camera setup is described and will be published under the title “360 

Degree Real-time Monitoring of 3-D Printing Using Computer Analysis of Two Camera 

Views.” 
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Chapter 2: An Algorithm for Reconstructing Three 

Dimensional Images from Overlapping Two-Dimensional 

Intensity Measurements with Relaxed Camera Positioning 

Requirements1 

2.1 Abstract 

This paper proposes and demonstrates an algorithm to generate three-dimensional (3-D) 

reconstructions using images from a stereo vision of two-dimensional (2-D) surveillance 

camera without calibration. In the surveillance of public environment, the cameras are not 

set up for a binocular stereo system for a 3-D reconstruction, but here they can be used 

when there is an overlapped scene. When the field of view of multiple cameras overlap, 

the potential exists for computing the 3-D location of surfaces in the overlapping regions 

of the images. In this paper, we apply the Scale Invariant Feature Transform (SIFT), the 

RANdom SAmple Consensus (RANSAC), and the Sum of Absolute Differences (SAD) to 

reconstruct 3-D image from two overlapping images. The camera parameters and the 

geometry of the cameras are known; however, they do not correspond to conventional 

stereo image measurements. The process consists of two steps: image preparation and 3-D 

reconstruction. Image preparation involves rescaling, rectifying, and finding the 

corresponding points between the left and the right stereo images.  The SIFT and the 

RANSAC algorithm are applied to find the difference of object size between the images 

and then to rescale and rectify the images. The corresponding points on the two images are 

                                                 
1 This chapter has been published as an article in International Journal of Modern Engineering Research 

(IJMER). Citation: Nuchitprasitchai S, Roggemann M, & Havens T (2017). An Algorithm for 

Reconstructing Three Dimensional Images from Overlapping Two Dimensional Intensity Measurements 

with Relaxed Camera Positioning Requirements. IJMER, 6(9):69–81. Available online September 2016 
http://www.ijmer.com/papers/Vol6_Issue9/Version-2/J9226981.pdf.  
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found with a block matching method using the SAD technique. For 3-D reconstruction, a 

set of prototype geometric equations is introduced to calculate the 3-D locations (x,y,z) for 

each corresponding point. This algorithm for 3-D reconstruction was evaluated using 

different camera geometries, and using different objects. The results show that the target 

dimension estimated from the 3-D images has a small Root-Mean-Square-Error (RMSE) 

as compared to the actual dimension of the target. 

2.2 Introduction 

Security has become more important in both private and public areas. Camera surveillance 

systems are widely used for security purposes [1-5].  In order to cover the area of interest, 

there are often multiple cameras present that have overlapping fields of view. These digital 

images of the same scene can be used to extract three-dimensional (3-D) information of 

the objects in the overlapping fields of view, such as the height of the person, the size of 

an object in that scene, or object distance [6-9]. 3-D image reconstruction from sets of two-

dimensional (2-D) images using stereo vision has been an area of active research for many 

decades, and has been applied in many fields, such as medical imaging [10], robot 

navigation [11], image analysis [12], machine vision [13], and architecture [14]. In most 

cases, the geometry of the stereo cameras and the scene are carefully controlled to make 

the processing straightforward. In this geometry, the spatial scale of the two images is 

guaranteed to be the same, and the stereo reconstruction problem is straightforward [15]. 

In stereo vision, disparities between corresponding points in the two images can be found 

by using the following techniques: block-matching [16], gradient-based optimization [17], 

feature matching [18], dynamic programming [19], graph cuts [20], and belief propagation 

[21]. These techniques have been successfully demonstrated, and are used in commercially 
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available products when the camera and the target geometries can be controlled.  

In this paper, we propose a triangulation method based on the SIFT algorithm as a means 

of expanding the range of camera geometries from which 3-D information can be extracted. 

Our camera geometries are more flexible compared to standard stereo vision [22]. The 

optical axes of the cameras do not need to be parallel and the cameras do not need to have 

the same distance from object. The 3-D reconstruction process consists of two steps: 

preparing the images and reconstructing the 3-D image. For the first step, the Scale 

Invariant Feature Transform (SIFT) [23] is applied to rescale and rectify the images. Some 

candidate matching points output by SIFT are incorrect, and including them in subsequent 

processing has negative effects on the 3-D image reconstruction. These incorrect matching 

points (outliers) are eliminated by using the RANdom SAmple Consensus (RANSAC) 

algorithm [24]. RANSAC is an iterative method to create a mathematical model fit to 

remove outlier data.  In the next step, the Sum of Absolute Differences (SAD) block 

matching technique [25, 26] is used to find the corresponding points between the left and 

the right images. Triangulation-based geometric equations are used to calculate the 3-D 

location of each corresponding point. This 3-D data may be used to extract detailed shape 

information of objects in the scene. A comparison of the 3-D information with 

measurements of the target shows that the result is accurate to within small errors on the 

order of a few centimeters. The errors are evaluated more completely in the experimental 

section. 

The remainder of the paper is organized as follows. Image preparation and triangulation-

based geometric 3-D reconstruction regarding the proposed geometry, our approach for 
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calculating the 3-D object point locations, is presented in Section 2. Experimental results 

showing 3-D image reconstructions and the errors between the actual size of the object and 

the measured size of the object are presented in Section 3. Conclusions are discussed in 

Section 5. 

2.3 Image Preparation and Triangulation-Based Geometric 3-D 

Reconstruction 

Our approach is to extracting 3-D information from 2-D overlapping images taken by two 

cameras that do not need to be on the same baseline, and do not need to be parallel like the 

standard stereo vision [22]. The cameras can also be rotated around the axes and have the 

different distance from the object. The different distances from the object results in that 

the camera positions may have 𝑧-axis displacement from each other; so, the cameras do 

not need to be on the epipolar line as in conventional stereo vision. For example, the left 

camera can be closer to the object than the right camera, or vice versa.  The 3-D model is 

created by finding pixels in one 2-D image that can be identified as originating from the 

same point in another 2-D image. This is referred to as the correspondence problem [27] 

in stereo reconstruction. To solve the correspondence problem, 2-D images need to be 

prepared using SIFT, RANSAC, and SAD.  This preparation is now explained. 

2.3.1 Image Rescaling and Rectification 

We employ a camera model based on the single thin lens camera. The single thin lens 

camera [22] describes the mathematical relationship between the 3-D object points and the 

image points. In the thin lens model, the rays of light emitted from a point travels along 

paths through the lens, converging at a point behind the lens. In geometric optics, a ray 
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passing through the center of a thin lens is called the chief ray, which is not deflected by 

the lens. The image is inverted in the image plane. Figure 2.1 shows a chief ray in the thin 

lens camera model, except that the image plane is moved to the front of the lens instead of 

behind it, and in this case the image is not inverted. The perspective model explains the 

projection of an object point at location P to the point P′, where it is imaged as defined by 

a chief ray traced from P to P′ through the center of the lens. 

 

 

Figure 2.1 The equivalent of single thin lens camera geometry 

 

We apply the equivalent of single thin lens camera geometry from Figure 2.1 to the 

geometry shown in Figure 2.2. The left and the right camera positions have 𝑧-axis 

displacement as shown in Figure 2.2 (a) when both optical axis of cameras are parallel and 

in Figure 2.2 (b) when the optical axis of the left camera is rotated around the 𝑦-axis; 

therefore, the target objects in the left and the right images have different scales and 

aspects. 
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b)                                                                            b) 

Figure 2.2  Triangular geometry 

(a) both optical axis of cameras is parallel 

(b) the optical axis of the left camera is rotated around the 𝑦-axis 

 

Here, the SIFT algorithm [23] is applied to find the matching points between stereo images 

when a pair of stereo images have different translation and scales. However, there can be 

many incorrect matching points or outliers in the result of SIFT that will cause problems 

for the 3-D reconstruction unless some means of correcting for this effect is implemented. 

Here we use the RANSAC [24] algorithm to eliminate incorrect matching points after using 

SIFT. 2-D intensity from the left and the right images saved in 2-D array are used in the 

SIFT algorithm to find the matching points and then the matching point information is 

filtered by the RANSAC algorithm to eliminate the outliers.  The remain matching point 

information is used to rescale one of the images. After the pair of images have the same 

scale, the SIFT and the RANSAC algorithms are used again to find correct matching points 

between the images. The new matching point information is used to rectify one of the 
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images. In this paper, we used SIFT and RANSAC code from an open source library called 

VLFeat [28]. Now both left and right images are ready to find the corresponding pixel in 

the next step. 

2.3.2 Sum of Absolute Difference Algorithm 

From a rescaled and rectified image pair, we acquire corresponding points by employing a 

block-matching algorithm using the SAD algorithm [25, 26]. The SAD value is computed 

by 

argmin
𝑥𝑙,𝑦𝑙∈𝑆𝑅

SAD(𝑥𝑙 , 𝑦𝑙 , 𝑥𝑟, 𝑦𝑟) = ∑ ∑ |𝐼𝑙(𝑥𝑙 + 𝑖, 𝑦𝑙 + 𝑗) − 𝐼𝑟(𝑥𝑟 + 𝑖, 𝑦𝑟 + 𝑗)|
(

𝐵−1

2
)

𝑖=(−
𝐵−1

2
)

(
𝐵−1

2
)

𝑗=(−
𝐵−1

2
)

 ,   (2-1) 

where 𝐵 is the block size, 𝑆𝑅 is the search region, (𝑥𝑙 , 𝑦𝑙) is the candidate corresponding 

pixel in the left image, (𝑥𝑟 , 𝑦𝑟) is the interested pixel in the right image, and 𝐼𝑙 and 𝐼𝑟 are 

the pixel intensities in the left and the right images, respectively. 

In Equation (1), SAD is calculated by taking the absolute difference between each pixel in 

a square block of certain size around the pixel of interest in the right image (reference 

image) and finding the corresponding pixel within the square block in the left image, while 

moving along the corresponding scan line or the search region. There should be only one 

best pair of corresponding points between the left and the right images that are determined 

when the value of SAD is minimum over the search region. When each pair of 

corresponding points between the left and the right images is found, the 3-D object point 

will be calculated as described in the next step until cover all corresponding points.  

 

http://en.wikipedia.org/wiki/Absolute_difference
http://en.wikipedia.org/wiki/Pixel
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2.3.3 Depth of Triangulation 

The typical stereo vision system [22] is set up with two cameras positioned parallel to each 

other, observing an object placed along the axis perpendicular to a line connecting the 

cameras, and centered between the cameras. In this case, the standard stereo vision 

geometry yields a straightforward result for finding the 3-D object points from stereo 

images. However, in a security system, the camera positions are relaxed. It will not always 

be in the parallel position, and the target will not always be on a line bisecting the cameras. 

In these cases, the requirements of the standard stereo vision geometry will not be satisfied. 

Here, we propose a new approach for reconstructing a 3-D image from a pair of cameras 

that are not parallel, while some parts of the images overlap with each other. Our method 

for calculating a set of 3-D object point positions is presented here with the geometry 

shown in detail in Figure 2.3. 

     

Figure 2.3  The relaxed camera positioning geometry 

(a) camera Positions (b) triangular geometry 
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In Figure 2.3 (b), the optical axes of both cameras are parallel but the camera positions 

have 𝑧-axis displacement. The left camera is closer to the object than the right camera. 

Each best pair of corresponding points between the left and the right images from the last 

step will be used to calculate each 3-D object point here. The angle between the interest 

point and the camera position in 𝑥-axis in the left and in the right images, 𝜑𝑙 and 𝜑𝑟, are 

calculated by 

𝜑𝑙 =   
𝜋

2
−  

𝛼𝑙

2
        and      𝜑𝑟 =  

𝜋

2
− 

𝛼𝑟

2
  ,                                    (2-2) 

where 𝛼𝑙 and 𝛼𝑟 are the angle between the optical axis and the interested point in the left 

and in the right images as calculated by 

𝛼𝑙

2
=   tan−1 (

𝑑𝑙

2∗𝑓𝑙
  )     and     

𝛼𝑟

2
=   tan−1 (

𝑑𝑟

2∗𝑓𝑟
 ) ,                            (2-3) 

where 𝑓𝑙 and 𝑓𝑟 are the focal length of the lens of the left and the right camera, and 𝑑𝑙 and 

𝑑𝑟 are the size in the left and the right image from the middle of the image to the interested 

point as calculated by 

𝑑𝑙

2
= ( 𝑥𝑙 −

𝑤𝑙

2
 )×𝜗𝑙       and      

𝑑𝑟

2
= ( 

𝑤𝑟

2
−  𝑥𝑟 )×𝜗𝑟 ,                        (2-4) 

where 𝑥𝑙 and 𝑥𝑟 are the points of interest in the left and the right image that represents point 

𝑃 of the object, 𝑤𝑙 and 𝑤𝑟 are the width of the left and the right image size, and 𝜗𝑙 and 𝜗𝑟 

are the pixel size of the left and the right image. 

In another case of the relaxed camera position, the cameras are moved arbitrarily as shown 

in Figure 2.4. From Figure 2.3 (b), when the left camera is rotated 𝜃 degrees clockwise 
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around the 𝑦-axis, the triangular geometry would be changed as shown in Figure 2.4 (a). 

The additional geometric considerations to accommodate this situation are as follows. 

    

Figure 2.4   Triangular geometry used in calculations after rotating the left camera  

(a) before rescaling the image, and (b) after rescaling the image 

 

From Figure 2.4 (b), after rescaling, the new left camera position 𝐶𝑙,𝑛𝑒𝑤 is calculated by 

 𝐶𝑙,𝑛𝑒𝑤  =     𝑇2 ∗ 𝑅𝑦 ∗ 𝑇1 ∗ 𝐶𝑙,𝑜𝑙𝑑,                                                       (2-5)   

where 𝐶𝑙,𝑛𝑒𝑤 =  [
𝐶𝑙,𝑛𝑒𝑤,𝑥

𝐶𝑙,𝑛𝑒𝑤,𝑧

1

], 𝐶𝑙,𝑜𝑙𝑑 =  [
𝐶𝑙,𝑜𝑙𝑑,𝑥

𝐶𝑙,𝑜𝑙𝑑,𝑧

1

], and𝑅𝑦 is the rotation matrix around the 𝑦-

axis with a rotation of 𝜃 degrees, 𝑇1 is the translation matrix from the original left camera 

position to the origin, and 𝑇2 is the translation matrix from the origin back to the origin of 

the left camera position.  

For each best pair of corresponding points, a 3-D object point is calculated. When the left 

camera is rotated 𝜃 degrees, Equation (2-2) needs to be altered to  

𝜑𝑙 =   
𝜋

2
− 

𝛼𝑙

2
 + 𝜃      and      𝜑𝑟 =  

𝜋

2
−  

𝛼𝑟

2
,                                   (2-6) 
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where 𝜑𝑙 and 𝜑𝑟 are the angle between the interest point and the camera position in the left 

and in the right images, 𝛼𝑙 and 𝛼𝑟 are the angle between the optical axis and the interested 

point in the left and in the right images as calculated from Equations (3-4), and 𝜃 is the 

degree of the left camera rotation. 

𝐷1 and 𝐷2 are calculated by 

𝐷1 =  (𝑏1× sin(𝛽𝑟)) sin 𝜙⁄ ,                                         (2-7)    

𝐷2 =  (𝑏1× sin(𝛽𝑙)) sin 𝜙⁄ ,                                         (2-8) 

where 𝜙 is calculated by 

𝜙 =  𝜋 − 𝛽𝑙 − 𝛽𝑟,                                               (2-9) 

and 𝛽𝑙 =  𝜑𝑙 + 𝜔 and 𝛽𝑟 =  𝜑𝑟 − 𝜔.   The quantity 𝜔 is calculated by 

𝜔 =  sin−1( (𝐴× sin( 𝜋 2⁄ )) 𝑏1⁄ ),                                (2-10)  

where 𝑏1 =  √𝐴2 + 𝑏2
2 ;  𝐴 = 0 after rescaling because both camera positions became 

parallel in virtual scene.  

The 𝑋 and 𝑍 information for object points are calculated by 

𝐷1 =  √(𝐶𝑙𝑥 − 𝑋)2 + (𝐶𝑙𝑧 − 𝑍)2,                                  (2-11) 

𝐷2 =  √(𝐶𝑟𝑥 − 𝑋)2 + (𝐶𝑟𝑧 − 𝑍)2.                                 (2-12)  
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Figure 2.5  Height triangular geometry 

 

From Figure 2.5, the 𝑌 information for each object point from the left camera is 

calculated by 

𝑌 =  (𝑦/𝑓𝑙)×𝑍,                                                  (2-13) 

𝑦 =  ((ℎ/2) − 𝑦𝑙)×𝜗𝑙,                                           (2-14)   

where 𝑓𝑙 is the focal length of the left camera, 𝑍 is the depth value from point 𝑃 of the 

object to 𝐶𝑙, ℎ is the height of the left image size (height by width), 𝑦𝑙 is the image point 

in the left image that represents the location of 𝑃, and 𝜗𝑙 is the pixel size of the left image. 

The 𝑌 information for the object point can be calculated by using the parameters of the 

right camera in the same way. 

The object point (𝑋, 𝑌, 𝑍) calculation is repeated until all corresponding pixels are 

calculated. Finally, the 3-D images were displayed from the set of 3-D object points using 

a 3-D scatter plot in MATLAB. 
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2.4 Experimental Results 

In this section, we describe experiments to demonstrate 3-D image reconstruction using the 

geometry described in Section 3. The cameras used in this study were two identical 1394a 

Firefly MVs, with an image size of 480-by-640 (height-by-width), pixel size 𝜗=6 𝜇𝑚 with 

square pixels, and a focal length of 16.6 𝑚𝑚. The left and the right camera positions had 

𝑧-axis displacement as shown in Figure 2.3 when both cameras were parallel and in Figure 

2.4 when one camera was rotated around the 𝑦-axis; therefore, the target objects in the left 

and the right images had different scales and aspects. In order to rescale and to rectify the 

target object in the image, the SIFT algorithm was used to find a set of matching points 

between the left and the right gray scale images. Color images needed to be converted to 

be gray scale images before using the SIFT algorithm. The output of SIFT was passed on 

to RANSAC to find and to exclude outliers from the matching set originally generated by 

SIFT.  Next, a set of 3-D point positions in object space was calculated for each pixel 

between two rectified images. To find the corresponding pairs, a block-matching algorithm 

with the 𝑆𝐴𝐷 in Equation (1) was used with a 67x67 block size and  ±15 pixels of search 

region size. After the corresponding points were found in the left image (𝑥𝑙 , 𝑦𝑙) and in the 

right image (𝑥𝑟 , 𝑦𝑟), the object points (𝑋, 𝑌, 𝑍) were calculated by using Equations (2) -

(14). Finally, the 3-D image was reconstructed from the set of 3-D object points.  

To setup the experiment, there were two different conditions for the cameras’ settings. The 

first condition is that both cameras remained parallel in the 𝑧-axis, whereas the second 

condition is that the left camera was rotated 𝜃 degrees clockwise around the 𝑦-axis and the 

right camera remained the same. For each condition, the left camera was both moved 
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forward and backward compared to the right camera’s position. In the four camera settings, 

the right camera position was referenced at 𝐶𝑟= (0, 0, 0) and both cameras were positioned 

at the same height. The four experiment set ups are shown in Figure 2.6.  

                     

                                a)                                   b) 

                   

                    c)                                                        d)   

Figure 2.6  Four experiment setups from top view 

(a) both cameras were parallel in the 𝑧-axis and the left camera was moved forward. 

(b) both cameras were parallel in the 𝑧-axis and the left camera was moved backward. 

(c) the left camera was rotated 7 degrees clockwise around the 𝑦-axis and was moved 

forward. 

(d) the left camera was rotated 4.5 degrees clockwise around the 𝑦-axis and was moved 

backward. 
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The 3-D images were reconstructed from each pair of images taken from all for camera 

scenarios. Images were taken of five different objects in four experiments. The five objects 

were a jar, a fox, two dolls, an engine model, and a pyramid. There were two examples 

where the 3-D images were looked at from multiple viewpoints as shown in Figures 2.7 

and 2.8. All 3-D image reconstructions created from 2-D images of the five objects in 

different conditions and cases are shown in Figures 2.9-2.12. The error between the object 

actual size and 3-D image reconstructions for all cases of different objects are calculated 

and shown in Table 2.1.  

 

                    a)              b)              c) 

Figure 2.7   3-D pyramid image from different viewpoints 

 

                    a)      b)                    c) 

Figure 2.8   3-D jar image from different viewpoints 
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Figures 2.7 and 2.8 showed that the result of reconstruction of the pyramid and jar from 

different viewpoints had discontinuous surfaces because of the quantization noise when the 

cameras captured the real world objects into the pixels of the digital images. These pixels 

could not represent the continuity of the surface of the objects. This is similar to when 

converting analog to digital. 
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a) b) 

      

b) d) 

 

e) 

Figure 2.9  Setup one: both cameras were parallel in the 𝑧-axis and the left camera was 

moved forward. 
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                a)                    b) 

     

           c)       d) 

 

e) 

Figure 2.10  Setup two:  both cameras were parallel in the 𝑧-axis and the left camera was 

moved backward. 
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              a)       b) 

          

             c)      d) 

 

e) 

Figure 2.11  Setup three: the left camera was rotated 7 degrees clockwise around the 𝑦-

axis and was moved forward. 
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                a)      b) 

  

                                c)      d) 

 

               e) 

Figure 2.12  Setup four: the left camera was rotated 4.5 degree clockwise around the 𝑦-

axis and was moved backward. 
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It can be noticed from Figures 2.9-2.12 that the 3-D images contain enough quality 3-D 

information to represent one side of the actual object. Table 2.1 shows the error values 

between the actual object size and 3-D image size for height and width for all conditions 

and cases.  Experiments were performed to evaluate the prototype 3-D geometry algorithm 

by using RMSE.  Table 2.2 shows RMSE measurement of object sizes between the actual 

size and the 3-D image size. There are some errors in 3-D reconstructions because there 

are incorrect matching points during block matching process. This can be attributed to 

errors in a search region—if the intensity of pixels is about the same, they will give similar 

results for SAD that lead to high probability of generating the incorrect matching points. 

Table 2.1 The error values between the actual object size and the 3-D image size (unit: cm) 

Object First condition Second condition 

Name Size 

First case Second case First case Second case 

3-D 

image 
Error 

3-D 

image 
Error 

3-D 

image 
Error 

3-D 

image 
Error 

Pyramid 

Height 16.5 13.9 2.6 13.76 2.74 16 0.5 14 2.5 

Width 10.5 10 0.5 9.05 1.45 11 -0.5 9.7 0.8 

Fox 

Height 10.5 8.78 1.72 8.9 1.6 10 0.5 9.6 0.9 

Width 10 9.8 0.2 9 1 11.5 -1.5 9.5 0.5 

Engine 

Height 9.5 8.76 0.74 8.98 0.52 7.6 1.9 9.21 0.29 

Width 11.5 10.24 1.26 9.7 1.8 9.4 2.1 10.96 0.54 

Doll 

Height 9.5 8.6 0.9 8 1.5 9.75 -0.25 8.89 0.61 

Width 6 6.1 -0.1 5.48 0.52 6.4 -0.4 6 0 

Jar 

Height 12 10.37 1.63 9.76 2.24 11.9 0.1 10.13 1.87 

Width 12 12 0 11 1 11 1 11.4 0.6 
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Table 2.2 Qualitative results for the 3-D images for all cases (unit:cm) 

First condition Second condition 

First case Second case First case Second case 

RMSE 1.249 1.588 1.106 1.12 

2.5 Conclusions 

In this study, we proposed a triangular geometry to calculate 3-D information objects. This 

set of equations were used with processed images when the two cameras had 𝑥 and 𝑧-

displacement shift, and when one camera was rotated around the 𝑦-axis. Therefore, a set 

of 3-D object points could be calculated.  

The findings of the study showed that the 3-D information captured in this manner has 

enough quality to represent one side of the actual object. The RMSE between the actual 

size and the measured 3-D image result in the first case when the left camera was moved 

backward for both conditions are less than the second case when the left camera was moved 

forward.  The average RMSE is equal to 1.265. The results indicated that our set of 

prototype geometric equations could be used to calculate the 3-D information that can build 

a 3-D image with high reliability.  
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Chapter 3: Factors Effecting Real Time Optical Monitoring of 

Fused Filament 3-D printing2 

3.1 Abstract 

This study analyzes a low-cost reliable real-time optimal monitoring platform for fused 

filament fabrication-based open source 3-D printing. An algorithm for reconstructing 3-D 

images from overlapping 2-D intensity measurements with relaxed camera positioning 

requirements is compared with a single camera solution for single side 3-D printing 

monitoring. The algorithms are tested for different 3-D object geometry and filament 

colors. The results showed that both algorithms with a single and double camera system 

were effective at detecting a clogged nozzle, incomplete project, or loss of filament for a 

wide range of 3-D object geometries and filament colors. The combined approach was the 

most effective and achieves 100 percent detection rate for failures. The combined method 

analyzed here has a better detection rate and a lower cost compared to previous methods. 

In addition, this method is generalizable to a wide range of 3-D printer geometries, which 

enables further deployment of desktop 3-D printing as wasted print time and filament are 

reduced, thereby improving the economic advantages of distributed manufacturing. 

3.2 Introduction 

As the Stratasys patent [1] expired on fused deposition modeling (FDM) in 2009, a more 

generalized form (fused filament fabrication (FFF)) enabled the self-replicating rapid 

prototyper (RepRap) 3-D printer project [2-4] to develop and scale. The RepRap project 

                                                 
2 This chapter has been completed as an article to submit. Citation: Nuchitprasitchai S, Roggemann M, & 

Pearce J (2017). Factors Effecting Real Time Optical Monitoring of Fused Filament 3-D Printing 
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was developed using open source hardware protocols [5] around the Arduino 

microcontroller [6-7]. The expected rapid innovation in the open source community [8] 

succeeded, and dropped the cost of FFF 3-D printers by several orders of magnitude [9], 

spawned dozens of 3-D printer startup companies and brought 3-D printing to prosumers 

at a rapid rate [10]. This change had helped to lower the cost of an open source RepRap 

style 3-D printer first under US$1000 and now to under US$500 in parts, which makes it 

economically viable for average consumers to offset purchases with 3-D printing [11]. 

RepRaps can reproduce more than half of their own components and can self-upgrade, 

which make them attractive for a wide range of applications including sustainable 

development and farming [12-14], education [15-19], rapid prototyping standard products 

[20,21] to microfluidics [22,23] small business manufacturing [24-27], as well as scientific 

tools [28-31].  However, these low-cost printers are still short of the reliability standards 

[32-35] that consumers are accustomed to with other consumer products. Some work has 

estimated a 20% failure rate for inexperienced 3-D printer users on DIY machines [11]. 

This is primarily due to inherent challenges of FFF printing, which although far improved 

in the last several years [36] persist, including: warping, elephant foot, more first layer 

problems, lower parts shrink, skewed prints/ shifted layers, layer misalignment, missing 

layers, cracks in tall objects, pillowing, stringing, under-extrusion, over-extrusion, gaps in 

the top layers, visible lines in the bottom layers, scars on the top surface, or no filament 

comes out of the nozzle [37]. These errors cost money and waste time as they reduce 

prosumer use due to frustration and reduce the environmental benefits of distributed 

manufacturing [38-42].  
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Several attempts have been made to improve the reliability of 3-D printers using high 

resolution imaging. However, the majority of this work has been based on high-cost, high 

resolution laser based 3-D printing systems.  Kleszczynski, et al. [43] presented an 

overview of an error detection in an EOS INT M 270 Laser Beam Melting System with a 

monochrome CCD camera system, a tilt and shift lens to reduce perspective distortion, and 

an adjustable tube for changing height or reducing the distance between the lens and the 

object. Similarly, Jacobsmühlen, et al. [44] successfully applied their images to inspect a 

powder bed AM process result on a microscopic scale for flaw detection, missing powder 

or low energy input, surface quality, and measurements of part geometries. Later, 

Jacobsmühlen, et al. [45] showed that for providing high-resolution image-based 

measurements, calibration of perspective correction need to be done by using their template 

matching approach based on the experiment setup from [44]. Kleszczynski, et al. [46] 

presented two approaches to improve 3-D printing process stability including 1) using a 

high-resolution imaging setup and 2) an enhanced version with a proximity sensor. In 

addition, several commercial systems based on proprietary computer visions systems are 

also available for high-end printers. For example, the price for a Sintavia relies on Concept 

Laser for 3-D process monitoring in real-time for metal additive manufacturing system, 

costs around US$800,000 [47]. 

Relatively little work has investigated error detection in prosumer desktop FFF-based 3-D 

printing. This work is based primarily on monitoring Makerbot branded derivatives [48-

53] of the RepRap project. Baumann, et al. met with limited success that did not support 

flat objects and those with similar material color with the printer using and open source 

software approach with OpenCV [54] and Python [55] to detect errors including 
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detachment, missing material flow and deformed object with a Playstation eye cam [50]. 

Hurd et al. successfully applied a mobile device to remotely monitor internal and external 

errors with Samsung Galaxy Tab 3 [48].  Ceruti et al. met with limited success using and 

open source software approach with Augmented Reality toolkit (AR) [56], Speeded Up 

Robust Features (SURF) algorithm [57], and The RANdom SAmple Consensus 

(RANSAC) algorithm [58] to detect the differences between a reference 3-D model (CAD) 

and the 3-D printing model with a camera and Augmented Reality Wuzix glasses [51].  

Faes et al. had nearly zero production failure in the 𝑧-direction to detect the deposited tracks 

and to determine the dimension of interest in a closed-loop feedback in an Extrusion based 

3-D printing (E3DP) with a modular 2-D laser triangulation scanner [49].  Straub 

successfully applied a visible light scanning with a multi-camera system and open source 

software approach with C# and Dot Net Framework [59] to detect dry printing when 

filament is not applied and premature job termination when project is not complete with 

Raspberry Pi [60], five Raspberry Pi cameras, and a visible light 3-D scanning system [52].  

Straub provide an overview on how to characterize an internal structures and covered 

surfaces defects of complex objects with a Raspberry Pi [60], a multi-camera system (five 

Raspberry Pi cameras), and a visible light 3-D scanning system [53].   Flexible plastic toys 

production line prototype systems with the integration of a 3-D printer, industrial robot and 

machine vision have been demonstrated in a laboratory environment [62]. Finally, 

Cummings, et al. [62] presented some preliminary results with the detection and correction 

of filament in closed loop control for 3-D printing using ultrasonic signals with limited 

success.  
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To build on this work in order to develop a low-cost reliable real-time optimal monitoring 

platform for FFF-based 3-D printing, this paper undertakes a detailed study of the use of 

an algorithm for reconstructing 3-D images from overlapping 2-D intensity measurements 

with relaxed camera positioning requirements [63]. For single side 3-D printing 

monitoring, single and double camera solutions are compared for the following variables: 

six different 3-D object geometry, five filament colors. The results are compared between 

the two camera setups as well as the results of previously published techniques. The 

limitations of this approached are detailed and future work is described. The results are 

then discussed and conclusions are drawn in the context of furthering the adoption of 

desktop 3-D printing for distributed manufacturing. 

3.3 Methods 

For this paper, experiments were setup in two different ways: 1) using one camera to 

capture a 2-D image from a single 3-D printing model to do a 2-D shape image, and 2) 

using two cameras to capture two 2-D images from a single 3-D printing model to do a 3-

D reconstruction. A different algorithm is used for each experimental setup, but the same 

type of camera, printer and tested objects are used. Due to the distance between the camera 

and the printer for the experiment setup, the field of view for both cameras can cover the 

printed area of 70 mm in width and 60 mm in height. To eliminate the shadow on the object 

scene, there should be sufficient light sources. Both experimental setups used the same 3-

D printer using a delta-style RepRap, Point Grey cameras, distance between the camera 

and the printer, distance between the light sources and the printer, blue printing base, and 

filament brand. The relation of geometry between the 3-D printer and the camera system 

need to be known for using camera calibration technique to calculate the intrinsic and 
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extrinsic parameters for a specific camera setup. These parameters will be used to correct 

for lens distortion and to determine the location of the camera in the scene. 

A low-cost (<US$500 in parts) [16] open source delta-style polymer printing RepRap  

(MOST Delta) is used [64]. The MOST Delta is a RepRap [65] derived from the Rostock 

[66] printer with a cylindrical build volume 270 mm in diameter and 250 mm high and 

overall dimensions of 375 mm diameter and 620 mm high. The cameras are setup on 1 side 

of the printer 580 mm from the outer edge as shown in Figure 3.1. The cameras used in 

this study are two identical 1394a Firefly MVs, with an image size of 480-by-640 (height-

by-width), pixel size is 6 μm with square pixels, and a focal length of 16.6 mm. The 

computer models chosen are a Tyrannosaurus rex skull, cube, twisted gear vase, 

rectangular prism, cylinder, and triangular prism are available [67] as shown in Figure 3.2. 

The printing parameters used are: layer height 0.2 mm, shell thickness 1 mm, unable 

retraction, bottom/top thickness 1mm, fill density 20%, print speed 60 mm/s (except the 

skull model, which used 20 mm/s), printing temperature 180oC, diameter filament 1.94mm-

1.98 mm, flow filament 100%, and nozzle size 0.5 mm.  The PLA filament used in this 

experiment is Hatchbox 3-D PLA with dimensional accuracy +/- 0.05 mm on 1 kg spools, 

1.75 mm diameter with red, pink, glow, black, and orange colors.    
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Figure 3.1  MOST Delta printer with optical monitoring experimental setup 

 

 

Figure 3.2  Rendering of STL models for testing:  a) tyrannosaurus rex skull, b) cube, c) 

twisted gear vase, d) rectangular prism, e) cylinder, and f) triangular prism 
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3.3.1 Single Camera Setup 

To detect an error from a single camera setup as shown in Figure 3.3, after simulating a 2-

D shape image (cameraimage) of the 3-D object then comparing observation to the 2-D 

shape model (stlimage). To create a stlimage, a rendered 3-D model in OpenSCAD is saved 

into stl file (stlimage), then all data from stl file are plotted in 𝑥, 𝑦, 𝑧 axes by using stlTools 

[68] to display the shape of the rendered 3-D model, which can be observed from different 

viewpoints.  The position of the viewer for plotting the model needs to be set specify as the 

position of camera viewpoint while taking an image. Thus, in the right position of the 

viewer, the shape of the stlimage is saved as PNG image type on 𝑥𝑧-plane. The 

cameraimage is created after capturing a 2-D image from the 3-D printing model. The 

background is then removed and rendered white. Distortion is removed from the image by 

intrinsic parameters from camera calibration [69] following the details in the method. Next 

a region of interest (ROI) is calculated from the image by converting the color image into 

a gray scale image, then converting it into binary image. The object area in the binary image 

is converted to be white used as the ROI, otherwise is converted to be black. The size of 

the object in stlimage and cameraimage are defined by edge detection, then the object size 

ratio between these two images can be found for rescaling.  After rescaling, edge detection 

is applied again to find minimum and maximum positions of object in both images for 

rectification. After rectification, any errors in the process are detected by subtracting the 

simulated 3-D object image from the actual image. If the difference of subtraction is greater 

than 5%, there is an error, otherwise there is no error flagged. 
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Figure 3.3  Error detection for single camera model flowchart 
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3.3.2 Two Camera Setup 

To detect an error from the two-camera setup between a 3-D printed object and a 3-D 

reconstruction from two cameras the following process is used as shown in Figure 3.4 and 

3.5.  First, the background is removed and rendered white from the images taken from two 

cameras (leftimage and rightimage). Distortion and the ROI are calculated as above.  

However, in the two-camera case there is another problem as points in 3-D space must be 

matched between the two images.  To resolve this problem, the Scale Invariant Feature 

Transform (SIFT) [70] and the RANdom SAmple Consensus (RANSAC) [58] models are 

applied for rescaling and rectification.  The algorithm for doing this has been described 

previously [63]. 

Next, the error detection is obtained by comparing the 3-D printed object and 3-D 

reconstruction image. If the difference between the two more than 5%, there is an error is 

identified, otherwise there is no action taken to stop the print. 

3.3.3 Validation 

The dimensions of the 3-D printed objects are measured with a digital caliper (+/-0.05mm). 

A 3-D reconstruction of the object is created from two images and the object size is 

calculated. Next, the size of both objects is compared to calculate size difference an error 

of the reconstruction.  For validation of this approach six different test objects with 

different color filament are printed including a) Tyrannosaurus rex skull (pink), b) cube 

(black), c) twisted gear vase (red), d) rectangular prism (red), e) cylinder (glow), and f) 

triangular prism (orange).      
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Figure 3.4  Error detection for two cameras model part 1 flowchart 1) checking 3-D 

object calculation, and 2) plotting stl file. 
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Figure 3.5  Error detection for two cameras model part 2 flowchart. 
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3.4 Results 

The validation print images are shown in Figure 3.6. They are printed in order to detect 

missing material flow when the supply of filament is cut during a 3-D print.   

 

Figure 3.6  Original left and right image for different geometries with different color: a) 

tyrannosaurus rex skull (pink), b) cube (black), c) twisted gear vase (red), d) rectangular 

prism (red), e) cylinder (glow), and f) triangular prism (orange). 

The error detection from one camera was tested with different geometries (Tyrannosaurus 

rex skull, cube, twisted gear vase, rectangular prism, cylinder, and triangular prism) with 

different filament colors (pink, black, red, glow, and orange) because different color gives 

both different 3-D printing results and can represent different challenges for image 

processing. The error detection system is tested with two different conditions: first is when 

the 3-D printer finish complete printing and second is when the 3-D printer fails and a print 

is incomplete. Printing is tested with different geometries are shown in Figure 3.7. Table 

3.1 shows that the shape errors are between 0.984% and 2.987%. This error is acceptable 
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because the error of shape difference is less than 5%. The incomplete project has been 

tested with different geometries between the cameraimage and stlimage in different 

conditions as shown in Figure 3.8. Table 3.2 shows that the shape errors are greater than 

5%.  When the nozzle is clogged, or an incomplete project is caused by filament running 

out that effect the 3-D printing shapes so they are smaller than the STL models. The one 

exception in this case is the triangle model that is less than 5% between cameraimage (150 

layers) and stlimage (200 layers) because the top of triangle has a small area.  

Table 3.1 Single camera: error measurements for each geometry (W: Width, H: Height) 

Object skull Cube Twisted   

gear vase 

Rectangle Cylinder Triangle 

Color Pink Black Red Red Glow Orange 

Size 

(mm) 

Axes 
W H W H W H W H W H W H 

 STL 

model 
28.68 60.55 30.00 30.00 43.82 38.03 10.00 50.00 28.10 51.10 50.23 43.50 

Shape error (%) 2.98 1.34 2.20 0.98 2.58 2.06 

Calculation 

time (sec.) 
6.64 6.90 7.07 7.16 9.03 6.56 

 

Table 3.2 Single camera: example for error measurements when the printings fail in 

different layer heights 

Layer heights Error (%) 

cameraimage stlimage Skull Cube Vase Rectangle Cylinder Triangle 

50 100 18.68 15.87 12.71 19.36 15.06 13.76 

100 150 13.82 9.97 11.97 11.54 12.19 7.60 

150 200 12.95  6.78 10.04 10.13 3.39 
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Figure 3.7  Single camera setup with different geometries: a) tyrannosaurus rex skull 

(pink), b) cube (black), c) twisted gear vase (red), d) rectangular prism (red), e) cylinder 

(glow), and f) triangular prism (orange). 
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Figure 3.7 (cont.)  Single camera setup with different geometries: a) tyrannosaurus rex 

skull (pink), b) cube (black), c) twisted gear vase (red), d) rectangular prism (red), e) 

cylinder (glow), and f) triangular prism (orange). 
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Figure 3.8  Single camera setup: error detection for different geometries between camera 

and STL image: a) skull model between 250 layers and full model, b) twisted gear vase 

model between 150 layers and full model, c) cube model between 150 layers and full 

model, d) rectangle model between 150 layers and 200 layers, e) cylinder model between 

150 layers and full model, and f) triangle model between 100 layers and full model 
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Figure 3.8 (cont.)  Single camera setup: error detection for different geometries between 

camera and STL image: a) skull model between 250 layers and full model, b) twisted gear 

vase model between 150 layers and full model, c) cube model between 150 layers and full 

model, d) rectangle model between 150 layers and 200 layers, e) cylinder model between 

150 layers and full model, and f) triangle model between 100 layers and full model 
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The error detection for the complete project from two cameras setup was tested with 

different geometries (Tyrannosaurus rex skull, cube, twisted gear vase, rectangular prism, 

cylinder, and triangular prism) with different filament colors (pink, black, red, glow, and 

orange) because different color gives us different 3-D printing results. A manual caliper is 

used to measure the width and the height of the real object size in millimeters (the 3-D 

model printing) as seen in Figure 3.9. The width and the height of the 3-D reconstruction 

is calculated after pointing those points on the image to get the 𝑥, 𝑦, 𝑧 positions manually. 

The percentage of the error measurements for the complete project for each geometry with 

different colors for the width and the height are calculated after the difference in the width 

and height are found in millimeter. The 3-D reconstruction for different geometries are 

shown in Figure 3.9 -3.14 and the percentage of errors are less than 3.94% that there are 

acceptable because the error of size difference is less than 5% as shown in Table 3.3. 

Table 3.3 Error measurements for complete project for each geometries with different 

color ( W is Width and H is Height) 

Object Skull Cube Twisted gear 

vase 

Rectangle Cylinder Triangle 

Color Pink Black Red Red Glow Orange 

Axes W H W H W H W H W H W H 

Size 

(mm) 

Real  

Object 
28.68 60.55 29.86 30.23 44.01 38.50 9.59 50.14 28.65 49.48 50.73 43.58 

3-D 

recon-

struction 

28.70 61.1 30.39 30.00 44.35 38.19 9.52 51.2 29.78 50.98 51.00 44.00 

Error +/- +0.02 +0.55 +0.53  -0.22 +0.34 -0.30  -0.07 +1.06 +1.13 +1.5 +0.27 +0.42 

 % 0.07 0.90 1.80 0.75 0.77 0.79 0.70 2.11 3.94 3.03 0.54 0.96 

Calculation 

Time (sec.) 
73.88 45.66 67.05 38.73 58.78 51.56 
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Figure 3.9  Tyrannosaurus rex skull (pink): a) width measurement and b) height 

measurement 

 

Figure 3.10  Twisted gear vase (red): a) width measurement and b) height measurement 
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Figure 3.11  Cube (black): a) width measurement and b) height measurement 

 

Figure 3.12  Cylinder (glow): a) width measurement and b) height measurement 
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Figure 3.13  Triangle (orange): a) width measurement and b) height measurement 

 

Figure 3.14  Rectangle (red): a) width measurement and b) height measurement. 



 

 

65 

 

3.5 Discussion 

The experiments demonstrate that both the single and two cameras set up can be used detect 

a catastrophic FFF 3-D printing error such as clogged filament. Table 3.3 shows the 

percentage of error for complete printing between single and two camera setups. The size 

error percentage of two cameras is less than the shape error percentage of single camera. 

However, the calculation time of two cameras is greater than the single camera. For two 

cameras set up provided the width and height error. There are more error details for the 

double camera setup than the single camera provided only the total shape error.  

The error detection system works as designed for both the single and two camera setups. 

To detect an error more accurately, the perspective view of stlimage needs to be set as the 

actual perspective view between cameras and the 3-D printing object. It should be noted, 

that a printed 3-D object usually has a small error when compared to its designed 3-D 

model because of the FFF process that impacts error detection calculation.  These 

experiments show that the shape error detection can determine when the printing has failed 

because the 3-D printed objects are smaller than the STL models and the error percentage 

is greater than 5%.  However, the error detection system will detect an error better than 

either process alone, when the single and two camera setups are combined to detect error 

together. While the 3-D printer is printing, the single camera system detects a shape error 

every N layers because the computation time is less than 10 seconds for the whole object. 

If a shape error is greater than 5%, it will report to the user.  If there is no shape error, the 

two cameras system will start to detect a size error.  If a size error is greater than 5%, it 

will report to user. If there is no size error, the 3-D printer will continue. This combined 
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method provides both the size and shape error detection with required accuracy in 

reasonable times for FFF printing. 

Overall, the combination of the two methods (single and double camera) was found to be 

the most effective. The use of cameras can be less expensive than other methods used to 

determine the accuracy of a 3-D print such as a laser scanning or sensor [49]. Using the 

single camera method, the computation time (6.9 seconds for 9 square cm) is faster than 

both subtraction (fastest is 10 seconds for 6.25 square cm) and the searching (fastest is 12 

seconds for 6.25 square cm) algorithm developed by Hurd et al. [48].  There are other 

methods to stop catastrophic failures. For example, Barker developed a system that works 

for delta-style RepRaps, which stops a print when electrical connections are broken if any 

of the linking rods are thrown [71]. In addition, to the increase in complexity for the 3-D 

printing system this is also not generalizable to other 3-D printers that do not have 

magnetic bearings (e.g. most Cartesian based printers).  Early work has tried to determine 

ways to use relatively expensive ultrasonic sensors to detect errors with promise, but 

unreliable results [62]. This method (100 % detection) can detect an error better than 

vision based error detection for 3-D printing processes when missing material flow (80% 

detection) [50]. When the square model is tested printing every 10 layers when the layer 

height is 0.2 mm, the shape errors are greater than 5% when the nozzle is clogged, or an 

incomplete project. Using the single camera method can detect an error at 2mm in height 

which is smaller than 5 mm [51]. 

Other solutions to 3-D print failure provided in the RepRap community have had video 

monitor of printing [72], but the user has to stop the print manually if the user detects and 

error through continuous human surveillance. This obviously undermines one of the 
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primary benefits of bespoke automated fabrication with 3-D printers because of the 

necessary human involvement. The system described here overcomes that issue to allow 

for automatic error detection with no human oversight. However, the algorithm here still 

has two fundamental limitations. First, the finite (several seconds) of commutation time 

(as summarized in Table 3.4) does not allow every layer to be monitored in real time for 

small printed objects as the print speed is faster than the analysis time. For larger more 

complex prints this is a less of an issue and as the results have shown here sampling a 

printed object after several layers is adequate for catastrophic failures although it does not 

enable real time automatic error detection (and the potential for real time error correction). 

To get to that goal the computation time would need to be reduced. This may be possible 

by streamlining the computation and removing it from the MATLAB environment. Doing 

the latter, will also overcome one of the other primary challenges to the use of this method 

in the distributed manufacturing community. Specifically, although the algorithms 

provided here are open source [73]. They currently are run in the MATLAB environment 

which costs $2,150 [74]. This is not that expensive for research or in higher end 3 -D 

printer applications, but represents a barrier to deployment in the low-cost prosumer 

printers used for distributed manufacturing, which generally cost in total $2,500 or less 

(the RepRap used in this study was $500 in parts). 

In addition, to overcoming these limitations there are several other areas of future 

research. First, this system would be improved if it was applied to all sides of the printing 

object. For future research, this error detection system will be implemented and extended 

from the basic approach into 360 degree around FFF-based 3-D printing. It will improve 

the object detection capability as there is better understanding for the scene geometry and 
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therefore for object detection in the depth dimension. Furthermore, to reduce the cost for 

adding the error detection system to FFF-based 3-D printing, low-cost web cameras will 

be applied in this system. Using low cost optics will need to be vetted for its effects on the 

performance of the system and the algorithms presented here. 

Table 3.4 Error measurements for complete printing each tested geometry (W: Width, H: 

Height) of two cameras (size error) and single camera (shape error) 

 

Object Skull Cube Twisted gear 

vase 

Rectangle Cylinder Triangle 

Color Pink Black Red Red Glow Orange 

Axes W H W H W H W H W H W H 

Size 

(mm) 

STL 

model 
55.13 59.90 30.00 30.00 43.82 38.03 10.00 50.00 48.45 49.00 50.23 43.50 

Size error (%) 0.07 0.90 1.80 0.75 0.77 0.79 0.70 2.11 3.94 3.03 0.54 0.96 

Calculation 

time (sec) 
73.88 45.66 67.05 38.73 58.78 51.56 

Shape error 

(%) 
2.98 1.34 2.20 0.98 2.58 2.06 

Calculation 

time (sec) 
6.64 6.90 7.07 7.16 9.03 6.56 

 

3.6 Conclusions 

This paper described a low-cost reliable real-time monitoring platform for FFF-based 3-D 

printing based on a single and two cameras system for a single side. The results showed 

that both algorithms with a single and double camera system were effective at detecting a 

clogged nozzle, loss of filament, or an incomplete project for a wide range of 3-D object 

geometries and filament colors. The error calculation was determined from the difference 

in shape between stlimage and cameraimage, or the different size between stlimage and the 

3-D reconstruction. The error was reported when these errors exceeded 5%. The validity 

of this approach using experiments shows that the error detection system is capable of a 
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100 percent detection rate for failure detection. The combined method analyzed here has a 

better detection rate and a lower cost to previous methods. In addition, this method is 

generalizable to a wide range of FFF 3-D printer geometries, which enables further 

adoption of desktop 3-D printing for distributed manufacturing as wasted print time and 

filament are reduced. 
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Chapter 4: An Open Source Algorithm for Reconstructing 2-D 

Images of 3-D Objects being Fabricated for Low-cost, Reliable 

Real-Time Monitoring of FFF-Based 3-D Printing3 

4.1 Abstract 

Although the open source nature of self-replicating rapid prototoyper (RepRap) 3-D 

printers have enabled the democratization of additive manufacturing, these 3-D printers are 

still challenged to meet reliability standards. Relatively little work has investigated error 

detection in such prosumer desktop 3-D printing. In this study an open source low-cost 

reliable real-time optimal monitoring platform for 3-D printing is presented with a goal of 

reducing errors below 10% between reconstructed images and the 3-D printed object. This 

error detection system is implemented with low-cost web cameras from three different 

perspectives (providing 360 degrees of coverage) by extending an algorithm previously 

described for a single camera. The algorithm is now developed using open-source Python 

to reduce the cost and computation time. The results show that the algorithm was 100% 

effective at detecting a clogged nozzle, loss of filament, or an incomplete print for a wide 

range of 3-D object geometries. Error calculations were determined from the difference in 

shape between the rendering of the 3-D design and the camera image of the print and a 7% 

difference was found to be an accurate threshold for error detection. The validity of this 

approach using experiments shows that the error detection system is capable of a 100% 

rate for failure detection, which is a better detection rate at a lower cost than previous real-

time monitoring methods. In addition, this method is generalizable to a wide range of fused 

                                                 
3 This chapter has been completed as an article to submit. Citation: Nuchitprasitchai S, Roggemann M, & 

Pearce J (2017). An Open Source Algorithm for Reconstructing 2-D Images of 3-D Objects being 

Fabricated for Low-cost, Reliable Real-Time Monitoring of FFF-Based 3-D Printing 
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filament 3-D printer geometries, which enables further adoption of desktop 3-D printing 

for distributed manufacturing. 

4.2 Introduction 

With the development of the Arduino electronic prototyping platform [1-3] the self-

replicating rapid prototoyper (RepRap) [4-6] was developed following open source 

hardware design principles [7] formulated in the software industry [8].  The free and open 

source nature of the RepRap 3-D printer quickly led to cost declines [9,10] and now the 

cost of open source RepRap style 3-D printers using fused filament fabrication (FFF) are 

under US$100 in parts. RepRaps can produce their own components [4-6] and can self-

upgrade, which assists in rapid technical growth [11-12]. At the same time the open nature 

makes them accessible to many fields including appropriate technology and sustainable 

development [13-15], education [16-20], rapid prototyping [21-22], microfluidics [23,24], 

decentralized manufacturing [25-28], and bespoke scientific equipment [29-32].  However, 

these low-cost 3-D printers are still challenged to meet reliability standards due to common 

problems including: warping, elephant foot at the base of a print, bed adhesion, lower parts 

shrinking, skewed prints and shifted layers, layer misalignment, missing layers, cracks in 

tall objects, pillowing, stringing, under-extrusion, over-extrusion, gaps in the top layers, or 

lack of filament exiting the nozzle [33-38].  These failures cost money and printer operator 

time, and waste resources (polymers and energy), which detract from the environmental 

and sustainability benefits of distributed manufacturing with 3-D printing [39-43]. Over 

the last several years, many researchers have improved these issues using automatic error 

detection, however, the majority of this work has been on high-cost and high resolution 

laser-based 3-D printing systems [44-47].  
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Relatively little work has investigated error detection in prosumer desktop FFF-based 3-D 

printing. Some research in this area has used laser sensors to detect an error [48-50]. Faes 

et al. had nearly zero production failure in the z-direction to detect the deposited tracks and 

to determine the dimension of interest in a closed-loop feedback in an extrusion based 3-D 

printing with a modular 2-D laser triangulation scanner [48]. Volpato et al. could reduce 

the error in z-axis up to 50 % of the surface quality of the support base in the trademarked 

version of FFF (fused deposition modeling (FDM)) by using a Roland MDX-40 milling 

machine attached to a piezoelectric sensor [49]. Haixi et al. successfully applied the 

relationship between the machine conditions and the features of acoustic emission (AE) 

system to detect the extruder in different conditions (normal, semi-blocked, and blocked) 

for a non-intrusive condition monitoring of HYREL3-D [50].  Other works have used 

cameras or webcams to monitor 3-D printers. Hurd et al. successfully applied a Samsung 

Galaxy Tab 3 to remotely monitor printing errors [51], though it can detect only the top 

side of the printed object. Baumann, et al. [52] used a PlayStation eye cam to detect errors 

including detachment, missing material flow and deformed objects with OpenCV [53] and 

Python [54]. But this work can detect only the front side of the printed object and it could 

only detect failed printing up to 80% of the time.  Straub successfully applied a visible light 

3-D scanning system, five Raspberry Pi cameras, Raspberry Pi [55], and open source 

software approach with C# and Dot Net Framework [56] to detect incomplete prints [57]. 

However, this work cannot detect errors that occur in the horizontal axis. Other solutions 

to detect failure in RepRap 3-D printers have had video monitoring of printing [58-62], but 

the user has to watch the video of the print and end the print manually.  
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To monitor a 3-D printing error around FFF-based 3-D printing, an open source low-cost 

reliable real-time optimal monitoring platform for FFF-based 3-D printing is presented here 

with a goal of reducing errors between reconstructed images and the 3-D printed object 

below 10% while guaranteeing 100% print error detection. This error detection system is 

implemented with low-cost web cameras and extended from the basic approaches 

discussed above into 360 degrees around the printed object from three different 

perspectives by extending the algorithm previously described for the single camera setup 

[63]. The algorithm is developed using open-source Python and run on Raspberry Pi3 to 

reduce the cost and the computation time. For 3-D printing monitoring in three different 

perspectives, the single camera setup is tested with four different 3-D object geometries. 

The results are compared between the normal and the failure states as well as the results of 

previously published techniques. The limitations of this approached are detailed and future 

work is described and conclusions are drawn. 

4.3 Method 

For this study, optical experiments were set up around a delta-style RepRap as shown in 

Figure 4.1 running a single camera detection algorithm [64]. The single camera error 

detection from a given perspective uses the images from three cameras in different views 

to calculate three 2-D shape images. A Python algorithm was written for the experimental 

setup and is made available free and open source under an AGPLv3 license [65,66]. Due 

to the distance between the camera and the printer for the experiment setup, the field of 

view for all cameras can cover the printed area of 70 mm in width and 60 mm in height. 

The optical parameters of the camera system need to be known for using a camera 
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calibration technique [65] in order to calculate the intrinsic and extrinsic parameters for a 

specific camera setup. These parameters are used to correct for lens distortion and image 

rectification. A low-cost (<US$500 in parts) [16] open source delta-style polymer printing 

RepRap (MOST Delta) is used [67]. The MOST Delta is a RepRap [68] derived from the 

Rostock printer with a cylindrical build volume 270 mm in diameter and 250 mm high and 

overall dimensions of 375 mm diameter and 620 mm high [67,68]. Three LED light sources 

[69] are installed on the three sides of the printer. All light sources are connected to the 

circuit (Figure 4.2) with 4 volts from a DC power supply. Each camera is setup on the same 

side of LED light sources. All cameras are connected to a 7 port USB 3.0 hub with 12V/3A 

power adapter which is turn connected to Raspberry Pi3 [70]. The cameras used in this 

study are three Logitech C525 webcams, with an image size of 480-by-640 (height-by-

width).   

 

Figure 4.1  MOST Delta printer experiment setup 



 

 

79 

 

 

Figure 4.2  Light source circuit 

There are three steps to prepare the error detection system before printing a 3-D model: 1) 

camera calibration, 2) preparing STereoLithography (STL) files and resultant images, and 

3) setting up a pause and loop to move the extruder out of the field of view during imaging. 

STL [71] is a file format describing a 3-D model by using a series of connected triangles 

to create the surface of the model and it is usually generated by computer aided design 

(CAD) software. The first step is camera calibration.   Sixteen chessboard images are taken 

from three different view of the cameras after the MOST Delta printer experiment is setup 

for camera calibration. There are three cameras named as camera0, camera1, and camera2. 

The sixteen chessboard images are taken in different perspectives, calculated, and saved as 

calibrationdata1, calibrationdata2, and calibrationdata3. The second step is preparing an  

stlimage by slicing stl files into every N layers where the error will be detected as shown 

in Figure 4.3. The layer height and the amount of slicing layers need to be assigned for 

slicing the stl file in three different views of the cameras. The layer height and the amount 

of total layers can be found in the gcode file. All data at every N layers from the stl file are 

plotted in the 𝑥, 𝑦, 𝑧 axes to display the shape of the rendered 3-D model, which can be 

observed from different viewpoints. Thus, the shape of the stlimage is saved as PNG image 

type on the 𝑥𝑧-plane. If the modulus after division between the total height and the height 
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of every N layers is not equal to zero, the last PNG files are named as the amount of total 

layers. For example, if the 3-D model in gcode has 129 total layers, layer height of 0.2 mm, 

and the 3-D model is sliced in every 30 layers, then the stl file is sliced at layer 30, 60, 90, 

120, and 129 which result in heights of 6, 12,18, 24, and 25.8 mm, respectively. The first 

STL slicing files are saved as SCAD30_1.png, SCAD30_2.png, and SCAD30_3.png, the 

next slicing files are saved as SCAD60_1.png, SCAD60_2.png, and SCAD60_3.png, and 

so on. Slicing the stl files for four model found that three stl files can start slicing at every 

layers 10, 20, or 30, but the t55gear stl file can start slicing at every 30 layers. Therefore, 

this study uses six images every 30 layers. The last step in the process involves setting up 

a pause and a loop to move the extruder out of the images every N layers in order to 

eliminate visual noise in the object images. The extruder movement is paused and moved 

to the certain height out of the field of view of all cameras. The 3-D model is designed in 

OpenSCAD version2015.03-3 [72] and it is rendered and saved into an stl file. After the 3-

D model stl file is opened in Cura version15.04.6 [73], the 3-D model is saved as a gcode 

file. The 3-D model gcode file is opened by any text editor program to add the extra code 

in every N layers as shown in Figure 4.4.   

 

Figure 4.3  Slicing stl file flowchart 
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Figure 4.4  Gcode for pausing and moving the extruder to take the images 

The 3-D printing models chosen (Figure 4.5) after the preparing stlimages step are: sun 

gear [74], prism, gear [75], and t55gear [76], which are freely available [77]. The printing 

parameters used are: layer height 0.2 mm, shell thickness 1 mm, enable retraction, 

bottom/top thickness 1mm, fill density 20%, print speed 60 mm/s, printing temperature 

180oC, diameter filament 1.74 - 1.78 mm, flow filament 100%, and nozzle size 0.5 mm. 

The PLA filament used in this experiment is Hatchbox 3-D PLA (pink) with dimensional 

accuracy +/- 0.05 mm on 1 kg spools, 1.75 mm diameter. 

    

         a) sun gear                   b) prism                        c) gear                        d) t55gear  

Figure 4.5  Rendering of STL models for testing 

The error detection algorithm, written in Python, will alert users if the error is greater than 

7% for single camera setup as shown in Figure 4.6. After the user orders printing a 3-D 

model through Franklin [78] with the amount of slicing layer number (N), the background 

images are taken before printing the 3-D model. The background images are taken from 

three cameras saved as bg1, bg2, and bg3, where the number 1, 2, and 3 mean the first, the 

second and the third cameras. At every N layers, the printer is paused to detect an error. 
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After the extruder is moved up 100 mm from the current height, the object images are taken 

and from three cameras saved as obj1, obj2, and obj3. In the input image preparation 

process, the object images have the background removed, rendered black between bg and 

obj images for each camera, and saved as new.png. It should be noted there can be a light 

reflection of the object on the substrate in the images that may cause an error.  The new.png 

from the previous error detection will be used in the next error detection to create the new 

images named as newimg.png. For an example, if the current layer is the same as the 

amount of slicing layer number, the images after removing background are saved into two 

different file names as new and prev. If they are not equal, they are saved as newimg. The 

prev images is needed for the next step to improve the process of removing the background. 

If the current layer is greater than the slicing layer number, the prev image is read to 

combine the interested object area between the prev and the newimg images into two 

different file names as new and prev. Distortion is removed from the image by intrinsic 

parameters from camera calibration [79]. Next, a region of interest (ROI) is calculated from 

the image by converting the color image into a gray scale image, then converting it into a 

binary image. The object area in the binary image is converted to be white to be used as 

the ROI, otherwise it is converted to be black. The stlimages are read and resized to the 

same size as the cameraimages. The shape of the object in stlimage and cameraimage are 

defined by edge detection, then the object size ratio between these two images can be found 

for rescaling. After rescaling, edge detection is applied again to find min and max positions 

of the object in both images for rectification. After rectification, any errors in the process 

are detected by subtracting the shape between the stlimage and cameraimage. The error 

detection is calculated for all three images at the same time. If only one of them has the 
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difference of subtraction that is greater than 7%, there is an error; otherwise there is no 

error flagged and 3-D printing will continue. The two experiments tested by the single 

cameras setup are in the normal and the failure state. In the normal state the filament is in 

normal condition to completely print the 3-D object. In the failure state the printing is 

manually impeded by the experimenter to simulate a failure that would prevent printing the 

3-D object.   

After starting printing the 3-D model, all three background images were taken from three 

cameras in three different views. The filament was in normal condition to complete printing 

the 3-D object. After the extruder was paused and moved up for 100 mm at every 30 layers, 

the three object images from three cameras in three different perspectives was taken. The 

single camera error detection is calculated by absolute value of subtracting between the 

three 2-D shape images and the stlimages as explained in Equation (4.1). 

𝐸𝑟𝑟𝑜𝑟 (%) = (
∑( |𝐶𝑎𝑚𝑒𝑟𝑎𝐼𝑚𝑎𝑔𝑒−𝑆𝑇𝐿𝐼𝑚𝑎𝑔𝑒|)

∑(𝑆𝑇𝐿𝐼𝑚𝑎𝑔𝑒)
) ∗ 100                         (4.1) 

 

4.4 Results 

The experimental procedures are tested in normal and failure states for the single camera 

setup with different object geometries (sun gear, prism, gear, and T55gear).  In order to 

eliminate the background noise from the extruder, the images were taken after pausing 

printing and the extruder was moved from all three camera views. The full model image 

results for four different 3-D object geometries from three different perspectives are shown 

in Figure 4.7.   
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Figure 4.6  Single camera error detection system flowchart 
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                  1.a)          2.a)                                          3.a)  

             

                  1.b)          2.b)                                          3.b)  

     

                  1.c)          2.c)                                          3.c)  

     

                  1.d)          2.d)                                          3.d)  

Figure 4.7  Full model from 1st, 2nd and 3rd camera: a) sun gear, b) prism, c) gear, and d) 

t55gear 
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4.4.1 The Normal State of Filament Condition 

The graph of the error detection percentage for the single camera setup for all four 

geometries is shown in Figure 4.8. Figure 4.8 shows that the shape errors are less than 7 % 

for each geometry. This meets the design goal of less than 10% error for shape 

reconstruction.  This error is acceptable because the error of shape difference is less than 

7%. The computation time for all images from three perspectives are fast as they are less 

than 11 second to detect an error as shown in Figure 4.9.  

      
 

                               a)                                                                   b) 

 

      

                             c)                                                                   d) 

Figure 4.8  The error detection (%) of normal state: a) sun gear, b) prism, c) gear, and d) 

t55gear. 
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Figure 4.9  The computation time of normal state for four models 

 

4.4.2 The Failure State of Filament Condition 

The failure state has been tested every 30 layers with different geometries between the 

cameraimage and stlimage in different conditions. Figure 4.10 shows that the shape errors 

are greater than 7% for each geometry.  When the nozzle is clogged, or an incomplete 

print is caused by filament running out that effect the 3-D printing shapes so they are 

smaller than the SCAD models. The computation time for all images from three 

perspectives are fast and less than 9 second to detect an error as shown in Figure 4.11. 
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                               a)                                                                   b) 

     

                               c)                                                                   d) 

 

Figure 4.10  The error detection (%) of failure state: a) sun gear, b) prism, c) gear, and d) 

t55gear. 

 

Figure 4.11  The computation time of failure state for four models 
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4.5 Discussion 

The experimental results show that the three-camera setup in Python can be used to 

automatically detect a 3-D printer error such as clogged extruder, loss of filament, or an 

incomplete project for a wide range of 3-D object geometries. These errors can be 

significant a new user attempting RepRap printing can have a 20% failure rate [12]. 

Previous solutions depended on either continuous observation of the printer or proprietary 

software and expensive hardware. This work has overcome these limitations [65] by 

reducing the computation time for multiple cameras and reducing the cost of software to 

zero. The computation time here using Python is 3X faster and less expensive than the 

code [65] with the same algorithm run in the MATLAB environment, which costs $2,150 

[80].  Although, this is not that expensive for research or in higher-end 3-D printer 

applications, it represents a barrier to deployment in the low-cost prosumer printers used 

for distributed manufacturing, which generally cost in total $2,500 or less (the RepRap 

used in this study was $500 in parts).  

The single camera error detection works as designed. It should be noted, that a printed 3-

D object usually has a small error when the 3-D model file is compared to the real 3-D 

printed object. These experiments show that the shape error detection can detect when the 

printing has failed because the 3-D printed objects are smaller than the SCAD models and 

the error percentages are greater than 7%. The use of web cameras can be less expensive 

than other methods that have more accurate error detection of a 3-D print such as a laser 

scanning or sensor [48], or science research-grade cameras [64-65]. Using the single 

camera method, the computation time for all three cameras for each model is faster than 

both subtraction (fastest is 10 sec. for 6.25 square cm) and the searching algorithm 
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developed by Hurd et al. (fastest is 12 sec. for 6.25 square cm) [48]. There are other 

methods to stop catastrophic failures. For example, Nuchitprasitchai developed a rod 

alarm system for delta-style RepRaps, which alerts users when electrical connections are 

broken if any of the linking rods lose connection with the end effector (hot end) [81]. The 

raspberry Pi and the raspberry Pi camera has also been installed on the delta-style 

RepRaps to remotely monitor the printer manually [82].  Barker also developed a thrown 

rod halt mod system for delta-style RepRaps, which stops a print when electrical 

connections are broken if any of the linking rods are thrown [83]. This new method 

presented here with 100 % detection can detect an error better than vision based error 

detection for 3-D printing processes when missing material flow (80% detection) [52].  

 Other solutions to detect the failure 3-D printing in the Reprap 3-D printer have 

had a video monitor of printing [58-62], but the user has to watch the video and stop the 

print manually. The error detection system here overcomes this issues by enabling the 

printer to automatically stopping printing without human oversight. However, the 

algorithm here still has limitations. First, slicing the stl model into every N layers cannot 

be done for some number of layers that user wants because Slic3r reported an error about 

removing a facet on a specific 3-D model. For example, the t55gear model used here 

could not be sliced into every 10 or 20 layers, which is why in this study it is sliced every 

30 layers. Second, this method does not work for 3-D printing models that create too 

many shadows. In the background removal process, such models lose a lot of data from 

the bottom of the interested object in the image, which causes a faulty error detection. It 

should be noted before buying inexpensive web cameras for this application, the focal 
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length should be at least10 cm as it need to support the open-source environment 

discussed here. 

In addition, to overcoming these limitations there are several other areas of future 

research. First, the slicing stl model process needs to be investigated to eliminate the error 

for removing a facet for an arbitrary number of layers. Second, the background removal 

algorithm can be more accurate to remove only noise in the images. Furthermore, to 

increase the quality of removing the background, new mathematic equations can be tested 

for their performance in this system. 

4.6 Conclusions 

This paper described an open-source low-cost reliable real-time monitoring platform for 

FFF-based 3-D printing based on a single camera system for three perspectives around 360 

degrees. The results showed that the algorithms were effective at detecting a clogged 

nozzle, loss of filament, or an incomplete project for a wide range of 3-D object geometries. 

The error calculations were determined from the difference in shape between stlimage and 

cameraimage. The error was reported when these errors exceeded 7%. The validity of this 

approach using experiments shows that the error detection system is capable of a 100 % 

detection rate for failures. The method analyzed here has a better detection rate and a lower 

cost than previous methods. In addition, this method is generalizable to a wide range of 

FFF 3-D printer geometries, which enables further adoption of desktop 3-D printing for 

distributed manufacturing as wasted print time and filament are reduced. 
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Chapter 5: 360 Degree Real-Time Monitoring of 3-D Printing 

Using Computer Analysis of Two Camera Views4 

5.1 Abstract 

Prosumer (producing consumer)-based desktop additive manufacturing has been enabled 

by the recent radical reduction in 3-D printer capital costs created by the open-source 

release of the self-replicating rapid (RepRap) prototype. Despite this success, these low-

cost 3-D printers still suffer from a litany of printing challenges. There have been some 

efforts made to this end, which are either too expensive or not automated. A more 

promising method is to use computer vision and although there has been progress in this 

area the success rates are still too low for widespread use. To overcome these challenges 

an open source low-cost reliable real-time optimal monitoring platform for RepRap-based 

3-D printing from double cameras is presented here. This error detection system is 

implemented with low-cost web cameras and extended from the basic approaches 

discussed above for 360 degrees around the printed object from three different perspectives 

by extending the algorithm using SIFT and RANSAC. The algorithm is developed in 

Python and run on a Raspberry Pi3 mini-computer to reduce the costs and computation 

time. For 3-D printing monitoring in three different perspectives, the systems are tested 

with four different 3-D object geometries (two experiments tested in the normal operating 

mode and two in failure states). This system is tested with two different techniques in the 

image pre-processing step: SIFT and RANSAC to rescale and rectify, and with non-rescale 

and rectification. The error percentage is calculated by the horizontal, and horizontal and 

                                                 
4 This chapter has been completed as an article to submit. Citation: Nuchitprasitchai S, Roggemann M, & 

Pearce J (2017). 360 Degree Real-Time Monitoring of 3-D Printing Using Computer Analysis of Two 

Cameras Views. 
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vertical magnitude methods. The error calculations were determined from the horizontal 

and vertical magnitude of 3-D reconstruction image for the non-rescale and rectification 

technique successfully 100% detects the normal printing and failure state for all models, 

which is better than the single camera set up only. The computation time of the non-rescale 

and rectification technique is 2X faster than SIFT and RANSAC to rescale and rectification 

technique.   

5.2 Introduction 

Prosumer (producing consumer)-based additive manufacturing has been enabled by the 

recent radical reduction in 3-D printer capital costs (Wohlers, 2016) created by the open-

source release of the self-replicating rapid (RepRap) prototyper (Sells et al., 2010; Jones, 

et al., 2011; Bowyer, 2014). The open-source hardware approach (Gibb and Abadie, 2014) 

has followed the traditional rapid development seen in free and open source software 

(Raymond, 1999) and the top-desktop 3-D printers are now routinely open source RepRaps 

derivatives (Make, 2017). The fast growth of the RepRap 3-D printers is a result of their 

ability to replicate (e.g. print their own parts) and self-upgrade its own parts (e.g. print a 

new cooling fan) as well as their ability to easily pay for themselves by fabricating 

consumer goods (Wittbrodt et al., 2013; Petersen and Pearce, 2017). In addition, open 

source desktop 3-D printers have been applied to create high value items in a wide range 

of fields including: rapid prototyping (Campbell, et al., 2012; Gibson, et al., 2014), 

distributed manufacturing (Kentzer, et al., 2011;;Pearce, 2015;), education (Irwin, et al., 

2015; Gonzalez-Gomez, et al.,  2012; Schelly, et al., 2015) , sustainable technology 

(Pearce, et al., 2010; Fox, 2010; Birtchnell and Hoyle, 2014; Pearce, 2015), scientific tools 
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(Pearce, 2012; Pearce, 2014; Baden, et al., 2015; Coakley and Hurt, 2016), microfluidics 

(O’Neill, et al., 2014; Pearce, et al., 2016).  

Despite this success, these low-cost 3-D printers still suffer from a litany of printing 

challenges related to building up a part from thermoplastic one layer at time from a flat 

print bed including warping, elephant foot (thicker part touching the print bed), bed 

adhesion (prints peeling off of the bed during print), distortion due to shrinking, skewed 

prints/ shifted layers, layer misalignment, clogged nozzles, or snapped filament  (Campbell, 

et al., 2012; O’Neil, et al., 2014;  Rimock, 2015). These unintended results reduce the 

economic as well as the environmental advantage of distributed manufacturing with 3-D 

printing (Laplume, et al., 2016; Tech, et al., 2016; Troxler and Woensel, 2016; Pearce, 

2012; 2014) in the aspect of environmental and sustainability. Many works had been done 

to automatically detect the errors while printing, but most of them are for the expensive 

laser-based 3-D printing (Kleszczynski, et al., 2012; Zur, et al., 2014, Kleszczynski, et al., 

2014; Concept Laser, 2016). Therefore, there is an acute need for a low-cost real-time error 

detection system for prosumer-grade 3-D printers.  

There have been some efforts made to this end.  There were several works detecting an 

error based on the laser and piezoelectric sensors, which are not easily adapted to the low-

cost market (Faes, et al., 2014; Volpato, et al., 2014; Wu, et al., 2016). A more promising 

method is to use computer vision, which has been shown to be highly effective at process 

monitoring for manufacturing (Atli, et al., 2006; Bradley, et al., 2001; Bradski, et al., 2008; 

Edinbarough, et al., 2005; Golnabi, et al., 2007; Ji, et al., 2002; Kerr, et al., 2006; Klancnik, 

et al., 2015; Lanzetta, et al., 2001; Li, et al., 2010; Pfeifer, et al., 2000; Wang, et al., 2007). 
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Some previous works used cameras to monitor the 3-D printing process (Hurd, et al., 2015; 

Baumann and Dieter, 2016; Straub, 2015). Hurd et al. installed Samsung Galaxy Tab 3 on 

the printer and monitored the printing via mobile phone (Hurd, 2015) but this can monitor 

only the top view of the printed part. Therefore, horizontal size can be determined.  

Baumann et al. used OpenCV (Opencv, 2016), Python (Python, 2016) and a PlayStation 

eye cam to detect detachment, missing material flow and deformed object in 3-D printing 

(Baumann, and Dieter, 2016), however, this work can detect only the shape of the printed 

part from only one side with success rate of 80%. Straub successfully applied a visible light 

3-D scanning system, five Raspberry Pi cameras, Raspberry Pi (Raspberry, 2016), and 

open source software approach with C# and Dot Net Framework (Microsoft, 2016) to 

detect incomplete prints (Straub, 2015). Nonetheless, the work can only detect error in the 

shape aspect. Other solutions to detect the failure 3-D printing in the RepRap 3-D printer 

have had a video monitor of printing but the user must manually check the video and stop 

the printing if something goes wrong (Gewirtz, 2016; Printer3-D, 2016; Carmelito, 2016; 

Simon, 2014; KenVersus, 2015).  

To monitor errors during FFF-based 3-D printing, an open source low-cost reliable real-

time optimal monitoring platform for FFF-based 3-D printing from double cameras is 

presented here. This error detection system is implemented with low-cost web cameras and 

extended from the basic approaches discussed above for 360 degrees around the printed 

object from three different perspectives by extending the algorithm using the Scale 

Invariant Feature Transform (SIFT) (Lowe, 1999) and the RANdom SAmple Consensus 

(RANSAC) (Fischler and Robert, 1981) models previously described (Nuchitprasitchai, et 

al., 2016). The algorithm is developed under open-source Python and run on a Raspberry 



 

 

101 

 

Pi3 mini-computer to reduce the costs and computation time. For 3-D printing monitoring 

in three different perspectives, the systems is tested with four different 3-D object 

geometries (two experiments tested in the normal printing and two in the failure state). The 

normal printing state means that the filament can print correctly and complete printing the 

3-D object. The failure state is the incomplete printing the 3-D object. This system is tested 

with two different techniques in the image pre-processing step: SIFT and RANSAC to 

rescale and rectify, and with non-rescale and rectification. The error percentage is 

calculated by the horizontal magnitude. Then the technique that can detect the error in the 

normal printing and the failure state correctly will be used in the second experiment were 

two different error detection methods are used: horizontal magnitude, and horizontal and 

vertical magnitudes. The results are discussed; conclusions are drawn and the limitations 

of these approaches are detailed. 

5.3 Method 

5.3.1 Experimental Equipment 

For this work, optical experiments were setup around a delta-style (Anzalone, et al., 2015) 

RepRap as shown in Figure 5.1 running double cameras. This low-cost (<US$500 in parts) 

open source delta-style polymer printing RepRap (MOST Delta). The MOST Delta is a 

RepRap (Anzalone, et al., 2016) derived from the Rostock (Rostock, 2016) printer with a 

cylindrical build volume 270 mm in diameter and 250 mm high and overall dimensions of 

375 mm diameter and 620 mm high. The double camera error detection use left and right 

images do three 3-D reconstruction (as seen in Figure 5.2). A Python algorithm was written 

for the experimental setup and is made available free and open source under an AGPLv3 
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license (Nuchitprasitchai, 2016). A different Python algorithm is used for each 

experimental setup, but the same type of webcam, 3-D printer, Raspberry Pi3, USB 3.0 

hub with 12V/3A power adapter, three LED light sources, tested objects, black printing 

base, black background, and filament brand are used. Due to the distance between the 

camera and the printer for the experiment setup, the field of view for both cameras can 

cover the printed area of 70 mm in width and 60 mm in height.  The relation of geometry 

between the 3-D printer and the camera system need to be known for using camera 

calibration technique (OpenCV, 2016) to calculate the intrinsic and extrinsic parameters 

for a specific camera setup. These parameters will be used to correct for lens distortion and 

image rectification. The three LED light sources (DollarTree, 2016) are installed on the 

three sides of the printer. All light sources are connected to the circuit with 4 volts from a 

DC power supply. The three pairs of cameras are setup on the same side of LED light 

sources. All cameras are connected to a 7 port USB 3.0 hub with 12V/3A power adapter 

which is connected to Raspberry Pi3. The cameras used in this study are six Logitech C525 

webcams, with an image size of 480-by-640 (height-by-width), pixel size is 5.52-by-5.82 

μm (height-by-width), and a focal length of 39.5 mm. The pixel size and the focal length 

calculation of the webcam below. The circuit of the light sources is shown in Figure 5.3. 
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Figure 5.1  MOST Delta printer experiment setup 

 

 

Figure 5.2  3-D reconstruction 
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Figure 5.3  Light source circuit 

5.3.2 Theory 

5.3.2.1 Calculating Webcam Pixel Size and Focal Length 

Unlike scientific cameras, inexpensive webcams do not normally ship with detailed 

technical specifications. The procedure below enables the extraction of pixel size and focal 

length from any inexpensive webcam. The Logitech C525 webcams used here do not come 

with information on the pixel size and focal length (on the package or the website), so the 

webcam was taking apart to calculate this information through the sensor size in the 

webcam as shown in Figure 5.4. The webcam sensor size is 2.52-by-3.73 mm (height-by-

width), and the webcam diagonal is 4.50 mm. The width and the height of pixel size are 

calculated by 

 𝑊𝑑 = 𝑊𝑠 𝑊𝑖⁄      (𝜇𝑚)                                         (5.1)   

Where 𝑊𝑑is a width of pixel size (𝜇𝑚), 𝑊𝑠 is a width of sensor size (mm), and 𝑊𝑖 is a 

width of images size (pixels). 

𝐻𝑝 = 𝐻𝑠 𝐻𝑖⁄       (𝜇𝑚)                                          (5.2) 
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Where 𝐻𝑝 is a height of pixel size (𝜇𝑚), 𝐻𝑠 is a height of sensor size (mm), and 𝐻𝑖 is a 

height of images size (pixels). 

The checkerboard image shown in Figure 5.5 is taken to calculate the focal length in pixels. 

The checkerboard image was printed in 2-D for taking the image and the size of 

checkerboard square on a paper is 7-by-7 mm (Nuchitprasitchai, et al., 2016). The 

checkerboard image was taken where the distance between the image and the webcam was 

230 mm, and the size of checkerboard square in the image was 20-by-20 pixels. The focal 

length in pixels is calculated by  

𝐹 =  (𝑃 ∗ 𝐷) 𝑊𝑐⁄                   (pixels)                         (5.3) 

Where 𝐹 is the focal length (pixels), 𝑃  is the size of checkerboard square in the image 

(pixels), 𝐷  is the distance between the image and the webcam, and 𝑊𝑐   is the size of 

checkerboard square on a paper (pixels). 

𝑓 =  (𝐹 ∗ 𝑊𝑑) 𝑊𝑖⁄                   (mm)                            (5.4)   

Where 𝑓 is the focal length (mm), 𝐹 is the focal length (pixels), 𝑊𝑑 is a width of pixel size 

(𝜇𝑚), and 𝑊𝑖 is a width of images size (pixels). 
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Figure 5.4  Logitech C525 webcam: a) webcam circuit board and body, and b) sensor of 

webcam 

 

 

Figure 5.5  Example of the checkerboard image 

 

5.3.2.2 Computer Vision Error Detection 

There are three steps to prepare the error detection system before printing a 3-D model: 1) 

camera calibration, 2) preparing STereoLithography (STL) files and resultant images, and 

3) setting up a pause and loop to move the extruder out of the view of the cameras for 

imaging. STL file is a file format describing 3-D model by using series of connected 

triangles to create the surface of the model and it is usually generated by computer aided 

design (CAD) software. The first step is camera calibration. Sixteen chessboard images are 

taken from three different views of the cameras after the 3-D printer experiment is setup 
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for camera calibration. There are six cameras named as camera0, camera1, camera2, 

camera3, camera4, and camera5. The camera0 and camera1 are setup as the first pair of 

cameras, camera2 and camera3 are setup as the second pair, and camera4 and camera5 are 

setup as the third pair.  The camera0, camera 2, and the camera 4 are setup as the left 

cameras, and camera1, camera 3, and the camera 5 are setup as the right cameras. The 

calibration is calculated and saved as CalibrationData1, CalibrationData2, and 

CalibrationData3.  The second step is preparing stlimage by slicing stl files into every N 

layers where the error will be detected as shown in Figure 5.6. The layer height and the 

amount of slicing layers need to be assigned for slicing stl file in three different views of 

the cameras. The layer height and the amount of total layers can be found in gcode file. All 

data at every N layers from stl file are plotted in 𝑥, 𝑦, 𝑧 axes to display the shape of the 

rendered 3-D model, which can be observed from different viewpoints. Thus, the shape of 

the stlimage is saved as PNG image type on 𝑥𝑧-plane. If a modulus after division between 

the total height and the height of every N layers is not equal to zero, the last PNG files are 

named as the amount of total layers. For example, if the 3-D model in gcode file has 129 

total layers, layer height of 0.2 mm, and the 3-D model is slicing in every 30 layers, then 

the stl file is sliced at layer 30, 60, 90, 120, and 129 which result in heights of 6, 12, 18, 

24, and 25.8 mm, respectively. The first stl slicing files are saved as SCAD30_1.png, 

SCAD30_2.png, and SCAD30_3.png, the next slicing files are saved as SCAD60_1.png, 

SCAD60_2.png, and SCAD60_3.png, and so on. After slicing stl files for four models, it 

was found that three stl files can start slicing every layer 10, 20, or 30, but t55gear stl file 

can start slicing at every 30 layers. Therefore, this study will be taking six images every 30 

layers are printed. The last step in the process is involves setting up a pause and a loop to 
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move the extruder out of the images every N layers in order to eliminate visual noise in the 

object images, the extruder of 3-D printing will be paused and moved to the certain height. 

The 3-D model is designed in OpenSCAD version2015.03-3 (OpenSCAD, 2016) and it is 

rendered and saved into stl file. After the 3-D model stl file is opened in Cura 

version15.04.6 (Ultimaker, 2016), the 3-D model is saved as gcode file. The 3-D model 

gcode file is opened by any text editor program to add the extra code in every N layers as 

shown in Figure 5.7. 

 

Figure 5.6  Slicing stl file flowchart 

 

 

Figure 5.7  Python code for pausing and moving the extruder to take the images 

 

The 3-D printing models chosen after the preparing stlimage step are sun gear (Thing-O-

Fun, 2016), prism, gear (Jetty, 2016), and t55gear (Droftarts, 2016) are available 

(Nuchitprasitchai, 2017) as shown in Figure 5.8. The printing parameters used are: layer 
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height 0.2 mm, shell thickness 1 mm, unable retraction, bottom/top thickness 1mm, fill 

density 20%, print speed 60 mm/s, printing temperature 180oC, diameter filament 1.94 - 

1.98 mm, flow filament 100%, and nozzle size 0.5 mm. The PLA filament used in this 

experiment is Hatchbox 3-D PLA with dimensional accuracy +/- 0.05 mm on 1 kg spools, 

1.75 mm diameter with pink color. 

 

Figure 5.8  Rendering of STL models for testing: a) sun gear, b) prism, c) gear, and d) 

t55gear 
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Figure 5.9  The error detection for double camera system flowchart 
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The double error detection algorithm, written in Python, will display the error percentage. 

If the error percentage is greater than 10% then the printing is failed as shown in Figure 

5.9. After the user orders printing a 3-D model through Franklin (Wijnen, et al., 2016) with 

the amount of slicing layer number (N), the background images are taken before printing 

the 3-D model. The background images are taken from six cameras saved as bgr1, bgr2, 

bgr3, bgl1, bgl2, bgl3, where the bgr represents the images taken from the right cameras, 

and bgl images are taken from the left cameras and the number 1, 2, and 3 mean the first, 

the second and the third pair of cameras. At every N layers, the printer is paused to detect 

an error. After the extruder is moved to the certain height, the object images are taken. The 

object images are taken from six cameras saved as objr1, objr2, objr3, objl1, objl2, objl3.  

The objr represents the object images taken from the right cameras, and objl are the object 

images taken from the left cameras. The number 1, 2, and 3 mean the first, the second and 

the third pair of cameras. In the removing background process, the object images need to 

be remove background, rendered black between bg and obj images for each pair of camera, 

and saved as newl.png and newr.png for each pair of camera. But there is a light reflection 

of the object in the images that may cause an error.  The new.png from the previous error 

detection will be used in the next error detection to create the new images named as 

newll.png and newrr.png. For an example, if the current layer is the same as the amount of 

slicing layer number, the images after removing background are saved into two different 

file names as newr and prevr. If they are not equal, they are saved as newrr. The prevr 

images need for the next step to improve removing background. If the current layer is 

greater than the amount of slicing layer number, the prevr image is read to combine the 

interested object area between the prevr and the newrr images into two different file names 
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as newr and prevr. After input images are ready for 3-D reconstruction in image pre-

processing step, the cameraimage is used to calculate the 3-D object points and the stlimage 

is rescaled to find the magnitude of the width. To reduce the computation time detecting 

an error, the error detection is calculated for each pair at a time started from first pair of 

images, second pair of images and third pair of images. Because the 3-D reconstruction 

calculation for each pair cost n second, so the total for three 3-D reconstruction cost O(N). 

The last step, the error detection is calculated. If there is an error, it will return the 

percentage of error and can be used as trigger to turn of the printer and alert the user. 

5.3.3 Experiments 

For this study, there are two experiments tested: image pre-processing and error detection. 

The image pre-processing step is run by two different techniques: SIFT and RANSAC to 

rescale and rectification, and with non-rescale and rectification. The error detection is 

tested by two different methods: horizontal magnitude, and horizontal and vertical 

magnitude. All cases are tested under normal printing and failure state. In the normal 

printing state means that the filament is in normal condition to complete printing the 3-D 

object. In the failure state is incomplete printing the 3-D object. The details for each 

experiment is explained later. 

5.3.3.1  Image Pre-Processing 

At every N layer that is equal to the amount of slicing layer numbers, the six object images 

are taken from three pair of cameras in different three perspectives. The background is 

removed and rendered black between bg and obj images for each camera such as (bgr1, 

objr1), (bgr2, objr2), (bgr3, objr3), (bgr4, objr4), (bgr5, objr5), and (bgr6, objr6). The new 
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images after removing background are named (newr1, prevr1), (newr2, prevr2), (newr3, 

prevr3), (newl1, prevl1), (newl2, prevl2), and (newl3, prevl3) when the current layer is the 

same as the amount of slicing layer number. If they are not equal, the images are saved as 

(newrr1, prevr1), (newrr2, prevr2), (newrr3, prevr3), (newll1, prevl1), (newll2, prevl2), 

and (newll3, prevl3). The prev images need for the next step to improve removing 

background. For an example, if the current layer is greater than the amount of slicing layer  

number, the prevr image is read to combine the interested object area between the prevr 

and the newrr images into two different file names as newr and prevr. Distortion is removed 

from all six images by intrinsic parameters from camera calibration. Next, a region of 

interest (ROI) is calculated from the image by converting the color image into a gray scale 

image, then converting it into binary image. The object area in the binary image is 

converted to be white used as the ROI, otherwise is converted to be black. After these steps, 

the images are ready for image pre-processing step tested by the SIFT and RANSAC to 

rescale and rectification, and with non- rescale and rectification. The 3-D points of the 

interested object is calculated. The algorithm for image rescaling, image rectification, and 

3-D points calculation has been described previously (Nuchitprasitchai, 2016). The error 

percentage is calculated by using horizontal magnitude method. The error detection is 

calculated for each pair of cameras once at a time. It starts from the first, the second, and 

the third pair of the images, respectively. If the error detection is greater than 10%, this can 

be used as a trigger to pause the printer and notify the user. But if the error is less than 

10%, then the next pair of the images is calculated to detect an error.  
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5.3.3.1.1 SIFT and RANSAC to Rescale and Rectification 

The interested object location between the left and the right images may have different 

scale or size, or they locate in different rows or columns in the image. To resolve this 

problem, the SIFT and the RANSAC models are applied for image rescaling and image 

rectification. The 3-D points then are calculated.  

5.3.3.1.2 With Non-Rescale and Rectification 

Due to using SIFT and RANSAC in Python has error from wrong matching points or no 

matching points, and affected the rescale and rectification process which results in high 

error values. However, the images taken by the cameras are already in very similar scale 

and rectify. The six images are used to calculate the 3-D surface points. 

5.3.3.2 Error Detection 

After the image pre-processing experiments with two different techniques, the error 

percentage of non-rescale and rectification is more accurate, therefore this method is used 

for error detection experiment by horizontal magnitude, and horizontal and vertical 

magnitude methods as explained below. First pair of the images is processed, and if the 

error is greater than 10%, it can be used as a trigger the error and report to the user; 

otherwise the next pair of the images is calculated to detect an error until the last pair of 

the images. 

5.3.3.2.1 Horizontal Magnitude 

The error detection is obtained by subtracting the magnitude of the width of interested area 

at the current printing layers between the 3-D reconstruction and stlimage model.  
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5.3.3.2.2 Horizontal and Vertical Magnitude 

The horizontal error magnitude is calculated as mentioned before. If only the width data 

available at the height of the current printing, then the vertical error magnitude is obtained 

by subtracting the magnitude of the height of interested area between the 3-D 

reconstruction and stlimage. If the width data is not available, then the percentage of error 

is 100. 

5.3.4 Validation 

The dimensions of the 3-D printed objects are measured with a digital caliper (+/-0.05mm). 

A 3-D reconstruction of the object is calculated from two images and the object size is 

calculated. Next, the size of both objects is compared to calculate size difference an error 

of the reconstruction. For validation of this approach four different test objects are printed 

including a) sun gear, b) prism, c) gear, and d) t55gear 

5.4 Results 

The experimental procedures were tested with different object geometries (sun gear, prism, 

gear, and t55gear).  In order to eliminate the background noise from the extruder, the 

images were taken after pausing printing and the extruder was moved out from six camera 

views. The example of the full sun gear model image from three different perspectives are 

shown in Figure 5.10. The results of the two experiments reported as followed. 
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Figure 5.10  The example of full model of sun gear image results from the first, the 

second and the third pair of cameras respectively: a-c) the images from the left camera, 

and d-f) the images from the right camera. 

5.4.1 Image Pre-Processing 

After order printing the 3-D model, all six background images were taken from six cameras 

in three different views. For each technique, there are tested in normal printing and failure 

state. After the extruder was paused and moved up for 100 mm at every 30 layers, the six 

object images from six cameras in three different perspectives was taken. The error 

detection processed from six object and six background images in different technique for 

image pre-processing presented as followed.  

5.4.1.1 SIFT and RANSAC to Rescale and Rectification 

A) Normal Printing State 

Figure 5.11 shows that most of the errors are greater than 10% for each geometry except 

the sun gear model at layers 60 to 240, the error is less than 10%. The printing layers at 30, 

120, and 150 layers in the prism model had zero error percentage because the SIFT and 
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RANSAC did not have enough matching points to rescale. Therefore, they could not 

calculate 3-D object points. In sun gear, gear, and t55gear graph, there were some printing 

layers that the error percentage had the huge difference because the SIFT and RANSAC 

had the wrong matching and rescaling the wrong size. The computation time (as seen in 

Figure 5.12) depends on the size and the shape of the 3-D reconstruction. Most of the 

models had the same trend of the computation time that was increasing when the printing 

layers was increasing except the prism model because it could not reconstruct 3-D model.  

The sun gear model is the largest size, so the computation time for each pair of cameras 

took longer than other models (i.e. (~170 seconds per pair). It took about 510 seconds to 

detect an error for three pair of sun gear images. 

 

Figure 5.11  Image pre-processing - SIFT and RANSAC to rescale and rectification: the 

error detection of normal printing state for a) sun gear, b) prism, c) gear, and d) t55gear. 
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Figure 5.12  Image pre-processing - SIFT and RANSAC to rescale and rectification: the 

computational time of normal printing state for a) sun gear, b) Prism, c) gear, and d) 

t55gear. 

 

B) Failure State 

Figure 5.13 shows that most of the errors are greater than 10% for each geometry except 

the third pair of the sun gear model after 90 layers, and the third pair of images in the gear 

model for all cases that the errors are less than 10%. The computation time (as seen in 

Figure 5.14) had the same trend as the normal printing state. 
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Figure 5.13  Image pre-processing - SIFT and RANSAC to rescale and rectification: the 

error detection of failure state for a) sun gear, b) Prism, c) gear, and d) t55gear. 

 

 

Figure 5.14  Image pre-processing - SIFT and RANSAC to rescale and rectification: the 

computational time of failure state for a) sun gear, b) Prism, c) gear, and d) t55gear. 
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5.4.1.2 Non-rescale and rectification 

A) Normal Printing State 

Figure 5.15 shows the error of all models are less than 10%. The computation time (as seen 

in Figure 5.16) depends on the size and the shape of the 3-D reconstruction. Most of the 

models had the same trend of the computation time that was increasing when the printing 

layers was increasing. The sun gear model is the largest size, so the computation time for 

each pair of camera took longer than other models, and it took around 100 seconds for each 

pair. It took about 300 seconds to detect an error for all three pair of sun gear images. On 

the other hand, the prism gear is the smallest size, so the total computation time for all three 

pair of images took only 60 seconds to calculate the errors. 

 

Figure 5.15  Image pre-processing – Non-rescale and rectification: the error detection of 

normal printing state for a) sun gear, b) Prism, c) gear, and d) t55gear. 
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Figure 5.16  Image pre-processing – Non-rescale and rectification: the computation time 

of normal printing state for a) sun gear, b) prism, c) gear, and d) t55gear. 

 

 

 

B) Failure State 

Figure 5.17 shows that most of errors are greater than 10% except some layers of the sun 

gear model in the third pair of the images are less than 10%. The computation time (as seen 

in Figure 5.18) trends are similar to the case A in the single camera setup. 
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Figure 5.17  Image pre-processing – Non-rescale and rectification: the error detection of 

failure state for a) sun gear, b) prism, c) gear, and d) t55gear. 

 
 

Figure 5.18  Image pre-processing – Non-rescale and rectification: the computation time 

of failure state for a) sun gear, b) prism, c) gear, and d) t55gear. 
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5.4.2 Error Detection 

From image pre-processing experiment shows that the non-rescale and rectification 

technique can detect an error more accurately than the SITF and RANSAC to rescale and 

rectification method. The error detection method needs to be improved here and tested with 

horizontal magnitude, and horizontal and vertical magnitude. 

5.4.2.1 Horizontal Magnitude  

This results are the same as the image pre-processing experiment for non- rescale and 

rectification technique for both normal and failure state. 

5.4.2.2 Horizontal and Vertical Magnitude 

A) Normal Printing State 

Figure 5.19 shows that all errors are less than 10% for each geometry. The computation 

time (as seen in Figure 5.20) depends on the size and the shape of the 3-D reconstruction. 

The computation time trends are similar as the horizontal magnitude method. 
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Figure 5.19  Error detection – Horizontal magnitude: the error detection of normal 

printing state for a) sun gear, b) Prism, c) gear, and d) t55gear. 

 
 

Figure 5.20  Error detection – Horizontal magnitude: the computation time of normal 

printing state for a) sun gear, b) Prism, c) gear, and d) t55gear. 
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B) Failure State 

All cases correctly are 100% error. The computation time as shown in Figure 5.21 depends 

on the size and the shape of the 3-D reconstruction similar as the failure state of the non-

rescale and rectification in the image pre-processing experiment in Figure 5.18. 

 
 

Figure 5.21  Error detection – Horizontal and vertical magnitude: the computation time of 

failure state for a) sun gear, b) Prism, c) gear, and d) t55gear. 

 

 

The summary of the image pre-processing experiment for SIFT and RANSAC to rescale 

and rectification, and non-rescale and rectification method for both normal printing and 

failure state are shown in Figure 5.22 to 5.25.  In the normal printing state, the non- rescale 

and rectification method is better than SIFT and RANSAC to rescale and rectification 

method for both the percentage of error and computation time. It can detect an error more 

accurate than SIFT and RANSAC to rescale and rectification method for all models as 

shown in Figure 5.22. But both methods are fail to detect the failure state as shown in 
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Figure 5.24. The computation time for both normal state and failure state of non-rescale 

and rectification method is 2X faster than SIFT and RANSAC to rescale and rectification 

method for all models as shown in Figure 5.23 and 5.25. 
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Figure 5.22  Summary of image pre-processing: the error detection of normal printing state for a) sun gear, b) prism, c) gear, 

and d) t55gear. 
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Figure 5.23  Summary of image pre-processing: the computation time of normal printing state for a) sun gear, b) prism, c) 

gear, and d) t55gear. 
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Figure 5.24  Summary of image pre-processing: the error detection of failure state for a) sun gear, b) prism, c) gear, and d) 

t55gear. 
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Figure 5.25  Summary of image pre-processing: the computation time of failure state for a) sun gear, b) prism, c) gear, and d) 

t55gear. 
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The summary of the error detection experiment for horizontal magnitude, and horizontal 

and vertical magnitude for both normal printing and failure state are shown in Figure 5.26 

to 5.29.  In normal printing state, both horizontal magnitude, and horizontal and vertical 

magnitude can detect error correctly under 10% as shown in Figure 5.26. But in the failure 

state, the horizontal and vertical magnitude can detect the failure more accurate than the 

horizontal magnitude for all models by reporting 100% error as shown in Figure 5.28. Also 

the computation time are the same in both normal printing and failure state as shown in 

Figure 5.27 and 5.29. 

 



Figure 5.26  Summary of error detection: the error detection of normal printing state for a) sun gear, b) prism, c) gear, and d) 

t55gear. 
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Figure 5.27  Summary of error detection: the computation time of normal printing state for a) sun gear, b) prism, c) gear, and 

d) t55gear.
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Figure 5.28  Summary of error detection: the error detection of failure state for a) sun gear, b) prism, c) gear, and d) t55gear. 
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Figure 5.29  Summary of error detection: the computation time of failure state for a) sun gear, b) prism, c) gear, and d) t55gear. 

1
3
5
 



 

136 

 

5.5 Discussion 

The experimental results show that the three double camera set up in Python can be used 

to automatically detect a 3-D printer error such as clogged extruder, loss of filament, or an 

incomplete project for a wide range of 3-D object geometries. These errors can be 

significant as new user RepRap printing has been shown to have a 20% failure rate 

(Wittbrodt, et al., 2013). Previous solutions depended on proprietary software and 

expensive hardware. This work has overcome the limitations (Nuchitprasitchai, et al., 

2016; Nuchitprasitchai, et al., 2017) by reducing the computation time for multiple cameras 

and reducing the cost of software. The computation time here for the similar area size of 

ROI using Python is around 2X faster and less expensive than the code (Nuchitprasitchai, 

et al.., 2016; Nuchitprasitchai, et al., 2017) with the same algorithm run in the MATLAB 

environment which costs $2,150 (Mathworks, 2016).  This is not that expensive for 

research or highend 3-D printer applications, but represents a barrier to deployment in the 

low-cost prosumer printers used for distributed manufacturing, which generally cost in 

total $2,500 or less (the RepRap used in this study was $500 in parts).  

The double error detection works as designed. It should be noted, that a printed 3-D object 

usually has a small error when compared between the 3-D model file and the real 3-D 

printed object. The image pre-processing with horizontal magnitude error detection 

experiment shows that the algorithm with non-rescale and rectification can detect when the 

printing has failed more accurately than the one using the SIFT and RANSAC to rescale 

and rectification. But the error detection using horizontal magnitude results in sun gear 

model are not correct in some layers such as layers between 210 and 240, or between 240 
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and 268 in the first pair of cameras are less than 10% in failure state that should be greater 

than 10%. Therefore, the non-rescale and rectification algorithm was used in the error 

detection experiment with two different methods: horizontal magnitude, and horizontal and 

vertical magnitude. The horizontal and vertical magnitude method showed that the 3-D 

reconstruction error detection can detect 100% error when the printing has failed because 

the 3-D printed objects are smaller than the STL models because there are no data at the 

current height of the printing. The use of web cameras can be less expensive than other 

methods which are more accurate error detection of a 3-D print such as a laser scanning or 

sensor (Faes, et al., 2014), or scientific research cameras that cost about US$300 

(Nuchitprasitchai, et al., 2016; Nuchitprasitchai, et al., 2017). There are other methods to 

stop catastrophic failures. For example, there is a thrown rod alarm system for delta-style 

RepRaps, which alerts user when electrical connections are broken if any of the linking 

rods lose connection with the end effector (hot end) (Nuchitprasitchai, 2017) and Barker 

developed a similar thrown rod halt mod, which stops a print when electrical connections 

are broken if any of the linking rods are thrown (Barker, 2017). This type of warning system 

only addresses one failure mode while the work described here stops printing for any 

failure mode. Others demand user oversight as (Mahan, 2016; Gewirtz, 2016; Printer 3-D, 

2016; Carmelito, 2016; Simon, 2014; KenVersus, 2015), while the system described here 

is automatic This double cameras error detection algorithm (100% detection) can also 

detect the error better than vision-based error detection for 3-D printing processes when 

missing material flow (80% detection) (Baumann and Dieter, 2016). However, the 

algorithm here still has limitations. First, slicing the STL model into every N layers cannot 

be done for some number layers that the user may want because Slic3r reports an error for 



 

138 

 

removing a facet. For example, the t55gear model used here could not be sliced every 10 

or 20 layers, which is why here tested in every 30 layers. Second for 3-D printing models 

that create too many shadows in the model after taking the images can also not be 

monitored in this way. In the removing background process, such models lose a lot of data 

of the bottom of the object in the image caused a false error detection. Thus, the geometries 

that this process works for is limited. Finally, for users setting up the systems for 

themselves web cameras must be selected with a focal length of 10 cm or longer and must 

be supported by the open source environment.  

From the previous work (Nuchitprasitchai, 2017), the images from the single camera set 

up can be processed to detect the shape error in a low-cost 3-D printing, and the detection 

rate for both normal printing and failure state are 100% correctly. The computation time of 

the single camera set up is fast, less than 10 seconds for all three cameras. Also, this work 

represented reconstructing 3-D images of 3-D objects from 2-D images that successfully 

used to detect the size error of failure printing by six cameras. The computation time of the 

double camera set up depends on the size of the 3-D model. In this experiment, the average 

of the computation time is 45 seconds for each pair of cameras. Therefore, the single and 

double camera setup in an open source algorithm have been used together for more 

efficiency in reliable monitoring error of FFF-based 3-D printing in shape and size.   

In addition, to overcoming these limitations there are several other areas of future research. 

First, the slicing STL model process need to be investigated to eliminate the error for 

removing a facet. Second, removing the background algorithm need to be more accurate to 

remove only noise in the. Furthermore, to increase the quality of removing the background, 
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the new mathematical equations need to be tested for the performance of the system. Third, 

the computation time of this system would be improved if the 3-D reconstruction process 

is calculated only on the new area of the 3-D printed part. For example, the STL model is 

sliced every 30 layers. The first 3-D reconstruction is for layer 1 to 30, then the next 3-D 

reconstruction should be only for layer 31 to 60. This will reduce the area of pixels need to 

be calculated. Last, this system may be tested with other block matching algorithms to see 

if another algorithm is faster and more accurate such as correlation coefficient, normalized 

correlation coefficient, cross correlation, normalized cross correlation, squared difference, 

or normalized squared difference (Abidrahmank, 2013). Last, Franklin need to be modified 

to include this algorithm in order to alert user and pause the printing when an error occurs. 

5.6 Conclusions 

This paper described an open-source low-cost reliable real-time monitoring platform for 

FFF-based 3-D printing based on a double cameras system for three perspectives around 

360 degrees. The results showed that the algorithm using non-rescale and rectification with 

detecting an error at the current height of the printing was effective at detecting a clogged 

nozzle, loss of filament, or an incomplete project for a wide range of 3-D object geometries. 

The error calculations were determined from the data in the 3-D reconstruction points at 

the current height of the printing. The error results can be used to inform user and as the 

feedback control for the printer. The validity of this approach using experiment shows that 

the error detection system is capable of a 100 percent detection rate for failure detection. 
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Chapter 6: Conclusions and Future Work 

6.1  Conclusions 

In this dissertation, it was shown that the triangulation-based geometric 3-D reconstruction 

algorithm is able to reliably reconstruct the 3-D objects and is able to detect errors on the 

low cost of an open source RepRap style 3-D printer. The triangulation-based geometric 3-

D reconstruction algorithm written in MATLAB was used successfully to reconstruct 3-D 

objects by using two science cameras in chapter 2. In chapter 3 the shape algorithm was 

added to be more efficient for detecting failed printing in a 3-D printer. Both the shape 

algorithm and the triangulation-based geometric 3-D reconstruction algorithm written in 

MATLAB was tested for detecting an error of failed printing on the RepRap 3-D printer 

from one perspective for both single and two cameras setup by using the science cameras. 

In chapter 4, webcams were used instead of the science cameras to reduce the cost of this 

approach. To increase the ability to detect an error around 3-D printed part, six webcams 

were used by setup each pair of cameras in three different perspectives. Python was used 

to developed these algorithms instead of MATLAB to make the algorithms are more 

available for everyone can access with no cost for the low cost of an open source RepRap 

style 3-D printer, and reducing the computation time to be more effective for 3-D printer 

that each layer takes a few second depends on the size and how complicated of the design 

to finish printing. The single camera error detection in Python is tested in normal and failure 

state.  In chapter 5, the double cameras error detection in Python is tested with two different 

techniques in image pre-processing, and with two different methods in the error detection 

algorithms.  
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6.2  Suggestions for Future work 

There are some works that can be done to improve the algorithms represented in this 

dissertation. Background removing is still challenging topic because the different light 

setting can severely affect the process. The improved method need to be implemented for 

a better background removal algorithm. The computation time was improved in this 

dissertation by ported the code from MATLAB to Python that is faster 3X in the single 

camera setup but in the double camera setup is faster only up to 2X.  However, the 

computation time would be improved if only the different area between the previous and 

the current printed part is calculated. There are many techniques in the block matching 

method. In this dissertation used only Sum of Absolute Differences block matching 

technique. Other techniques should be tested such as Squared difference, Normalized, 

squared difference, Cross correlation, Normalized cross correlation, Cosine coefficient, or 

Normalized cosine coefficient. The RepRap printer can print the object in height of 200 

mm. But the field of view of webcam used in this work can only cover the printed part of 

70 mm in width and 60 mm in height. The hardware need to be installed for moving the 

webcams location in height based on the height of the 3-D printed object, so that it can 

continue detect the error as the printer higher than 60 mm. Last, some STL model cause 

problem during the slicing process by using Slic3r because a facet cannot be removed.  The 

other technique should be applied to slice the STL model.  
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Appendix A: Supplementary Information for Chapter 2 

In chapter 2, we describe our approach to applying the SIFT to rescale and rectify the 

images. Figure A.1 shows the left and the right images after the background has been 

removed before rescaling the image. 

  

Figure A.1  Before rescaling the image 

After using the SIFT, the key point descriptors are calculated for each key point, and the 

distance between the closest descriptor pairs are calculated in order to find the matching 

points between the left and the right image that represent the same point of the object in 

the image. An example of one matching point between the left and the right image is shown 

in Figure A.2. 

Figure A.2  An example of one matching point between the left and the right image 
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The height between a pair of matching points in the left image is the difference in 𝑦-

coordinate between the two matching points in the left image. In addition, the height 

between a pair of matching points in the right image is the difference in 𝑦-coordinate 

between the two matching points in the right image.  They are shown in Figure A.3. 

 

Figure A.3  The difference between a pair of matching points 

Next, the summation of the heights in the left image (∑ 𝐻𝑙) is the summation of the 

differences between the heights of matching points from the top 10% of the best matching 

points in the left image. In addition, the summation of the heights in the right image (∑ 𝐻𝑟) 

is the summation of the differences between the heights of matching points from the top 

10% of the best matching points in the right image. They are calculated by 

∑ 𝐻𝑙 =  ∑ (𝑦𝑙𝑒𝑓𝑡,𝑖 − 𝑦𝑙𝑒𝑓𝑡,𝑖+1)𝑛
𝑖=1                                          (A-1) 

∑ 𝐻𝑟 =  ∑ (𝑛
𝑖=1 𝑦𝑟𝑖𝑔ℎ𝑡,𝑖 − 𝑦𝑟𝑖𝑔ℎ𝑡,𝑖+1)                                     (A-2) 

where ∑ 𝐻𝑙 is the summation of the heights from the top 10% of the best matching points 

in the left image, ∑ 𝐻𝑟 is the summation of the heights from the top 10% of the best 

matching points in the right image, 𝑛 is the number of the top 10% of the best matching 

  

The height in the 

right image  

 The height in 

the left image 
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points where 𝑖 is increased by 2 for each iteration, 𝑦𝑙𝑒𝑓𝑡 is the 𝑦-coordinate in the left image, 

and 𝑦𝑟𝑖𝑔ℎ𝑡 is the 𝑦-coordinate in the right image. 

In order to rescale the image, there are two possible calculations of the height ratio as 

shown in Equation (A-3). The first one happens when the summation of the heights in the 

left image is greater than the summation of the heights in the right image. In this way the 

height ratio is calculated by Equation (A-3)-(𝑎). Then the left image is rescaled by this 

height ratio. On the other hand, if the summation of the heights in the right image is greater 

than the summation of the heights in the left image, the height ratio is calculated by the 

second possible calculation as shown in Equation (A-3)-(𝑏). Then the right image is 

rescaled by the height ratio. 

𝐻𝑒𝑖𝑔ℎ𝑡 𝑅𝑎𝑡𝑖𝑜 = {

∑ 𝐻𝑙
∑ 𝐻𝑟

          𝑖𝑓 ∑ 𝐻𝑙 > ∑ 𝐻𝑟                          (𝑎)

∑ 𝐻𝑟
∑ 𝐻𝑙

          𝑖𝑓 ∑ 𝐻𝑟 > ∑ 𝐻𝑙                           (𝑏)

                       (A-3) 

where ∑ 𝐻𝑙 is the summation of the heights from the top 10% of the best matching points 

in the left image, and ∑ 𝐻𝑟 is the summation of the heights from the top 10% of the best 

matching points in the right image. 

Figure A.4 shows the best 10% of the matching points. The summations of the height of 

the left and the right images are 32.96 and 32.27 pixels, respectively. Since the summation 

of the height of the left image is greater than the summation of the height of the right image, 

the left image is rescaled by the height ratio with 0.98. The result is shown in Figure A.5. 
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Figure A.4 Matching points for rescale after using SIFT 

 

Figure A.5  After rescaling the image 

After the rescaling step, one of the images needs to be rectified. The difference in 𝑦-

coordinate between the left and the right images for each matching point (𝐷𝑖𝑓𝑓𝑦), as shown 

in Figure A.6, is calculated by Equation (A-4). If 𝐷𝑖𝑓𝑓𝑦 is greater or equal to zero, the left 

image is moved up by 𝐷𝑖𝑓𝑓𝑦 pixels. If not, the left image is moved down by 𝐷𝑖𝑓𝑓𝑦 pixels. 

𝐷𝑖𝑓𝑓𝑦 =  𝑦𝑙𝑒𝑓𝑡 − 𝑦𝑟𝑖𝑔ℎ𝑡                                                  (A-4) 

where 𝐷𝑖𝑓𝑓𝑦 is the difference in 𝑦-coordinate between the left and the right images, 𝑦𝑙𝑒𝑓𝑡 

is the 𝑦-coordinate in the left image, and 𝑦𝑟𝑖𝑔ℎ𝑡 is the 𝑦-coordinate in the right image. 
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Figure A.6  The difference in 𝑦-coordinates between the left and the right images 

After re-running the SIFT with the images from Figure A.5, the best 10% of the matching 

points are shown in Figure A.7. Therefore, the difference in the 𝑦-coordinates between the 

left and the right images is equal to 42 pixels. The result after rectifying the image is 

presented in Figure A.8. 

 

Figure A.7  Matching points for rectification after re-running the SIFT 
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Figure A.8  After rectifying the image 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

155 

 

Appendix B: Supplementary Information for Chapter 4 

In chapter 4, The single camera set up experiment was tested with four different models 

for both normal and failure state. All data tables are shown in table B.1-B.8 

B.1 Normal state 

Table B.1 Single camera error detection data for sun gear: Normal state 

Current layer 
1st right 

camera 

2nd right 

camera 

3rd right 

camera 

Computation time 

(sec.) 

30 5.20 4.77 3.96 6.29 

60 5.25 4.52 3.81 6.64 

90 3.94 3.62 2.67 6.63 

120 3.89 3.11 2.56 6.66 

150 3.48 2.96 2.18 6.71 

180 3.44 2.93 2.80 6.68 

210 3.45 2.98 2.92 6.72 

240 3.05 3.01 2.81 6.75 

268 3.06 2.66 2.97 6.73 

Table B.2 Single camera error detection data for Prizm: Normal state 

Current layer 
1st right 

camera 

2nd right 

camera 

3rd right 

camera 

Computation time 

(sec.) 

30 3.78 6.67 5.80 8.04 

60 2.48 3.02 4.31 6.38 

90 1.82 2.00 2.93 7.17 

120 2.39 2.75 3.09 6.47 

150 2.23 2.44 3.03 6.57 

Table B.3 Single camera error detection data for gear: Normal state 

Current layer 
1st right 

camera 

2nd right 

camera 

3rd right 

camera 

Computation time 

(sec.) 

30 4.06 3.38 2.86 10.05 

60 2.53 4.70 2.31 6.88 

90 2.13 1.46 2.84 7.10 

120 5.25 2.12 3.76 6.70 

129 1.08 1.30 0.70 6.87 
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Table B.4 Single camera error detection data for t55gear: Normal state 

Current layer 
1st right 

camera 

2nd right 

camera 

3rd right 

camera 

Computation time 

(sec.) 

30 4.17 4.81 4.10 6.39 

60 2.72 4.52 4.32 6.43 

90 3.27 3.94 4.14 6.54 

120 2.36 3.18 3.63 6.48 

150 1.81 2.52 3.07 6.63 

 

B.2 Failure state 

Table B.5 Single camera error detection data for Sun gear: Failure state 

Current layer 
1st right 

camera 

2nd right 

camera 

3rd right 

camera 

Computation time 

(sec.) 

30 & 60 15.21 15.47 15.07 6.54 

60 & 90 13.84 15.95 15.36 8.26 

90 & 120 15.78 15.82 15.94 7.06 

120 & 150 15.55 15.28 16.23 8.14 

150 & 180 13.56 13.12 14.81 6.70 

180 & 210 12.81 12.77 14.25 6.79 

210 & 240 11.54 11.88 13.65 6.89 

240 & 268 10.21 10.29 12.22 7.08 

Table B.6 Single camera error detection data for Prizm: Failure state 

Current layer 
1st right 

camera 

2nd right 

camera 

3rd right 

camera 

Computation time 

(sec.) 

30 & 60 17.02 17.67 19.01 6.77 

60 & 90 12.56 11.54 12.98 6.92 

90 & 120 9.30 9.11 10.38 7.94 

120 & 150 8.62 7.63 9.06 8.08 

Table B.7 Single camera error detection data for gear: Failure state 

Current layer 
1st right 

camera 

2nd right 

camera 

3rd right 

camera 

Computation time 

(sec.) 

30 & 60 15.40 16.17 14.74 6.91 

60 & 90 11.81 14.01 12.40 6.73 

90 & 129 10.83 10.58 11.59 6.65 
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Table B.8 Single camera error detection data for t55gear: Failure state 

Between 

layer 

1st right 

camera 

2nd right 

camera 

3rd right 

camera 

Computation time 

(sec.) 

30 & 60 15.23 17.03 15.74 6.49 

60 & 90 17.73 19.73 19.69 6.51 

90 & 120 16.18 16.27 16.50 6.68 

120 & 150 13.43 14.28 14.62 6.63 
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Appendix C: Supplementary Information for Chapter 5 

In chapter 5, All image results for each full model display from the first, the second and 

the third pair of cameras respectively: a-c) the images from the left camera, and d-f) the 

images from the right camera as shown in Figure C.1-C.4. 

            

                      a)                                           b)                                            c)          

                

                      d)                                           e)                                            f) 

Figure C.1 Full model of sun gear image 
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          a)                                           b)                                            c)  

     

                      d)                                           e)                                             f) 

Figure C.2 Full model of prism image 

 

 

      

                     a)                                            b)                                            c)  

     

                      d)                                           e)                                               f) 

Figure C.3 Full model of gear image 
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                      a)                                           b)                                           c)  

     

                      d)                                           e)                                               f) 

Figure C.4 Full model of t55gear image 

 

The double cameras set up were tested with two different experiments: image pre-

processing and error detection. The image pre-processing was run by two different 

techniques:  SIFT and RANSAC to rescale and rectify, and no rescale and rectification. 

The error detection is tested with two different methods: horizontal magnitude, and 

horizontal and vertical magnitude. For all experiments are tested with four model under 

normal printing and failure state.  All data tables are shown in table C.1-C.30.  From the 

results showed that no rescale and rectify in the image pre-processing step with horizontal 

and vertical magnitude algorithm was success to detect the error 100%, and the 3-D 

reconstruction results for full model of different four geometries in three different 

perspectives are shown in Figure C.5-C.8. 
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a)                                                                     b) 

 

                                                                   c) 

Figure C.5 3-D reconstruction of sun gear model: a) first pair of cameras, b)second pair 

of cameras, and c) third pair of cameras 
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a)                                                                     b) 

 

                                                                   c) 

Figure C.6 3-D reconstruction of prism model: a) first pair of cameras, b)second pair of 

cameras, and c) third pair of cameras 
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a) 

 

b) 

 

c) 

Figure C.7 3-D reconstruction of gear model: a) first pair of cameras, b)second pair of 

cameras, and c) third pair of cameras 
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a) 

 

b) 

 

c) 

Figure C.8 3-D reconstruction of t55gear model: a) first pair of cameras, b)second pair of 

cameras, and c) third pair of cameras 
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C.1 Image Pre-Processing 

C.1.1 SIFT and RANSAC to Rescale and Rectify 

A) Normal Printing State 

Table C.1 Double camera error detection data for sun gear: Normal Printing State  

Current 

layer 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30 32.67 50.37 28.04 47.91 116.09 49.12 

60 30.41 72.94 22.83 58.91 6.64 70.51 

90 23.16 74.17 16.59 89.41 5.03 87.39 

120 28.64 92.15 18.84 96.04 6.65 101.83 

150 29.14 102.35 18.32 116.01 3.16 112.99 

180 27.52 110.61 18.86 127.31 8.22 118.94 

210 29.05 132.08 18.32 137.29 4.64 136.54 

240 27.47 140.47 17.46 146.16 3.72 145.56 

268 25.01 152.11 15.36 164.09 50.01 149.93 

Table C.2 Double camera error detection data for prism: Normal Printing State 

Current 

layer 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30 0 0 0 0 0 0 

60 19.31 38.23 16.79 16.79 20.53 17.26 

90 26.05 36.21 28.13 20.39 26.78 18.32 

120 0 0 0 0 0 0 

150 0 0 0 0 0 0 
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Table C.3 Double camera error detection data for gear: Normal Printing State 

Current 

layer 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30 31.05 29.77 20.39 29.21 5.08 30.85 

60 30.49 45.57 23.88 45.32 7.57 48.61 

90 23.02 61.99 17.98 68.74 6.22 64.99 

120 96.32 83.36 18.37 87.16 3.59 84.54 

129 29.84 85.61 13.36 88.26 6.38 91.51 

 

Table C.4 Double camera error detection data for t55gear: Normal Printing State 

Current 

layer 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30 56.49 33.64 20.13 34.22 41.76 36.25 

60 47.77 53.51 19.51 19.41 14.82 55.74 

90 38.42 67.81 23.36 69.63 99.98 70.93 

120 37.21 81.37 27.75 85.53 12.11 84.21 

150 32.74 95.02 34.04 98.19 8.34 97.24 
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B) Failure State 

Table C.5 Double camera error detection data for sun gear: Failure State 

Between 

layers 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30&60 32.67 49.41 28.04 46.91 116.09 48.58 

60&90 238.39 74.34 218.74 59.54 176.72 71.78 

90&120 23.16 74.24 16.59 89.78 5.03 87.54 

120&150 28.64 91.93 18.84 95.46 6.65 100.03 

150&180 29.14 102.42 18.32 117.91 3.16 114.49 

180&210 27.52 111.67 18.86 127.52 8.22 118.41 

210&240 29.05 131.83 18.32 138.52 4.64 136.17 

240&268 27.47 149.02 17.46 146.92 3.72 145.63 

Table C.6 Double camera error detection data for prism: Failure State 

Between 

layers 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30&60 0 0 0 0 0 0 

60&90 38.23 19.63 16.79 16.64 17.26 20.52 

90&120 36.21 25.97 20.39 27.85 18.32 26.55 

120&150 0 0 0 0 0 0 
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Table C.7 Double camera error detection data for gear: Failure State 

Between 

layers 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30&60 31.05 30.51 20.39 29.52 24.98 31.76 

60&90 30.49 45.07 23.88 45.95 15.87 47.65 

90&129 23.02 23.02 17.98 68.06 15.91 65.41 

Table C.8 Double camera error detection data for t55gear: Failure State 

Between 

layers 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30&60 72.87 33.72 32.71 34.45 56.59 35.67 

60&90 134.35 53.66 27.65 19.78 82.09 55.79 

90&120 38.42 68.05 23.36 69.52 99.98 71.97 

120&150 31.21 81.55 27.75 83.72 12.11 83.96 
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C.1.2 Non-Rescale and Rectification 

A) Normal Printing State 

Table C.9 Double camera error detection data for sun gear: Normal Printing State  

Current 

layer 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30 5.36 16.58 1.29 22.51 3.49 22.26 

60 5.33 24.21 1.29 34.15 2.98 32.52 

90 3.79 30.63 0.46 44.84 2.08 41.87 

120 2.88 35.5 0.78 54.01 2.52 46.89 

150 0.21 38.8 0.05 59.97 2.52 53.54 

180 3.79 43.72 0.78 64.17 2.52 58.86 

210 3.79 48.29 0.78 72.66 1.2 64.39 

240 1.34 52.41 0.78 81.1 2.52 71.61 

268 1.97 57.73 0.87 83.59 1.2 77.29 

Table C.10 Double camera error detection data for prism: Normal Printing State 

Current 

layer 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30 6.28 5.47 0.44 7.36 4.14 6.94 

60 8.56 7.62 1.04 10.4 4.97 9.34 

90 6.94 9.94 0.84 13.37 4.12 11.98 

120 9.26 11.93 0.41 17.55 2.94 15.05 

150 6.94 14.73 1.32 19.07 1.02 20.31 
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Table C.11 Double camera error detection data for gear: Normal Printing State 

Current 

layer 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) 
Time 

(sec.) 

30 3.95 10.94 0.42 14.03 2.71 14.61 

60 3.81 16.78 0.26 20.48 3.02 21.04 

90 3.21 20.94 0.26 30.93 2.31 29.79 

120 3.21 27.79 0.26 41.14 2.01 37.48 

129 3.21 28.27 0.26 40.58 2.01 36.91 

 

Table C.12 Double camera error detection data for t55gear: Normal Printing State 

Current 

layer 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30 4.48 13.04 0.51 16.45 3.59 16.41 

60 4.48 19.31 1.65 25.24 3.61 24.81 

90 8.26 23.55 0.85 31.84 5.41 30.52 

120 8.69 28.89 3.85 38.54 5.41 37.46 

150 7.83 32.98 4.18 43.19 6.32 41.08 
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B) Failure State 

Table C.13 Double camera error detection data for sun gear: Failure State 

Between 

layers 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30&60 14.85 16.13 9.09 22.14 1.96 21.87 

60&90 29.87 25.39 23.28 34.86 19.16 34.35 

90&120 28.83 30.61 13.56 44.19 12.43 41.03 

120&150 18.26 34.65 7.33 53.33 10.73 46.94 

150&180 12.66 39.03 6.41 58.87 6.32 53.29 

180&210 10.98 43.69 10.05 63.21 4.89 58.68 

210&240 7.44 49.88 2.53 71.4 2.61 64.95 

240&268 4.66 52.32 1.24 79.14 0.63 71.24 

Table C.14 Double camera error detection data for prism: Failure State 

Between 

layers 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30&60 30.62 5.53 30.84 7.22 27.01 6.59 

60&90 21.85 7.63 20.01 10.47 17.77 9.32 

90&120 19.81 9.61 15.72 13.42 13.45 12.15 

120&150 13.53 11.96 10.74 16.95 10.17 15.01 
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Table C.15 Double camera error detection data for gear: Failure State 

Between 

layers 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30&60 27.92 10.98 28.82 15.18 24.98 14.31 

60&90 15.63 16.6 25.77 20.37 15.87 21.41 

90&129 22.92 21.26 16.96 30.47 15.91 28.56 

 

Table C.16 Double camera error detection data for t55gear: Failure State 

Between 

layers 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) 
Time 

(sec.) 

30&60 52.73 13.31 57.08 16.43 51.85 16.54 

60&90 37.46 19.16 42.87 25.15 38.49 24.17 

90&120 31.7 23.5 31.29 32.33 27.96 30.86 

120&150 22.42 29.29 24.45 41.17 17.95 40.91 
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C.2 Error Detection 

C.2.1 Horizontal Magnitude 

A) Normal Printing State 

Table C.17 Double camera error detection data for sun gear: Normal Printing State  

Current 

layer 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) 
Time 

(sec.) 

30 5.36 16.58 1.29 22.51 3.49 22.26 

60 5.33 24.21 1.29 34.15 2.98 32.52 

90 3.79 30.63 0.46 44.84 2.08 41.87 

120 2.88 35.5 0.78 54.01 2.52 46.89 

150 0.21 38.8 0.05 59.97 2.52 53.54 

180 3.79 43.72 0.78 64.17 2.52 58.86 

210 3.79 48.29 0.78 72.66 1.2 64.39 

240 1.34 52.41 0.78 81.1 2.52 71.61 

268 1.97 57.73 0.87 83.59 1.2 77.29 

Table C.18 Double camera error detection data for prism: Normal Printing State 

Current 

layer 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30 6.28 5.47 0.44 7.36 4.14 6.94 

60 8.56 7.62 1.04 10.4 4.97 9.34 

90 6.94 9.94 0.84 13.37 4.12 11.98 

120 9.26 11.93 0.41 17.55 2.94 15.05 

150 6.94 14.73 1.32 19.07 1.02 20.31 
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Table C.19 Double camera error detection data for gear: Normal Printing State 

Current 

layer 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30 3.95 10.94 0.42 14.03 2.71 14.61 

60 3.81 16.78 0.26 20.48 3.02 21.04 

90 3.21 20.94 0.26 30.93 2.31 29.79 

120 3.21 27.79 0.26 41.14 2.01 37.48 

129 3.21 28.27 0.26 40.58 2.01 36.91 

 

Table C.20 Double camera error detection data for t55gear: Normal Printing State 

Current 

layer 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30 4.48 13.04 0.51 16.45 3.59 16.41 

60 4.48 19.31 1.65 25.24 3.61 24.81 

90 8.26 23.55 0.85 31.84 5.41 30.52 

120 8.69 28.89 3.85 38.54 5.41 37.46 

150 7.83 32.98 4.18 43.19 6.32 41.08 
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B) Failure State 

Table C.21 Double camera error detection data for sun gear: Failure State 

Between 

layers 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30&60 14.85 16.13 9.09 22.14 1.96 21.87 

60&90 29.87 25.39 23.28 34.86 19.16 34.35 

90&120 28.83 30.61 13.56 44.19 12.43 41.03 

120&150 18.26 34.65 7.33 53.33 10.73 46.94 

150&180 12.66 39.03 6.41 58.87 6.32 53.29 

180&210 10.98 43.69 10.05 63.21 4.89 58.68 

210&240 7.44 49.88 2.53 71.4 2.61 64.95 

240&268 4.66 52.32 1.24 79.14 0.63 71.24 

Table C.22 Double camera error detection data for prism: Failure State 

Between 

layers 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30&60 30.62 5.53 30.84 7.22 27.01 6.59 

60&90 21.85 7.63 20.01 10.47 17.77 9.32 

90&120 19.81 9.61 15.72 13.42 13.45 12.15 

120&150 13.53 11.96 10.74 16.95 10.17 15.01 
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Table C.23 Double camera error detection data for gear: Failure State 

Between 

layers 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30&60 27.92 10.98 28.82 15.18 24.98 14.31 

60&90 15.63 16.6 25.77 20.37 15.87 21.41 

90&129 22.92 21.26 16.96 30.47 15.91 28.56 

 

Table C.24 Double camera error detection data for t55gear: Failure State 

Between 

layers 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30&60 52.73 13.31 57.08 16.43 51.85 16.54 

60&90 37.46 19.16 42.87 25.15 38.49 24.17 

90&120 31.7 23.5 31.29 32.33 27.96 30.86 

120&150 22.42 29.29 24.45 41.17 17.95 40.91 
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C.2.2 Horizontal and Vertical Magnitude 

A) Normal Printing State 

Table C.25 Double camera error detection data for sun gear: Normal Printing State  

Current 

layer 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30 5.08 15.99 1.27 22.67 3.37 21.92 

60 5.06 23.87 1.27 33.97 2.92 33.09 

90 3.79 30.54 0.46 43.64 2.08 41.08 

120 2.81 35.52 1.98 50.84 2.45 45.82 

150 1.95 39.16 0.54 57.82 2.45 53.43 

180 3.65 43.45 0.77 63.33 2.45 58.21 

210 3.65 48.42 0.77 70.59 1.91 63.76 

240 2.79 53.05 0.77 76.97 2.45 69.32 

268 4.52 58.39 2.17 82.79 3.78 75.49 

Table C.26 Double camera error detection data for prism: Normal Printing State 

Current 

layer 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30 3.85 5.61 0.44 7.18 3.97 6.71 

60 7.88 7.71 1.02 10.34 4.47 9.46 

90 3.84 9.46 0.85 13.64 3.96 12.23 

120 7.02 11.93 0.85 17.37 2.85 15.16 

150 9.01 14.44 0.85 19.82 1.31 17.88 
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Table C.27 Double camera error detection data for gear: Normal Printing State 

Current 

layer 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30 3.81 11.15 0.42 14.32 2.65 14.28 

60 3.67 17.39 0.26 21.43 2.93 22.42 

90 3.11 21.04 0.26 31.35 2.26 29.24 

120 3.11 27.76 0.26 40.17 2.26 37.17 

129 2.34 27.65 0.44 40.39 1.97 37.09 

 

Table C.28 Double camera error detection data for t55gear: Normal Printing State 

Current 

layer 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30 12.61 13.04 0.51 16.42 3.47 16.14 

60 19.31 19.31 1.65 25.24 3.61 4.8 

90 23.86 23.55 3.71 32.93 5.13 30.48 

120 28.92 28.89 3.71 39.47 5.13 37.28 

150 35.52 32.98 3.11 47.11 5.13 44.21 
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B) Failure State 

Table C.29 Double camera error detection data for sun gear: Failure State 

Between 

layers 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) 
Time 

(sec.) 
Error (%) Time (sec.) 

30&60 100 12.18 100 22.17 100 21.51 

60&90 100 25.42 100 35.72 100 34.55 

90&120 100 30.94 100 44.64 100 41.45 

120&150 100 34.76 100 50.86 100 45.67 

150&180 100 39.34 100 57.54 100 54.02 

180&210 100 44.06 100 63.65 100 57.43 

210&240 100 49.05 100 70.03 100 64.14 

240&268 100 52.32 100 79.14 100 71.24 

Table C.30 Double camera error detection data for prism: Failure State 

Between 

layers 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30&60 100 5.59 100 7.22 100 6.83 

60&90 100 7.61 100 10.52 100 9.45 

90&120 100 9.56 100 13.62 100 20.59 

120&150 100 12.09 100 16.85 100 14.97 
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Table C.31 Double camera error detection data for gear: Failure State 

Between 

layers 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30&60 100 11.19 100 14.14 100 14.07 

60&90 100 17.27 100 21.57 100 21.16 

90&129 100 21.34 100 31.24 100 28.64 

 

Table C.32 Double camera error detection data for t55gear: Failure State 

Between 

layers 

1st pair of camera 2nd pair of camera 3rd pair of camera 

Error (%) Time (sec.) Error (%) Time (sec.) Error (%) Time (sec.) 

30&60 100 19.23 100 16.52 100 18.42 

60&90 100 19.48 100 26.12 100 24.27 

90&120 100 23.61 100 33.25 100 30.22 

120&150 100 28.87 100 39.55 100 37.04 
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