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## Abstract

I formal verification of fidence in the correctness of the system under verification, it suffers from a steep learning curve and the laborious nature of interaction with a theorem prover. As such, it is desirable to investigate whether ITP can be used in unexplored (but highimpact) domains where other verification methods fail to deliver. To this end, the focus of this dissertation is on two important domains, namely design of parameterized self-stabilizing systems, and mechanical verification of numerical approximations for Riemann integration. Self-stabilization is an important property of distributed systems that enables recovery from any system configuration/state. There are important applications for self-stabilization in network protocols, game theory, socioeconomic systems, multi-agent systems and robust data structures. Most existing techniques for the design of self-stabilization rely on a 'manual design and after-the-fact verification' method. In a paradigm shift, we present a novel hybrid method of 'synthesize in small scale and generalize' where we combine the power of a finite-state synthesizer with theorem proving. We have used our method for the design of network protocols that are self-stabilizing irrespective of the number of network nodes (i.e., parameterized protocols). The second domain of application of ITP that we are investigating concentrates on formal verification of the numerical propositions of Riemann integral in formal proofs. This is a high-impact problem as Riemann Integral is considered one of the most indispensable tools of modern calculus. That has significant applications in the development of mission-critical systems in many Engineering fields that require rigorous computations such as aeronautics, space mechanics, and electrodynamics. Our contribution to this problem is three fold: first, we formally specify and verify the fundamental Riemann Integral inclusion theorem in interval arithmetic; second, we propose a general method to verify numerical propositions on Riemann Integral for an uncountably infinte class of integrable functions; third, we develop a set of practical automatic proof strategies based on formally verified theorems. The contributions of Part II have become part of the ultra-reliable NASA PVS standard library.


## Introduction

### 1.1 Preface

I nteractive Theorem Proving (ITP) represents the most rigorous formal verification technique for mission-critical computing systems [1]. Nonetheless, ITP is known to be time consuming given the burdensome nature of interaction with a theorem prover. As such, it is desirable to investigate whether ITP can be combined with more automatic techniques in unexplored (but high-impact) domains where other verification methods fail to deliver. To this end, the focus of this dissertation is on two important domains, namely design of parameterized self-stabilizing systems, and mechanical verification of numerical approximations for Riemann integration. A solution for these two problems is highly desirable in the design and verification of many mission-critical systems (e.g., air traffic management systems). Specifically, the interaction with the physical environment implies complex models of continuous and discrete mathematical nature [2]. For instance, the design of a safe algorithm to avoid collision between unmanned aircrafts includes the verification of non-linear arithmetic propositions on real-valued continuous functions, which is a well-known problem that faces arduous complications in automated reasoning systems [3, 4, 2, 5, 5, 6. In addition to this, in the absence of a human pilot in an unmanned aircraft/spaceship there will be vital enquiries to design ultra-reliable distributed protocols [7, 8, 9, 10, 11]. Self-Stabilization (SS) is a highly desirable property of these protocols [9]. However, a chief challenge associated with their formal designs is the complexity of verifying the correctness of their safety properties [9]. For example, the design of parameterized self-stabilizing protocols algorithmically is known to be an open problem. Moreover, the problem of adding convergence to finite state automata is NP-hard (in the size of state space) [12, 13, 14]. Most existing techniques for the design of self-stabilization rely on a 'manual design and after-the-fact verification' methods which are limited to specific heuristics. Automatic finite-state synthesizers do exist [13, 15, 16, 17] but they are efficient only in small scopes given the complexity of adding convergence problem

Table 1.1: Total size of PVS theories developed in the dissertation.

|  | Total number of lemmas | Total size PVS + proof scripts |
| :--- | :---: | :---: |
| Part I | 319 | 4473 |
| Part II | 99 | 2928 |
| Total | 418 | 7401 |

(i.e., small finite number of processes) [15, 16]. This dissertation includes two parts. First, we propose a hybrid method for the synthesis and verification of parameterized self-stabilizing protocols, under the concept of synthesize in small scale then generalize. The first step of this method is done by automatic synthesizer [15, 16, 17]. By contrast, the generalization step is done by means of interactive prototype verification system (PVS). The mechanical convergence proofs we provide are based on symbolic mathematical reasoning. Thus there are no restrictions on the number of processes or their variables. In the second part of the dissertation we provide a novel automatic strategy to prove numerical propositions on Riemann Integral within a formal proof. A solution for this problem is demanding and very challenging (e.g., for the design of unmanned aircraft system) [6, 4]. Our design for this strategy required a proof for the fundamental Riemann Integral Inclusion Theorem for a specific type of integrable functions. The strategy combines several theories of real analysis and interval analysis in an automatic fashion. This yields a significant reduction in the human exertions that are required for the mechanical but not automatic verifications, saving the users thousands of proof steps. Table 1.1 presents a summary of the complexity of the PVS theories we developed in this dissertation in terms of the total sizes of the PVS files and their proof scripts.
Organization of the first part of the dissertation. Section 1.2 provides a brief overview of PVS. In Chapter 2 we introduce the first problem, backgound and related work. Chapter 3 provides basic concepts of protocols and presents their formal specifications in PVS. Then, Chapter 4 formally presents the problem of adding convergence to protocols. Chapter 5 present the specification and verification of our approach of the design and verification of parameterized weakly self-stabilizing protocols in PVS. Chapter 6 demonstrates reusability and generalizability for strongly self-stabilizing protocol of in the context of sorting protocol on rings and chains. Chapter 7 discusses the significance of this research,concluding remarks, and presents future extensions of part I. Organization of the second part of the dissertation. Chapter 8 provides some basic concepts and results from existing work. Chapter 9 presents an abstract algorithm for the approximation of Riemann Integral with its proof of soundness. Chapter 10 discusses the usability of RiemannSum R2I and its soundness statement in formal proofs of numerical propositions automatically,
and presents some case studies. Finally, Chapter 11 makes concluding remarks and presents possible research expansions of the results of Part II.

### 1.2 The Prototype Verification System (PVS)

Since in this disertation we use the Prototype Verification System (PVS) [18, 19] as the theorem prover of choice, we provide a brief introduction to PVS in this section. PVS is an environment for formal specification and verification that includes a specification language, a type checker and a theorem prover (that enables automated deduction). The basic unit of abstraction in PVS is a theory whose parameters may include constants, types or theory instances. Each THEORY contains axioms, definitions, assumptions and theorems. The following specification represents an example template of a PVS theory.

```
Example: THEORY
    BEGIN
        // The definitions, axioms, assumptions and theorems come here
    END Example
```

PVS also contains built-in libraries of theories whose theorems can be imported in specifications. A PVS expression can be considered as a predicate logic formula that may include the usual universal/existential quantifiers, arithmetic and logical operators, lambda abstraction and functions. In general, the PVS specification language is based on typed higher-order logic that supports some built-in and uninterpreted user-defined types. For example, we specify the basic concepts of state, variables and their domain as uninterpreted types state: Type+, Variable: Type+, Dom: Type+, where ' + ' denotes the non-emptiness of the declared type. (In PVS, "userDefinedType : TYPE $+=[] "$ declares the type userDefinedType.) The PVS language also enables us to define constrained types (e.g., prime numbers) using predicate subtypes and dependent types. During type checking, these constrained types may cause proof obligations (e.g., proving non-emptiness) that are called Type-Correctness Conditions (TCCs). The PVS theorem prover includes two sets of automated reasoning tools, namely the primitive inference procedures and utilities. The primitive (inference) procedures include rules for propositional and quantified expressions, term rewriting, induction, simplification and data and predicate abstraction. There are also utility tools integrated with the primitive procedures to improve the efficiency of automated reasoning. These tools include a symbolic model checker, a Satisfiability Modulo Theory (SMT) solver, a random testing tool and a tool for evaluating ground expressions, called PVSio. The users should use the aforementioned machinery in a semi-automatic fashion to prove theorems. The users can create scripts that combine inference procedures, called proof strategies. The proofs are saved as scripts that can be edited by users for reuse and greater efficiency.

## Part I

## Parameterized Self-Stabilizing <br> Protocols



## Introduction

### 2.1 Preface


#### Abstract

I N this part we present a novel hybrid method for verification and synthesis of parameterized self-stabilizing protocols where algorithmic design and mechanical verification techniques/tools are used hand-in-hand. The core idea behind the proposed method includes the automated synthesis of self-stabilizing protocols in a limited scope (i.e., fixed number of processes) and the use of theorem proving methods for the generalization of the solutions produced by the synthesizer. Specifically, we use the Prototype Verification System (PVS) to mechanically verify a synthesis algorithm for automated generation of weakly stabilizing protocols. Then, we reuse the proof of correctness of the synthesis algorithm to establish the correctness of the generalized versions of synthesized protocols for an arbitrary number of processes. We demonstrate the proposed approach in the context of an agreement and a graph coloring protocol on the ring topology ${ }^{1}$. We also mechanically verify a strongly stabilizing sorting ${ }^{2}$ protocol on unidirectional rings and chains using the idea of convergence stairs ${ }^{3}$.


### 2.2 Background and Related Work

Self-stabilization is an important property of dependable distributed systems as it guarantees convergence in the presence of transient faults. That is, from any state/configuration, a Self-Stabilizing (SS) system recovers to a set of legitimate states

[^1](a.k.a. invariant) in a finite number of steps. Moreover, from its invariant, the executions of an SS system satisfy its specifications and remain in the invariant; i.e., closure. Nonetheless, design and verification of convergence are difficult tasks [21, 22] in part due to the requirements of (i) recovery from arbitrary states; (ii) recovery under distribution constraints, where processes can read/write only the state of their neighboring processes (a.k.a. their locality), and (iii) the non-interference of convergence with closure. Methods for algorithmic design of convergence [23, 24, 25, 26] can generate only the protocols that are correct up to a limited number of processes and small domains for variables. Thus, it is desirable to devise methods that enable automated design of parameterized SS systems, where a parameterized system includes several families of symmetric processes that have a similar code up to variable renaming. This paper presents a novel method based on the philosophy of synthesize in small scale and generalize, where we exploit (1) algorithmic methods for the design of small SS systems, and (2) theorem proving techniques for generalizing small solutions. The proposed method has important applications in both hardware [27] and software [28] networked systems, be it a network-on-chip system or the Internet. Numerous approaches exist for mechanical verification of self-stabilizing systems most of which focus on synthesis and verification of specific protocols. For example, Qadeer and Shankar [29] present a mechanical proof of Dijkstra's token ring protocol [21] in the Prototype Verification System (PVS) [19]. Kulkarni et al. [30] use PVS to mechanically prove the correctness of Dijkstra's token ring protocol in a component-based fashion. Prasetya [31 mechanically proves the correctness of a self-stabilizing routing protocol in the HOL theorem prover [32]. Tsuchiya et al. [33] use symbolic model checking to verify several protocols such as mutual exclusion and leader election. Kulkarni et al. [34, 35] mechanically prove (in PVS) the correctness of algorithms for automated addition of fault tolerance; nonetheless, such algorithms are not tuned for the design of convergence. Most existing automated techniques [36, 37, 38, 25] for the design of fault tolerance enable the synthesis of non-parametric fault-tolerant systems. For example, Kulkarni and Arora [37] present a family of algorithms for automated design of fault tolerance in non-parametric systems, but they do not explicitly address self-stabilization. Abujarad and Kulkarni [24] present a method for algorithmic design of self-stabilization in locally-correctable protocols, where the local recovery of all processes ensures the global recovery of the entire distributed system. Farahat and Ebnenasir [26, 25] present algorithms for the design of self-stabilization in non-locally correctable systems. Jacobs and Bloem [39] show that, in general, synthesis of parameterized systems from temporal logic specifications is undecidable. They also present a semi-decision procedure for the synthesis of a specific class of parameterized systems in the absence of faults. To summarize, there are two important challenges: (1) most existing methods for mechanical verification of self-stabilization are problem specific, which provide little room for reuse of verification efforts, and
(2) existing synthesis methods do not directly address the design of SS parameterized systems.


Figure 2.1: A Hybrid method for the synthesis of parameterized self-stabilizing protocols.

The contributions of this part are two-fold: a hybrid method (Figure 2.1) for the synthesis of parameterized self-stabilizing systems and a reusable PVS theory for mechanical verification of self-stabilization. The proposed method includes a synthesis step and a theorem proving step. In [26, 25, 14, 40] the authors enable the synthesis step where they take a non-stabilizing protocol and generate a selfstabilizing version thereof that is correct by construction up to a certain number of processes. This paper investigates the second step where we use the theorem prover PVS to prove (or disprove) the correctness of the synthesized protocol for an arbitrary number of processes; i.e., generalize the synthesized protocol. The synthesis algorithms in [26, 25, 14, 40] incorporate weak and strong convergence in existing network protocols; i.e., adding convergence. Weak (respectively, Strong) convergence requires that from every state there exists an execution that (respectively, every execution) reaches an invariant state in finite number of steps. To enable the second step, we first mechanically prove the correctness of the Add_Weak algorithm from [25] that adds weak convergence. As a result, any protocol generated by Add_Weak will be correct by construction. Moreover, the mechanical verification of Add_Weak provides a reusable theory in PVS that enables us to verify the generalizability of small instances of different protocols generated by Add_Weak. If the mechanical verification succeeds, then it follows that the synthesized protocol is in fact correct for an arbitrary number of processes. Otherwise, we use the feedback of PVS to determine why the synthesized

Table 2.1: Total size of PVS theories developed in Part I.

| File | Size PVS | Proof-script size |
| :--- | :---: | :---: |
| Add_Weak | 247 | 341 |
| Coloring_m_n | 232 | 342 |
| Binary_Agreement | 297 | 701 |
| ChaiSort_m_n | 607 | 1706 |
| Total(319 lemmas) | 1381 | + |

protocol cannot be generalized and re-generate a protocol that addresses the concerns reported by PVS. We continue this cycle of synthesize and generalize until we have a parameterized protocol. Large part of the framework that we developed to prove the soundness of Add_Weak algorithm for weak convergence, can also be reused for
the mechanical specification and verification of self-stabilizing protocols designed by means other than our synthesis algorithms. We demonstrate the reusability of the framework in the context of a coloring protocol (Section 5.3) and a binary agreement protocol (Section D.1). Furthermore, we present a method for mechanical verification of strong convergence and we demonstrate it for the design of a self-stabilizing sorting algorithm on unidirectional rings and chains. These case studies illustrate how the PVS theory we developed can be reused for the verification of strong stabilization. Nevertheless, the mechanical verifications of these protocols is really lengthy. This is due to the very precise type theoretic nature of theorem proving, the complexity of adding convergence problem, in addition to the involvement of lengthy inductive proofs. For instance, even a slight change on the actions of the protocol or on the topology, would change the proofs fundamentally. Thus, as our synthesis in the small scope is automatic, the actions and the topologies may change from one case to another unpredictably. Consequently, the automation of the proofs was highly challenging. In particular, it requires proving general theories that are applicable to larger families of automatically synthesized protocols. To illustrate the difficulty of this task, we present a summary of the mechanical proofs sizes of our theories in PVS ( Listing 2.1).Organization. Section 1.2 provides a brief overview of PVS. Section 8.2 introduces basic concepts and presents their formal specifications in PVS. Then, Section 4.2 formally presents the problem of adding convergence to protocols. Sections 5.1 and 5.2 respectively present the specification and verification of Add_Weak in PVS. Sections 5.3, D.1, 6.1 and 6.2 respectively demonstrate reusability and generalizability in the context of a graph coloring protocol, a binary agreement protocol and a sorting algorithm on rings and chains. Section 7 discusses the significance of this research and related work. Finally, Section 7.2 makes concluding remarks and presents future extensions of this work.


## Preliminaries and Basic Concepts

### 3.1 General Framework for Shared Memory Protocols in PVS

In this section, we present a reusable frame-work for shared memory protocols that is used throughout this dissertation. Particularly, we present the fundamental types, functions, and parameters to specify basic concepts such as protocols, state predicates, computations prefix and convergence. We also present their formal specifications in PVS. The definitions of protocols and convergence are adapted respectively from [34, 21].

### 3.1.1 Protocols

A protocol includes a set of processes, a set of variables and a set of transitions. Since we would like the specification of a protocol to be as general as possible, we impose little constraints on the notions of state, transitions, etc. Thus, the concepts of state, variable, and domain are all abstract and nonempty. Formally, we specify them by uninterpreted types state: Type+, Variable: Type+, Dom: Type+. A state predicate is a set of states specified as StatePred: TYPE $=$ set[state]. The concept of transition is modeled as a tuple type of a pair of states Transition: Type $=$ [state,state] [34]. Likewise, the type of the set of transitions that are constructed by the actions of the protocol is defined naturally as a set of transitions, Action:Type =set[Transition]. An action of a protocol can be considered as an atomic guarded command "grd $\rightarrow s t m t$ ", where grd denotes a Boolean expression in terms of protocol variables and stmt is a set of statements that atomically update protocol variables when grd holds. An action is enabled iff (if and only if) its guard grd evaluates to true. To capture this restriction throughout this dissertation we formalize an action of a process $j$ in a protocol by means of tabular construct of PVS where we use blank entries whenever the protocol
is silent. Hence a transition of a protocol - from a state $s$ - will be defined as ( s , action( $\mathrm{j}, \mathrm{s})$ ). We provide concrete examples in sections 5.3 and 6.1. The types Dom, Variable, and Action can be finite or infinite types in our PVS specifications ${ }^{1}$.

### 3.1.2 Distribution and Atomicity Models

We model the impact of distribution in a shared memory model by considering read and write restrictions for processes with respect to variables. Due to the inability of a process $P_{j}$ in reading some variables, each transition of $P_{j}$ belongs to a group of transitions. For example, consider two processes $P_{0}$ and $P_{1}$ each having a Boolean variable that is not readable for the other process. That is, $P_{0}$ (respectively, $P_{1}$ ) can read and write $x_{0}$ (respectively, $x_{1}$ ), but cannot read $x_{1}$ (respectively, $x_{0}$ ). Let $\left\langle x_{0}, x_{1}\right\rangle$ denote a state of this protocol. Now, if $P_{0}$ writes $x_{0}$ in a transition $(\langle 0,0\rangle,\langle 1,0\rangle)$, then $P_{0}$ has to consider the possibility of $x_{1}$ being 1 when it updates $x_{0}$ from 0 to 1. As such, executing an action in which the value of $x_{0}$ is changed from 0 to 1 is captured by the fact that a group of two transitions $(\langle 0,0\rangle,\langle 1,0\rangle)$ and $(\langle 0,1\rangle,\langle 1,1\rangle)$ is included in $P_{0}$. In general, a transition is included in the set of transitions of a process iff its associated group of transitions is included. Formally, any two transitions $\left(s_{0}, s_{1}\right)$ and $\left(s_{0}^{\prime}, s_{1}^{\prime}\right)$ in a group of transitions formed due to the read restrictions of a process $P_{j}$ meet the following constraints, where $r_{j}$ denotes the set of variables $P_{j}$ can read: $\forall v: v \in r_{j}:\left(v\left(s_{0}\right)=v\left(s_{0}^{\prime}\right)\right) \wedge\left(v\left(s_{1}\right)=v\left(s_{1}^{\prime}\right)\right)$ and $\forall v: v \notin r_{j}:\left(v\left(s_{0}\right)=\right.$ $\left.v\left(s_{1}\right)\right) \wedge\left(v\left(s_{0}^{\prime}\right)=v\left(s_{1}^{\prime}\right)\right)$, where $v(s)$ denotes the value of a variable $v$ in a state $s$ that we represent by the Val:[Variables,state -> Dom] i.e Val(v, s) function in PVS.

To enable consistent reusability of our PVS specifications, we will specify our distribution model set of axioms as predicates in the abstract formal types and definitions of a process, protocol, and group transition, so one should mechanically prove them whenever a constant of these types is declared, as explained in Sections 5.3 and 6.1.1. Moreover, this technique will help the the user to use them in the mechanical proofs using the command typepred of PVS whenever the need be.

For instance, since a process p is a tuple of a subset of variables that are readable by that process, a subset of variables that are writable by that process, and its set of transitions. Then the axiom:

AXIOM Every writable variable in a process p is a readable variable.
is implemented formally in the definition of the type of a process as a predicate as illustrated in Listing 3.1. Observe that if a user instantiated the first set of variables with a set that is not a superset of the second set of variables then PVS will issue unprovable TCC (type check condition) obligation. This technique in PVS will discover

[^2]any possible inconsistency in the specification immediately thus the user should be able to revise the specification accordingly, saving huge time and effort.

```
1 p_process: TYPE = {p:[ set[Variables],set[Variables],Action ]
2 |subset?(proj_2(p),proj_1(p))}
```


## Listing 3.1: Processes

Similarly, a protocol prt is a tuple of a set of processes, variables, and set of transitions. However, the property that $x$ of type Transition belongs to the transitions of prt iff $x$ belongs to the transitions of one of its processes must be valid for any protocol. Thus we implement this property in the protocol ${ }^{2}$ type definition as given in Listing 3.2.


Listing 3.2: Protocols
Transition groups of a transition $\mathbf{x}$ due to a process $\mathbf{p}$. In the following formal specifications, $v$ is of type Variable, $p$ is of type p_process, $t$ and $t^{\prime}$ are of type Transition, and non_read Listing 3.4 and transition_group Listing 3.3 are functions that respectively return the set of unreadable variables of the process $p$ and the set of transitions that meet $\forall v: v \in r_{j}:\left(v\left(s_{0}\right)=v\left(s_{0}^{\prime}\right)\right) \wedge\left(v\left(s_{1}\right)=v\left(s_{1}^{\prime}\right)\right)$ and $\forall v: v \notin r_{j}:\left(v\left(s_{0}\right)=\right.$ $\left.v\left(s_{1}\right)\right) \wedge\left(v\left(s_{0}^{\prime}\right)=v\left(s_{1}^{\prime}\right)\right)$ for a transition $t=\left(s_{0}, s_{1}\right)$ and its groupmate $t^{\prime}=\left(s_{0}^{\prime}, s_{1}^{\prime}\right)$.

```
1 transition_group(p:p_process,x:Transition,prt:nd_Protocol):set[
    Transition] = { xl:Transition| member(p,proj_1(prt))
\cap (FORALL (v1:Variables| member(v1,proj_1(p))):
                                Val(v1,proj_1(x)) = Val(v1,proj_1(x1))
    \cap Val(v1,proj_2(x)) = Val(v1,proj_2(x1)))
6 \cap (FORALL (v:Variables|member(v,Non_read(p,prt))):
7 Val(v,proj_1(x)) = Val(v,proj_2(x))
8 \cap Val(v,proj_1(x1)) = Val(v,proj_2(x1)))}
```

Listing 3.3: transition_group $(\mathrm{p}, \mathrm{x})$ : returns transition group of a transition x due to a process p

[^3]Where member $(x, X)$ and subset? $(X, Y)$ respectively represent the set membership and subset predicates in a set-theoretic context, and proj_k is a built-in function in PVS that returns the k-th element of a tuple x. Moreover, in PVS x'i can be used alternatively with proj_i. We use both of the two notations of PVS throughout the dissertation.

```
1 Non_read( pp:p_process,pprt:nd_Protocol):set[Variables] = {v|member
    (pp,proj_1(pprt)) AND member(v,proj_2(pprt)) AND NOT member(v,
    proj_1(pp)) }
```

Listing 3.4: non_read: function
The projection of a protocol prt on a state predicate $I$, denoted $\operatorname{Proj}(p r t, I)$, includes the set of transitions of prt that start in $I$ and end in $I$. One can think of the projection of prt as a protocol that has the same set of processes and variables as those of prt, but its transition set is a subset of prt's transitions confined in $I$. We model this concept by defining the following function, where $Z$ is instantiated by transitions of prt. (proj_ $k$ is a built-in function in PVS that returns the $k$-th element of a tuple.)

$$
\begin{aligned}
& \operatorname{Proj}(Z: \text { Action, } I: \text { StatePred): Action }= \\
& \left\{t: \text { Transition } \mid t \in Z \wedge \mathrm{t}^{\prime} 1 \in I \wedge \mathrm{t}^{\prime} 2 \in I\right\}
\end{aligned}
$$

Example: Coloring on a ring of $n>3$ processes with $m>2$ colors. The coloring protocol, denoted Coloring $(m, n)$, includes $n>3$ processes located along a bidirectional ring. Each process $P_{j}$ has a local variable $c_{j}$ with a domain of $m>2$ values representing $m$ colors. Thus, the set of variables of $\operatorname{Coloring}(m, n)$ is $V_{\text {Coloring }(m, n)}=\left\{c_{0}, c_{1}, \ldots, c_{n-1}\right\}$. As an example of a state predicate, consider the states where no two neighboring processes have the same color. Formally, $I_{\text {coloring }}=$ $\forall j: 0 \leq j<n: c_{j} \neq c_{j \oplus 1}$, where $\oplus$ and $\ominus$ denote addition and subtraction modulo $n$. Each process $P_{j}(0 \leq j<n)$ has the following action:

$$
\begin{equation*}
A_{j}:\left(c_{j}=c_{j \ominus 1}\right) \vee\left(c_{j}=c_{j \oplus 1}\right) \rightarrow c_{j}:=\operatorname{other}\left(c_{j \ominus 1}, c_{j \oplus 1}\right) \tag{3.1}
\end{equation*}
$$

If $P_{j}$ has the same color as that of one of its neighbors, then $P_{j}$ uses the function "other $\left(c_{j \ominus 1}, c_{j \oplus 1}\right)$ " to non-deterministically set $c_{j}$ to a color different from $c_{j \ominus 1}$ and $c_{j \oplus 1}$. The projection of the actions $A_{j}$ (for $0 \leq j<n$ ) on the predicate $I_{\text {coloring }}$ is empty because no action is enabled in $I_{\text {coloring }}$. The coloring protocol has applications in several domains such as scheduling, bandwidth allocation, register allocation, etc. It is known that if $m>d$, where $d$ is the max degree in the topology graph of the


$$
\left(c_{i}=c_{i+1}\right) \vee\left(c_{i}=c_{i-1}\right) \quad c_{i}:=\operatorname{other}\left(c_{i-1}, c_{i+1}\right)
$$

Figure 3.1: The action of the Coloring(m,n) protocol
protocol, then the coloring problem is solvable. For this reason, we have $m>2$ for the ring. ${ }^{3}$

Example: Read/Write restrictions in Coloring $(3,5)$. In the coloring protocol, each process $P_{j}$ can read $\left\{c_{j \ominus 1}, c_{j}, c_{j \oplus 1}\right\}$, and is allowed to write only $c_{j}$. For a process $P_{j}$, each transition group includes $3^{n-3}$ transitions because $P_{j}$ can read only the state of itself and its left and right neighbors; there is one transition in the group corresponding to each valuation of unreadable variables.

A computation prefix of a protocol prt is a finite sequence of states of positive length, where each state is reached from its predecessor by a transition of prt. Kulkarni et al. [34] specify a prefix as an infinite sequence in which only a finite number of states are used. By contrast, we specify a computation prefix using the PVS finite sequence type. We believe that it is more natural and more accurate to model the concept of prefix by finite sequences. Our experience also shows that modeling computation prefixes as finite sequences simplifies formal specification and verification of reachability and convergence while saving us several definitions that were required in [34] to capture the length of the prefix. We first define a subtype for finite sequences of states of positive length; i.e., Pos_F_S. Then, we use the predicate Condi_prefix?(A,Z) that holds when all transitions $(A(i), A(i+1))$ of a sequence $A$ belong to a set of transitions $Z$. The notation A'length denotes the length of the

[^4]sequence A, A'seq(i) returns the $i$-th element of sequence A and below[k] is a PVS type that represents natural values less than $k$. The function PREFIX returns the set of computation prefixes generated by transitions of $Z$.
\[

$$
\begin{gathered}
\text { Pos_F_S: TYPE }=\{\text { c:finite_sequence[state] } \mid \text { c'length }>0\} \\
\text { Condi_Prefix?(A:Pos_F_S,Z:Action):bool }=\text { FORALL(i: below[A'length-1] ): } \\
\text { member((A'seq(i), A'seq(i+1)), Z) } \\
\text { PREFIX(Z: Action): set[Pos_F_S]= \{A:Pos_F_S | Condi_Prefix?(A,Z) }\}
\end{gathered}
$$
\]

Example: A computation of $\operatorname{Coloring}(3,5)$. Consider an instance of $\operatorname{Coloring}(m, n)$ where $n=5$ and $m=3$. Thus, $c_{j} \in\{0,1,2\}$ for $0 \leq j<5$. Let $\left\langle c_{0}, c_{1}, c_{2}, c_{3}, c_{4}\right\rangle$ denote a state of the protocol. Starting from a state $\langle 0,1,2,2,0\rangle$, the following sequence of transitions could be taken: $P_{2}$ executes ( $\langle 0,1,2,2,0\rangle,\langle 0,1,0,2,0\rangle$ ) and $P_{0}$ executes $(\langle 0,1,0,2,0\rangle,\langle 2,1,0,2,0\rangle)$.

### 3.1.3 Closure and Convergence

A state predicate $I$ is closed in a protocol prt iff every transition of prt that starts in $I$ also terminates in $I$ [22, 41]. The closed predicate checks whether a state predicate $I$ is actually closed in a set of transitions $Z$.

> closed?(I: StatePred, Z: Action): bool $=$ FORALL $(\mathrm{t}:$ Transition $\mid($ member $(\mathrm{t}, \mathrm{Z}))$ AND member $($ proj_1 $(\mathrm{t}), \mathrm{I})):$ member $($ proj_2 $2(\mathrm{t}), \mathrm{I})$

A protocol prt weakly converges to a non-empty state predicate $I$ iff from every state $s$, there exists at least one computation prefix that reaches some state in $I$ [22, 41]. A strongly converging protocol guarantees that for any initial state $s$ all possible prefixes from $s$ will reach some state in $I$. Notice that any strongly converging protocol is also weakly converging, but the reverse is not true in general. A protocol prt is weakly (respectively, strongly) self-stabilizing to a state predicate $I$ iff (1) $I$ is closed in $p r t$, and (2) prt weakly (respectively, strongly) converges to $I$.

```
Reach_from?(Z:Action,A:PREFIX_T(Z),s:state, I:StatePred):bool
    = Exists (j:below[A`length]):
        A`seq(0)=s AND member(A`seq(j),I)
```

Listing 3.5: Reachability of a prefix from a state $s$ to I.
In Listing 3.5 (Line 1), A:PREFIX_T(Z) indicates that A is a computation prefix of Z. PREFIX_T(Z) is a dependant type i.e., its definition depends on a parameter, in this case Z . This is a powerful feature in PVS for declaring variables of dependant types (e.g., Listing 3.7 Line 3).

```
1 PREFIX_T(Z: Action): TYPE = {A:Pos_F_S| Condi_Prefix?(A,Z) }
```

Listing 3.6: Prefix_T (Z) a dependant Type.

```
weak_converge_s?(Z:Action,I:StatePred, s:state) :bool
= Exists( A:PREFIX_T(Z)|
    A ( 0 ) = s \text { and member(A,PREFIX(Z))):}
    Reach_from?(Z,A,s,I)
```


## Listing 3.7: Weak Convergence Predicate

For a given protocol prt: nd_Protocol the parameter $Z$ in Listing 3.7 (line 1) should be instantiated with the third projection of the protocol i.e. proj_3(prt) ( the set of its transitions)
Example: Closure and convergence of Coloring (3,5). Notice that the predicate $I_{\text {coloring }}$ is closed in actions $A_{j}$, where $0 \leq j<5$, since no action is enabled in $I_{\text {coloring }}$. Moreover, starting from any state (in the $3^{5}$ states of the state space of Coloring $(3,5)$ ), there will be a computation prefix that reaches a state in $I_{\text {coloring }}$. The Coloring $(3,5)$ presented in this section can been seen as an example of a weakly converging protocol. $\cdot{ }^{4}$

[^5]
## ${ }_{5}$ mese 4

## Problem

### 4.1 Adding Weak Convergence Problem

The problem of adding convergence (from [25]) is a transformation problem that takes as its input a protocol prt and a state predicate $I$ that is closed in prt. The output of Problem 4.2.1 is a revised version of $p r t$, denoted $p r t_{s s}$, that converges to $I$ from any state. Starting from a state in $I, p r t_{s s}$ generates the same computations as those of $p r t$; i.e., $p r t_{s s}$ behaves similar to $p r t$ in $I$.

## Problem 4.1.1. Add Convergence

- Input:
- (1) A protocol prt;
- (2) A state predicate I such that I is closed in prt;
- (3) A property of $L_{s}$ converging, where $L_{s} \in\{$ weakly, strongly $\}$.
- Output: A protocol prtss such that :
- (1) I is unchanged;
- (2) the projection of prtss on I is equal to the projection of prt on I,
- (3) $p r t_{s s}$ is $L_{s}$ converging to I. Since $I$ is closed in prtss, it follows that $p r t_{s s}$ is $L_{s}$ self-stabilizing to $I$.


### 4.2 Problem Statement

### 4.2.1 The Design of Parameterized Self-Stabilizing Protocols

Algorithmic Design of Parameterized Self-Stabilizing Protocols (PSSP) is an open problem. Existing methods can generate solutions that are correct up to a finite scope [23, 24, 25, 26, 17]. Even the design self-stabilizing protocols (in small scope) is a challenging task. For instance, designing strong convergence algorithmically is NP-complete [14]. Our major objective is to devise a method that enables the design of Parameterized Self-Stabilizing Protocols (PSSPs) that are correct by construction. Particularly, this part of the dissertation is studying the following problem:

## Problem 4.2.1. The Design of Parameterized Self-Stabilizing Protocols (PSSPs)

- Input:
- (1) A property of $L_{s}$ converging, where $L_{s} \in\{$ weakly, strongly $\}$;
- (2) A protocol prt;
- (3) A state predicate I such that I is closed in prt.
- Output: A generalized parametric protocol prt general of prt(2)and a generalized state predicate $I_{\text {general }}$ of I such that :
- (1) $I_{\text {general }}$ is closed in prt ${ }_{\text {general }}$;
- (2) $p r t_{\text {general }}$ is $L_{s}$ converging to $I_{\text {general }}$, i.e., prt $_{\text {general }}$ is $L_{s}$ self-stabilizing to $I_{\text {general }}$.

Where prt is given with specific number of processes and finite sets of variables and domains, a generalized protocol of prt is a parameterized version of prt with respect to the number of processes, number of variables, and the size of the domain.


## Parameterized Weakly Self-Stabilizing Protocols

In [22, 25] the authors showed that weak convergence can be added in polynomial time (in the size of the state space), whereas adding strong convergence is known to be an NP-complete problem [14]. Farahat and Ebnenasir [25, 26] present a sound and complete algorithm for the addition of weak convergence and a set of heuristics for efficient addition of strong convergence (in small scopes). The main focus of Sections 5.1 and 5.2 is the mechanical verification of the soundness of the Add_Weak algorithm 1. Algorithm 1 provides an informal and self-explanatory representation of the Add_Weak algorithm presented in [25]. Moreover, Table 5.1 summaries the major formal types, predicates, variables, and functions used in in the proof of the soundness of the algorithm.

```
Algorithm 1: Add_Weak
Input: prt:nd_Protocol, I: statePred;
Output: set[Transition]; // Set of transitions of a weakly self-stabilizing version of
    prt.
    : Let \(\Delta_{p r t}=\{\) proj_3(prt) \(\}\).
    2: Let \(\Delta_{\text {converge }}\) be the set of transition groups that adhere to read/write restrictions
    of processes of prt, but exclude any transition starting in \(I\);
    3: \(p r t_{w s}=\Delta_{\text {prt }} \cup \Delta_{\text {converge }}\);
    no_Prefix \(:=\{s:\) state \(\mid(s \notin I) \wedge(\) there is no computation prefix using transitions
    of \(p r t_{w s}\) that can reach a state in \(\left.\left.I\right)\right\}\)
    \(\Delta_{w s}=\left(\operatorname{Union}\left(p r t_{w s}\right)\right)\)
    6: If (no_Prefix \(\neq \emptyset\) ) then weak convergence cannot be added to prt; return;
    return \(\Delta_{w s}\);
```

Table 5.1: Major types, variables, predicates, and functions for Add_Weak algorithm

| Name in PVS | Type | Description |  |
| :--- | :--- | :--- | :--- |
| prt | nd_Protocol | VAR |  |
| I | StatePred | VAR |  |
| s | State | VAR |  |
| $\Delta_{\text {prt }}($ prt $)$ | set[set[Transition]] | Func | \{prt'3\} |
| PREFIX_T(Z:set[transition]) |  | Type | Lisiting 3.6 |
| transition_groups_proc(p,prt) | set[set[Transition]] | Func | Listing 5.5 |
| $\Delta_{\text {converge }}$ (prt,I) | set[set[Transition]] | Func | Lisiting 5.2 |
| $p_{1} t_{w s}($ prt,I $)$ | set[set[Transition]] | Func | Listing 5.3 |
| $\Delta_{w s}($ prt,I $)$ | set[Transition] | Func | Listing 5.5 |
| Condi_no_Prefix?(prt,I,s) | bool | predicate | Listing5.4 |

Mechanical verification of the soundness of Add_Weak ensures that any protocol synthesized by Add_Weak is correct by construction. Moreover, the lemmas and theorems developed in mechanical verification of Add_Weak provide a reusable framework for mechanical verification of different protocols that we generate using our synthesis tools [25, 17]. The verification of synthesized protocols increases our confidence in the correctness of the implementation of Add_Weak and helps us to generalize small instances of weakly converging protocols to their parameterized versions.

### 5.1 Specification of Add_Weak

This section presents the highlights of the formal specification of Add_Weak in PVS. (The complete PVS specifications are available at https://sites.google.com/a/ mtu.edu/amertahatpvs/fault-tolerance-ss-protocols/addweakconv.) We start by specifying the basic components used in the Add_Weak algorithm, namely the functions $\Delta_{p r t}, \Delta_{\text {converge }}$ and $\Delta_{w s}$, and the state predicate no_Prefix Table 5.1.
Notation. In the subsequent formal specifications, we use the identifiers Delta_prt, Delta_Converge and Delta_ws corresponding to the functions $\Delta_{p r t}, \Delta_{\text {converge }}$ and $\Delta_{w s}$ in Add_Weak. The function transition_groups_proc(p,prt) returns the set of transition groups of a process $p$ of a protocol prt.

```
1 transition_groups_proc(p: p_process, prt: nd_Protocol):
    set[set[Transition]] = {gg: set[Transition]| p \in PROJ_1(prt) \cap
            (\exists (x: Transition): transition_group(p, xx, prt) = g)}
```

Listing 5.1: transition groups of a process.

```
1 Delta_converge(prt:nd_Protocol, I:StatePred): set[set[Transition]]
    =
    {g: set[Transition] |
        EXISTS (p: p_process | member(p, PROJ_1(prt))):
            member(g, transition_groups_proc(p, prt)) \cap
                        (FORALL (x: Transition | member(x, g)): PROJ_1 (x)\not\in I)}
```


## Listing 5.2: $\Delta_{\text {converge }}$

Finally, the functions of Steps 3 and 5 of algorithm Add_Weak 1 are formalized as follows:

```
Delta_pws(prt: nd_Protocol, I: StatePred): set[set[Transition]] =
        union({prt'3}, Delta_converge(prt, I))
    Delta_ws(prt: nd_Protocol, I: StatePred): set[Transition] =
        Union(Delta_pws)
```


## Listing 5.3: $\Delta_{p w s}$ and $\Delta_{w s}$

Where union in PVS is the union of two sets, whereas $\operatorname{Union}(\mathfrak{F})$ is the union of a family of sets $\mathfrak{F}$ which can contain more than two sets. To specify the set of states no_Prefix, we first specify the condition of membership of this set as a predicate Condi_noPrefix that returns true only if for a protocol prt, a state predicate $I$ and a state $s$, no state in $I$ can be reached from $s$ by computation prefixes of prt Listing 5.4.

```
condi_no_Prefix?(prt: nd_Protocol, I: StatePred, s: state): bool =
    FORALL (g: Action,
            A: PREFIX_T(g)
            | member(g, pws(prt, I)) AND
                member(A, PREFIX(g)) AND A`seq(0) = s0):
        NOT (Reach_from?(g, A, s0, I))
```

Listing 5.4: Condition of membership of no_prefix.
We then specify the set no_Prefix using this predicate ( Listing 5.5 Line 4 ) as follows:

```
no_Prefix(prt:nd_Protocol,I:StatePred):set[state]=
    {s:state |
            NOT( member(s,I)) AND
            Condi_noPrefix?(prt,I,s)}
```

Listing 5.5: The set no_Prefix.

We finally specify Add_Weak using Table construction of PVS. Thus we left a blank Listing 5.6 (Line 11) when the algorithm does not do anything (Step 6 algorithm 1).

```
Add_weak(pprt: nd_Protocol,
        I:
            {II: StatePred |
                        closed?(II, PROJ_3(pprt)) AND
                                empty?(no_Prefix(pprt, II)) }):
        set[Transition] =
    TABLE
        %-}+
        | empty?(no_Prefix(pprt, I)) |Delta_ws(pprt, I) ||
        %--+--%
        | NOT empty?(no_Prefix(pprt, I)) | ||
    ENDTABLE
```

Listing 5.6: Add Weak formalization using Table construction.

### 5.2 Verification of Add_Weak

In order to prove the soundness of Add_Weak, we check if (1) $I$ is unchanged; (2) the projection of $\Delta_{w s}$ on $I$ is equal to the projection of $\Delta_{p r t}$ on $I$, and (3) $\Delta_{w s}$ is weakly converging to $I$. The first constraint holds trivially since no step of Add_Weak adds/removes a state to/from $I$. Next, we present a set of lemmas and theorems that prove the other two constraints of Problem 4.2.1.

### 5.2.1 Verifying the Equality of Projections on Invariant

In this section, we prove that Constraint 2 of Problem 4.2.1 holds for the output of Add_Weak, denoted by a protocol whose set of transitions is $\Delta_{w s}$. Our proof obligation is to show that the projection of $\Delta_{w s}$ on $I$ is equal to the projection of $\Delta_{p r t}$ on $I$. We decompose this into two set inclusion obligations of $\operatorname{Proj}($ Delta_prt,I) $\subseteq$ Proj(Delta_ws,I) and $\operatorname{Proj}($ Delta_ws,I) $\subseteq \operatorname{Proj}($ Delta_prt,I). Notice that, by assumption, closed?(I,Delta_prt) is true.

Lemma 5.2.1. Proj(Delta_prt,I) is a subset of Proj(Delta_ws,I).
Proof. The proof is straightforward since by construction we have $\Delta_{w s}=\Delta_{p r t} \cup$ $\Delta_{\text {converge }}$.

Lemma 5.2.2. Proj(Delta_ws,I) is a subset of $\operatorname{Proj}($ Delta_prt,I).

Proof. If a transition $t=\left(s_{0}, s_{1}\right)$ is in $\operatorname{Proj}\left(D e l t a \_w s, I\right)$ then $s_{0} \in I$. Since $\Delta_{w s}=$ $\Delta_{p r t} \cup \Delta_{\text {converge }}$, either $t \in \Delta_{\text {prt }}$ or $t \in \Delta_{\text {converge }}$. By construction, $\Delta_{\text {converge }}$ excludes any transition starting in $I$ including $t$. Thus, $t$ must be in $\Delta_{p r t}$. Since $s_{0} \in I$, it follows that $t \in \operatorname{Proj}($ Delta_prt,I).

Theorem 5.2.1 (Sound_Projection). Proj(Delta_ws,I) = Proj(Delta_prt,I).
Or in in PVS this theorem is explicitly formalized as follows:

```
Sound_projction: Theorem
    closed?(I, prt'3) AND empty?(no_Prefix(prt, I)) IMPLIES
        (member(x, proj(Add_weak(prt, I), I)) =
                member(x, proj(prt'3, I)))
```

Listing 5.7: Sound projections property in PVS.

### 5.2.2 Verifying Weak Convergence

In this section, we prove the weak convergence property (i.e., Constraint 3 of Problem 4.2.1) of the output of Add_Weak. Specifically, we show that from any state $s_{0} \in \neg I$, there is a prefix A in PREFIX(Delta_ws) such that A reaches some state in $I$. Observe that, an underlying assumption in this section is that closed?(I,Delta_prt) holds. For a protocol prt and a predicate $I$ that is closed in prt and a state $s \notin I$, we have:

Lemma 5.2.3. If empty?(no_Prefix(prt,I)) holds then Condi_noPrefix?(prt,l,s) returns false for any $s \notin I$.

Lemma Weak_converg_pws_2 Listing 5.8 implies that when Add_Weak returns, the revised version of prt guarantees that there exists a computation prefix to $I$ from any state outside $I$; hence weak convergence. This is due to the fact that $A$ is a prefix of $\Delta_{w s}$. In PVS we represent this theorem explicitly in Listing 5.8 as follows:

```
Weak_converg_pws_2: THEOREM
    closed?(I, PROJ_3(prt)) AND
        empty?(no_Prefix(prt, I)) AND NOT member(s, I)
        IMPLIES
        (EXISTS (A: PREFIX_T(Delta_ws(prt, I))
            | A`seq(0) = s \cap A G PREFIX(Delta_ws(prt, I))):
            Reach_from?(Delta_ws(prt, I), A, s, I))
```

Listing 5.8: Convergence property in PVS.

### 5.2.3 Explicit Representation of the Convergence Property

The formalization in Listing 5.8 is sufficient to show the safety property we want to prove i.e. convergence property. However, given the very rich specification language of PVS, one can build alternative equivalent but more explicit formalization for the same result. For example, using the predicate weak_converge_s? ${ }^{17}$ (Listing 5.9 (Line 4)) we prove the following theorem in PVS:

```
Weak_Converge_pws_3: THEOREM
    closed?(I, prt'3) AND
    empty?(no_Prefix(prt, I)) AND NOT member(s, I)
    IMPLIES weak_converge_s?(Delta_ws(prt, I), I, s)
```

Listing 5.9: Convergence property in PVS alternative representation 1.

Furthermore, observe that for $s 1 \in I$, the property Weak_Converge_s? on Delta_ws(prt, I), I, and s1 can be proved to return true easily because of the closure property that is assumed on I i.e. closed?(I, prt'3). This also can be seen explicitly in PVS. In particular, we proved the following theorem Listing 5.10 by using a boolean predicate called weak_converge (Line 5):

```
Addweak_Sound: THEOREM
    closed?(I, prt'3) AND empty?(no_Prefix(prt, I))
    AND member(s, I) AND member(x, Delta_ws(prt, I)) AND s = x'1
    AND NOT member(s1, I)
    IMPLIES Weak_Converge?(Delta_ws(prt, I), I, s, sl)
```

Listing 5.10: Convergence property in PVS alternative representation 2.

Where the predicate Weak_Converge? returns true iff Weak_Converge_s?(Delta $\mathrm{ws}(\mathrm{prt}, \mathrm{I}), \mathrm{I}, \mathrm{s})$ returns true, and Weak_Converge_s? (Delta_ws(prt, I), I, s1) returns true. Which completes the proof. By proving these theorems we finish this section. We are ready now to see more concrete examples on the usability of Add Weak and the abstract framework we introduced thus far with concrete actual examples.

[^6]Table 5.2: Major declarations of Coloring(m,n)

| Name in PVS | Description |  |
| :---: | :---: | :---: |
| COLORS | TYPE+ | $=$ below $[\mathrm{m}]$ |
| STC | TYPE+ | $\begin{aligned} & \text { \{s:finseq } \left.(\text { COLORS }) \mid \text { s'length }^{\text {s }}=\mathrm{n}\right\} \\ & \text { a state } \end{aligned}$ |
| ndx_varb | TYPE+ | [COLORS, below[n]] |
| K,L | VAR | ndx_varb |
| is_nbr? (K, L) | predicate | $\bmod \left(\operatorname{abs}\left(\mathrm{K}^{\prime} 2-\mathrm{L}{ }^{\prime} 2\right), \mathrm{n}\right)<=1$ |
| is__bad_nbr? (K,L) | predicate | $\begin{aligned} & \bmod \left(\operatorname{abs}\left(\mathrm{K}^{\prime} 2-\mathrm{L}^{\prime} 2\right), \mathrm{n}\right)=1 \wedge \\ & \mathrm{~K}^{\prime} 1=\mathrm{L}^{\prime} 1 \end{aligned}$ |
| nbr_v(K) | TYPE+ | \{C:ndx_varb \|is_nbr?(K,C) \} |
| bad_nbr_v(K) | TYPE | \{C:ndx_varb\|is_bad_nbr?(K,C) \} |
| bad_nbr_s(K): $\operatorname{set[ndx\_ varb]~}$ | Func | $\left\{\mathrm{C}: n d x \_\right.$varb\|is_bad_nbr?(K,C) $\}$ set of all bad nbr of K |
| nbr_is_bad? (s,j) | predicate | nonempty?(bad_nbr_s $(\mathrm{K}(\mathrm{s}, \mathrm{j})$ )) |
| nbr_is_good? $(\mathrm{s}, \mathrm{j})$ | predicate | NOT nbr_is_bad?(s,j) |
| is_LEGT?(s) | predicate | $\forall(\mathrm{j}:$ below[n]): nbr_is_good? $(\mathrm{s}, \mathrm{j})$ |
| S_ill | TYPE | \{ s:STC\| not is_LEGT?(s) $\}$ |
| K(s:STC,j:below[n]):ndx_varb | Func | ( $\mathrm{s}^{\text {s }}$ seq(j), j ) |
| VAL (L,s):COLORS | Func | $\mathrm{K}\left(\mathrm{s}, \mathrm{L}^{\prime} 2\right)^{\prime} 1$ valuation function |
| nbr_colors(K):set[COLORS] | Func | \{cl:COLORS\| |
|  |  | $\left.\exists\left(\mathrm{c}: \mathrm{nbr} \_\mathrm{v}(\mathrm{K})\right): \mathrm{c}^{〔} 1=\mathrm{cl}\right\}$ |
| fullset_colors:set[COLORS] | const | \{cl:COLORS\|TRUE $\}$ |
| $\epsilon$ (epsilon) | Func | the Choice func in PVS |
| other(K):COLORS | Func | $\epsilon($ fullset_colors - nbr_colors(K)) |

### 5.3 Generalized Coloring Protocol Coloring (m,n)

In this section, we show how a synthesized 3-coloring protocol (that is correct by construction for rings up to 40 processes) is proved to be generalizable for rings of arbitrary size with more than 2 colors (i.e., $m>2$ ). Subsection 5.3.1 presents the reusability of the abstract framework for formal specification of 3-coloring in PVS. Subsection 5.4 verifies the generalization of 3-coloring to rings of arbitrary size with 3 or more colors. In Table 5.2 we list the major types, variables, and functions that we use to formalize the Coloring (m,n) protocol $8.2{ }^{2}$.

[^7]
### 5.3.1 PVS Specification of Coloring

Local status at process $\mathbf{j}$ in the ring. For instance, the type COLORS is the type below $[\mathrm{m}]$, the number of processes is $n$, and we assume $n>m$ and $m>=3$. A variable of an arbitrary process $j$ can be evaluated based on two pieces of information, namely a color and the process $j \leq n$, thus we represent its type $n d x \_v a r b$ as a tuple of two components (COLOR, below[n]).
Defining a state of Coloring $(m, n)$. States of the ring are represented as a finite sequence of colors of length $n$. But since this protocol has a bidirectional ring topology, thus for an arbitrary state $s$, we define the neighborhood for arbitrary variable at process $j$, by means of,$-+\bmod (n)$ operations. Thus the left and the right neighbors are defined relatively locally to $j$.
Detecting good/bad neighbors. The predicate is_nbr?(K,L) returns true iff $K$ and $L$ are variables of two neighboring processes; i.e., $\bmod \left(\operatorname{abs}\left(\mathrm{K}^{\prime} 2-L^{\prime} 2\right), n\right) \leq 1$, where $\mathrm{K}^{\prime} 2$ denotes the index of K. Likewise, we define the predicate is_bad_nbr?(K,L) that holds iff K,L are neighbors indices and they hold the same colors i.e., $K^{〔} 1=L^{\natural} 1$. Finally we define the set bad_nbr_s(K) to be the set of all bad neighbors of variable K. The set nbr_colors(K) returns the set of the colors of all neighbors of $K$ of a process $j$. By saying the state $s$ is corrupted at process $j$ we mean $\mathrm{K}(\mathrm{s}, \mathrm{j})$ has a nonempty set of bad neighbors and $s$ is called illegitimate state.Particularly, $s$ will be of type S _ill. A legitimate state has an empty set of bad neighbors set.
Reusability of the abstract framework to specify the general protocol Coloring ( $\mathbf{m}, \mathbf{n}$ ). We now define formally the protocol's main parameters. To reuse the abstract framework we defined previously, we will import the PVS theory of Add_Weak.pvs with the following concrete values STC, below[m], ndx_varb, VAL instantiated into its abstract parameters. This enables us to reuse its abstract types in specifying Coloring $(m, n)$. Particularly, we will define the sets of readable, writable variables, and the transitions of the protocol. We have to do that in such a way that adhere to the read/write axioms of the model. To keep the consistency of the formalization of the protocol these axioms were implemented as predicates in the types process, nd_protocol. Thus, PVS will generate several TCCs which their proofs guarantee the satisfiability of the axioms for the concrete declared protocol.
Specification of the action of Coloring( $\mathbf{m}, \mathbf{n}$ ). In Listing 5.11 we present the action of the protocol to return the state reached when process $j$ acts to correct its corrupted state. Formally, we define action using tabular type of PVS. Because of the very precise types of PVS, this type allows explicit representation when the protocol is silent by using blank entries corresponding to the appropriate cases. However, the type checker will not generate the coverage tccs that are required by using COND internment. Instead, it will require to ensure that the cases for blank entries are not accessible. We do that in Listing 5.11 (line 2), as $s$ must be illegitimate state and
has a bad neighbor(i.e. corrupted at process $j$ ). We specify the function other Table 5.2 to choose a new color for the variable $\mathrm{K}(\mathrm{s}, \mathrm{j})$ other than the corrupted one. To this end, we use the epsilon function (the choice function in PVS)over the full set of colors minus the set of colors of the neighbors of the corrupted process. Observe that the very precise type in Listing 5.11 Line 2, ensures the choice set will not be empty.


Listing 5.11: Table construction for transition systems shows blank entries when the protocol is silent.

Specification of a process of coloring (m,n). In Table 5.3 we list the sets that are required to define a process $j$ in this protocol. In particular, for an arbitrary global state $s$ and a process $j$, we define the function READ_p which returns all readable variables of process $j$. Similarly, we define the function WRITE_p which returns the variables that process $j$ can write. We finally define the function DELTA_p that returns the set of transitions belonging to process $j$ if process $j$ is corrupted in the global state $s$; i.e., $j$ has a bad neighbor. Thus, the specification of a process of the protocol Coloring $(m, n)$ is as follows:

$$
- \text { PRS_p }(\mathrm{s}, \mathrm{j})=\left(R E A D \_p(\mathrm{~s}, \mathrm{j}),\right. \text { WRITE_p(s,j),DELTA_p(s,j)) }
$$

The parameterized specification of the Coloring(m,n) protocol. Finally, to define the Coloring $(m, n)$ protocol as a constant of the type nd_Protocol. It is

Table 5.3: Defining a process using general framework

| Name in PVS | Description |  |
| :---: | :---: | :---: |
| READ_p(s, j):set[ndx_varb] | Func | $\{\mathrm{L}: \text { :nbr_v }(\mathrm{K}(\mathrm{~s}, \mathrm{j})) \mid \text { True }\}$ <br> readable variables of process $j$ |
| WRITE_p(s,j):set[ndx_varb] | Func | $\{\mathrm{L}:$ ndx_varb $\mid \mathrm{L}=\mathrm{K}(\mathrm{s}, \mathrm{j})\}$ |
| Delta_p(s,j):set[Transition] | Func | variables process $j$ can write \{tr:Transition\| <br> $\exists\left(\mathrm{c}: \mathrm{bad} \_\right.$nbr_ı $\left.(\mathrm{K}(\mathrm{s}, \mathrm{j}))\right)$ : <br> $\operatorname{tr}=(\mathrm{s}, \operatorname{action}(\mathrm{j}, \mathrm{s}, \mathrm{K}(\mathrm{s}, \mathrm{j}), \mathrm{c}))\}$ |

Table 5.4: Major functions in the proof of convergence of Coloring(m,n)

| Name in PVS | Description |  |
| :--- | :--- | :--- |
| corrected(s, j): COLORS | Func | Listing 5.12 <br> correct color at j |
| LocallyCorrected(s, j): STC | Func | Listing 5.13 <br> corrected_up_to_j(s, j):STC |
| Func | Locally correct state at j <br> Listing 5.14 Recursive construction <br> of finite prefix states converging to I |  |

sufficient to determine the sets of processes, variables, transitions of the protocol. For instance,

- PROC_prt(s:STC): set[p_process]=\{p:p_process $\mid \exists$ ( $\mathrm{j}:$ below[n]): $\mathrm{p}=$ Process_j(s,j) $\}$
- VARB_prt(s:STC): set[ndx_varb]= $\left\{\mathrm{v}: n d x \_\right.$varb $\mid \exists(\mathrm{j}:$ below[n] $): v \in$ WRITE $\left.\left._{p}(\mathrm{~s}, \mathrm{j})\right)\right\}$
- Delta_prt(s:STC): set[Transition] $=\left\{\operatorname{tr}: T r a n s i t i o n ~ \mid \exists\left(\mathrm{j}:\right.\right.$ below[n]):tr $\left.\in \operatorname{DELTA}_{p}(\mathrm{~s}, \mathrm{j})\right\}$.

Thus:
Coloring(m,n)(s:STC):nd_Protocol =(PROC_prt(s),VARB_prt(s),DELTA_prt(s )).

### 5.4 Mechanical Verification of Parameterized Coloring

In this section we provide a summary of the major functions, lemmas and theorems, that we use for the proof of convergence of Coloring( $\mathrm{m}, \mathrm{n}$ ) for $m \geq 3$ and $n>m$.

```
corrected(s: STC, j: below[n]): COLORS =
    TABLE
                        %+
                            |[ nbr_is_good?(s, j)| nbr_is_bad?(s, j)]|
        %-_+_+_+
        |NOT is_LEGT?(s)| s`seq(j) | other(K(s, j)) ||
        %-_+_+_+
            |is_LEGT?(s) | s`seq(j) | ||
        %-_+_+}
    ENDTABLE
```

Listing 5.12: colors status at process $j$ after applying the correction of the action function.
The proof is based on a recursive prefix construction that demonstrates the existence of a computation prefix $\sigma$ of $\operatorname{Coloring}(m, n)$ from any arbitrary illegitimate state $s$ such that $\sigma$ includes a state in $I$. We illustrate the construction procedure by means of three functions listed in Table 5.4 and explained in subsection 5.4.1. Later in subsection 5.4 .2 we prove the convergence by induction.

### 5.4.1 Recursive Construction



Listing 5.13: Locally correct state at process $j$.
corrected $(\mathbf{s}, \mathbf{j})$ : correct color at $j$. By studying the behavior of the action function of this protocol Listing 5.11 (line 6-18), we can capture the status of the colors on the ring after passing a state $s$ to the action function by one out of four cases, illustrated in Listing 5.12 (lines 6-8). First, if $s$ is corrupted at $j$ then there will be a new correct color other than the original bad_one. Second, if the state $s$ is corrupted but not
at $j$ then the color will not change thus the color at $j$ will be s'seq( j$)$. Third, if the state is not corrupted at all then all colors will remain unchanged at any process $j$, thus s'seq(j). Observe that it is impossible to have a legitimate state that has any corrupted color. Thus the fourth case in the listing is left blank. In the all possible three cases we will have a color that does not have bad neighbors.
LocallyCorrected( $\mathbf{s}, \mathbf{j}$ ): A state that has a correct color at $j$ is called locally correct at $j$. Thus the earlier three cases define a state under three conditions expressed in Listing 5.13 ( Line $4-11,13$ ). We call this state LocallyCorrected $(s, j)$ as it is always uncorrupted at process $j$.
corrected__up_to_j(s,j) The function coorected_up_to_j 5.14 captures a recursive correction procedure illustrated in (Line 3-9) that ensures the convergence to I in a finite number of steps from any illegitimate state. In section 5.4 .2 we demonstrate the convergence proof by means of induction.


Listing 5.14: corrected_up_to_j returns a state that has $j$ locally correct neighbors.

### 5.4.2 Convergence Proof

Based on the axiom of choice (in the PVS prelude library), we proved that the other function -Table 5.2 last row and Listing 5.11 (Line 15)- will be able to choose a new correct color (Listing 5.15). Thus, applying the action of process $j$ of a state $s$ will guarantee the local correctness of its color i.e. the color will not have bad neighbors. Particularly, the color of the state LocallyCorrected( $\mathrm{s}, \mathrm{j}$ ) will always have a good neighborhood at process $j$. More precisely, we verified the following three lemmas in PVS:

```
nonempty_choice_set: lemma
    nonempty?(bad_nbr_s(K(sl, j))) #
        nonempty?(difference(fullset_colors, nbr_colors(K(sl, j))))
other_can_choose : lemma
        nonempty?(bad_nbr_s(K(sl, j))) IMPLIES
        empty?({C: ndx_varb| is_bad_nbr?((other(K(sl, j)), j), C)})
corrected_color_at_proc_i_has_no_bad_nbr1: Theorem
        nbr_is_good?(locallyCorrected(s, j), j)
%|- corrected_color_at_proc_i__has_no_bad_nbr1: PROOF
%|-(lemma "other_can_choose")(skosimp*) (grind) Q.E.D
```

Observe that the mechanical proofs of the first two lemmas are a bit lengthy (about 70 proof steps combined). Nevertheless, they are based on two simple facts. Namely, there are $m$ colors, and for a corrupted process $j$ the neighborhood (i.e., $j \ominus 1, j, j \oplus 1$ ) can not hold more than 2 distinct colors. Thus, by the non-emptiness of the choice set (the first lemma), the second lemma is a consequence of the axiom of choice (Listing 5.15 Lines 29-30).

```
Coloring_n_m.other_can_choose: proved - complete [shostak](0.43 s)
1 ("" (lemma "nonempty_choice_set")
        (skosimp*)
    (case "member(other(K(sl!1,j!1)),difference(fullset_colors,
    nbr_colors(K(sl!1, j!1))))")
        ("1"
            :
            ("2"
            (inst -1 " j!1" "sl!1")
    (musimp)
    (expand "member" 1)
    (expand "other" 1)
    (lemma "epsilon_ax[COLORS]")
    (lemma "choose_is_epsilon[COLORS]")
    (inst -1
    "difference(fullset_colors, nbr_colors(K(sl!1, j!1)))")
    (inst -2
    "difference(fullset_colors, nbr_colors(K(sl!1, j!1)))")
    (expand "nonempty?" -4)
    (expand "empty?" 2)
    (skosimp*)
    (musimp)
    (inst 1 "x!1")
    (assert))))
```

Listing 5.15: Other can choose proof

Furthermore, it is possible that the new state i.e. LocallyCorrected $(s, j)$ to be a legitimate state or an illegitimate one. If it was legitimate the proof is complete as we can easily define a transition from outside I to I namely ( s, LocallyCorrected( $\mathrm{s}, \mathrm{j}$ )). But if it was illegitimate at a neighbor of $j$, say the right neighbor $j+1$, then $j+1$ must be corrupted from its right (i.e. the color at $\mathrm{j}+2$ ) as its left neighbor's color is correct by the previous move. The action will choose a new color that is different than both of its neighbors which guarantees the local correctness at $j+1$ and it preserves the correctness of the color at $j$, call the new state s2. If the new state s2 is legitimate then the prefix ( $s, \operatorname{LocallyCorrected}(s, \mathbf{j}), s 2$ ) reaches I, and the proof is complete. If it was not, then by induction and the fact that $s$ has originally a finite length $n$, applying this correction procedure n-times recursively will ensure the convergence to I from any illegitimate state $s$. We prove this fact formally in two steps: First, we show that the state corrected_up_to_j(s1, j) has always good neighbors at process $j$ for all $j<n$.

```
induct: THEOREM FORALL (j: below[n]):
    nbr_is_good?(corrected_up_to_j(s1, j), j)
```

The formal proof of this theorem is explained in Listing 5.1d
Second, based on the fact that a state that has good colors at all process $j$ is legitimate, and by using the above induct theorem, we show that the state that is constructed after applying the recursion $n$ times is legitimate Listing 5.17. We formalize this as follows:

```
s_has_all_good_nbr_is_LEGT: lemma
    (FORALL (j: below[n]): nbr_is_good?(s, j)) IMPLIES is_LEGT?(s)
        Proof: (grind) Q.E.D
constructed_LEGT: STC =
    (# length := n,
        seq := (LAMBDA (j: below[n]): corrected_up_to_j(s1, j)`seq
            (j)) #)
correcting_recursively_up_to_n_minus_1_constructs_LEGT: THEOREM
    is_LEGT?(constructed_LEGT)
```

This ensures the convergence to I as required $\cdot \mathbf{4}^{\mid}$

[^8]```
(induct "j")
    (("1"
        (flatten)
        (expand "corrected_up_to_j")
        (case "is_LEGT?(s1) ")
        (("1" (assert) (grind))
        ("2"
            (case "NOT is_LEGT?(s1) ")
            (("1"
                (musimp)
                (lemma "corrected_color_at_proc_i__has_no_bad_nbr1")
                    (inst?))
            ("2" (propax))))))
    ("2"
        (skosimp*)
        (expand 'corrected_up_to_j '1)
        (assert)
        (case "NOT is_LEGT?(s1)")
        (("1"
            (assert)
            (expand 'corrected_up_to_j '2)
            (musimp)
            (("1"
            (assert)
            (expand "nbr_is_good?")
            (expand "corrected_up_to_j")
            (expand "nbr_is_bad?")
            (lemma "corrected_color_at_proc_i_has_no__bad_nbr1")
            (inst?)
            (expand "nonempty?")
            (expand "nbr_is_good?")
            (expand "nbr_is_bad?")
            (expand "nonempty?")
            (lemma "corrected_color_at_proc_i__has_no__bad_nbr1")
            (inst -1 "1+jb!1 " "locallyCorrected(s1, 0)")
            (expand "nbr_is_good?")
            (expand "nbr_is_bad?")
            (assert)
            (grind))
            ("2"
            (lemma "corrected_color_at_proc_i_has_no_bad_nbr1")
            (inst -1 "1+jb!1 "
                "locallyCorrected(corrected_up_to_j(s1, jb!1 - 1), jb!1)")
            (typepred "jb!1" 1)
            (grind))))
        ("2" (grind))))))
```

Listing 5.16: Proof of induct theorem for the coloring protocol.

```
constructed_is_LEGT: THEOREM is_LEGT?(constructed_LEGT)
(lemma "induct_corrected_up_to_n_minus_1_is_LEGT")
(lemma "s_has_all_good_nbr_is_LEGT ")
(expand "is_LEGT?")
(skosimp*)
(expand 'nbr_is_good? '1)
(expand 'n.br_is_bad? '-3)
(expand 'nonempty? '-3)
(expand 'K '1)
(case-replace
    "constructed_LEGT`seq(j!1)= corrected_up_to_j(s1, j!1)`seq(j!1)")
(("1"
            (inst -3 "j!1")
            (expand "nbr_is_good?")
            (expand "nbr_is_bad?")
            (grind))
        ("2" (grind)) ("3" (grind))))
```

Listing 5.17: Proof of the coloring convergence protocol.

## Parameterized Strongly Self-Stabilizing Protocols

This chapter presents two case studies on the synthesis in small scale and generalization of strongly self-stabilizing sorting algorithms presented in [17] using the idea of convergence stairs. For instance, Section 6.1 and 6.2 include the formal implementation and verification of on Unidirectional Chains and Ring topologies respectively. Moreover, we explain the reusability of the verification of Add_Weak presented in the last chapter on the verification of these two cases. ${ }^{1}$

### 6.1 PSS Sorting on Unidirectional Chains

Section 6.1.1 introduces the sorting algorithm of [17], and Subsection 6.1.2 presents its formal specification in PVS. Subsection 6.1.3 represents the notion of convergence stairs, which we shall use to prove the strong convergence of sorting on unidirectional chains. Finally, Subsection 6.1 .4 provides a mechanical proof for the correctness of the sorting algorithm for arbitrary number of processes $n$ and variable domain $m$, where $m \leq n^{2}$.

### 6.1.1 Synthesized Sorting Algorithm

Klinkhamer and Ebnenasir use the Protocon tool [17] to automatically generate a selfstabilizing sorting algorithm on a unidirectional chain topology. Protocon implements a sound and complete backtracking algorithm (presented in [40]) for the synthesis of

[^9]self-stabilizing protocols. Consider a version of the chain sort with 5 processes; i.e., $n=5$. Each process $p_{j}$ has a variable $c_{j}$, where $0 \leq j \leq 4$, with the domain of $\{0,1,2,3\}$; i.e., $m=4$. We use the notation $\operatorname{ChainSort}(m, n)$ to represent the instances of the chain sort for specific values of $m$ and $n$. As such, the set of variables of ChainSort $(4,5)$ equals to $\left\{c_{0}, c_{1}, \ldots, c_{4}\right\}$. Each process $p_{j}$, where $0 \leq j \leq 3$, can read and write $\left\{c_{j}, c_{j+1}\right\}$. The action of the process $p_{j}(0 \leq j \leq 3)$ is as follows: (Notice that, the last process does not have any actions.)
\[

$$
\begin{equation*}
A_{j}:\left(c_{j}>c_{j+1}\right) \quad \longrightarrow \quad c_{j}:=c_{j+1} ; c_{j+1}:=c_{j} ; \tag{6.1}
\end{equation*}
$$

\]

If the variable $c_{j}$ has a greater value than its right neighbor, then the process $p_{j}$ swaps the values of $c_{j}$ and $c_{j+1}$. The set of legitimate states of the unidirectional chain sort is the state predicate $I_{\text {ChainSort }}$, where $I_{\text {ChainSort }}=\{s \mid \forall i: 0 \leq i<n-1$ : $\left.c_{i}(s) \leq c_{i+1}(s)\right\}$. Since this sorting protocol has been automatically generated by Protocon, it is strongly self-stabilizing up to a fixed number of processes. To prove that this protocol is correct for larger values of $n$, we use the theorem prover PVS to formally verify that the chain sort is correct for arbitrary (but finite) values of $m$ and $n$, where $m \leq n$.

### 6.1.2 Specification of Chain Sort in PVS

This section demonstrates how we reuse the abstract concepts (e.g., state, state predicate) defined in the PVS specification of Add_Weak to specify the chain sort protocol. Let $s$ be a global state of the chain sort. We model $s$ as a finite sequence of length $n$ with elements from the domain below[m], where below[m] in PVS denotes values in modulo $m$. Thus, a legitimate state $s$ is a sorted sequence; i.e., $s(i) \leq s(i+1)$ for all $0 \leq i<n-1$. We specify the following function of Table construction in PVS to capture the above action:

```
action(s:{state:Glob_State
| not is_LEGT?(state)},
    j:subrange(0,n-2)): Glob_State =
    TABLE
        +}
        | active_LocallyCorrupted?(s,j) | swap(s,j) ||
        +
        |is_LEGT?(s) | | |
        |not active_LocallyCorrupted?(s,j) | ||
    ENDTABLE
```

Listing 6.1: action of generalized Chain Sort protocol using PVS
Table construction.
where active_LocallyCorrupted is a predicate that returns true if the $j$-th value in the sequence corresponding to $s$ is greater than the $(j+1)$-th value.
active_LocallyCorrupted?(s:Glob_State, $\mathrm{j}:$ subrange $(0, \mathrm{n}-2))$ :bool $=\mathrm{s}$ 'seq $(\mathrm{j})>\mathrm{s}$ 'seq $(\mathrm{j}+1)$

To ease the presentation of mechanical verification, we define the following notations. Let Range(s) be a function that maps a global state $s$ to a subset of the set $\{0, \ldots, m-1\}$ such that Range(s) contains all numbers that appear in the sequence corresponding to $s$.

Definition 6.1.1. Range: Glob_State $\rightarrow$ set[below[m]], where Range $(s)=\{x:$ below[m] $\mid \mathrm{x}=\mathrm{s} \mathrm{seq}(\mathrm{i})$ for some i: below[n]\}.

Let $\min _{s}(0)$ denote the minimum value that appears in the global state $s$. That is, $\min _{s}(0)=\min [\operatorname{Range}(s)]$. We also define Range $_{s}(0)=$ Range $(s)$. Moreover, let remove $(\alpha, B)$ denote a function that removes an element $\alpha$ from a set $B$ and returns the resulting set; i.e., $\operatorname{remove}(\alpha, B)=B-\{\alpha\}$. We define $\operatorname{Range}_{s}(1)=\operatorname{remove}\left(\min _{s}(0)\right.$, Range(s)). Inductively, we define the following concepts:

Definition 6.1.2. $\operatorname{Range}_{s}(i)=\operatorname{remove}\left(\min \left[\operatorname{Range}_{s}(i-1)\right]\right.$, $\left.\operatorname{Range}_{s}(i-1)\right)$
When the cardinality of $\operatorname{Range}_{s}(i-1)$ is 1 , the remove function returns the empty set and PVS generates a TCC. To resolve this TCC, we define the function Range $_{s}(i)$ to return $\operatorname{Max}\left(\operatorname{Range}_{s}(i)\right.$.

Definition 6.1.3. $\min _{s}(i)=\min \left[\operatorname{Range}_{s}(i)\right]$, the minimum value in the set $\operatorname{Range}_{s}(i)$.
Since repeated values in $s$ are allowed, we define the multiplicity of a natural value $t$ in a state $s$ by the number of times that $t$ occurs in $s$ denoted by multi( t$)=l_{k}$, where $k$ is a positive integer. Notice that, in this notation, we have multi $\left(\min _{s}(0)\right)=l_{0}$. We demonstrate these concepts with the following simple example.

Example 6.1.1. Let $s=(0,0,1,1,1,3)$ then $\operatorname{Range}(s)=\{0,1,3\}$, $\operatorname{Range}_{s}(1)=\{1,3\}$, and $\operatorname{Range}_{s}(2)=\{3\}$. Moreover, we have $\min _{s}(0)=0$, $\operatorname{multi}\left(\min _{s}(0)\right)=l_{0}=2$ since we have two zeros in $s$, whereas multi $(1)=l_{1}=3$, and $\operatorname{multi}(3)=l_{2}=1$. Further, we have $\min _{s}(1)=\min (\{0,1,3\}-\{0\})=1$, while $\min _{s}(2)=\min (\{0,1,2\}-\{0,1\})=3$.

In order to define multi $(t)$ more precisely, we first define the function index_multi that returns the set of indices of all occurrences of $t$ in $s$.

Definition 6.1.4. indexed_multi(t:below $[m])=$ If $t \in \operatorname{Range}(\mathrm{~s}) \Rightarrow\{$ i: below $[n] \mid$ $\left.s^{‘} s e q(i)=t\right\}$, else $\phi$.

Now, we simply define the multiplicity multi $(t)$ as the cardinality of the set indexed_multi $(t)$, denoted by multi $(t)=$ Card(indexed_multi $(t))$.

Example 6.1.2. Assume $t$ is not in the range of $s$, which means there is no index $i$ below s'length such that s'seq $(i)=t$. As such, indexed_multi $(t)$ is the empty set $\phi$; hence multi $(t)=0$. Moreover, in Example 6.1.1, we have indexed_multi $(0)=\{0,1\}$ since the first two positions of $s$ have zeros. Thus, Card(indexed_multi $(0))=2$. Similarly, indexed_multi $(1)=\{2,3,4\}$ and thus Card(indexed_multi(1)) $=3$. Further, we have indexed_multi $(3)=\{5\}$ and thus multi $(3)=1$.

Finally, we define the function pos_multi $(i)$, where $i \in \operatorname{below}[\operatorname{Card}(\operatorname{Range}(s))]$, that returns the summation of all multiplicities from $\min _{s}(0)$ up to $\min _{s}(i)$.

Definition 6.1.5. For $i<\operatorname{Card}(\operatorname{Range}(s))$ :

$$
\text { pos_multi }(i)= \begin{cases}\operatorname{multi}\left(\min _{s}(0)\right) & i=0 \\ \operatorname{multi}\left(\min _{s}(i)\right)+\text { pos_multi }(i-1) & \text { else }\end{cases}
$$

### 6.1.3 Convergence Stairs for Proving Strong Convergence

Gouda and Multari [42] show that a protocol $p$ is strongly self-stabilizing to a state predicate $I$ iff there is a sequence of state predicates $S_{1}, \cdots S_{N}$ such that the following properties hold for some $N>0$ :

1. Boundary: $S_{1}=$ true and $S_{N}=I$;
2. Closure: Each $S_{i}$ is closed, where $1 \leq i \leq N$, and
3. Convergence: Each $S_{i}$ converges to $S_{i+1}$, for $1 \leq i<N$.

We adopt a proof strategy based on the idea of convergence stairs. Specifically, to prove closure and strong convergence of the chain sort, we define the suitable stairs and then prove the closure of each stair and the convergence of stair $S_{i}$ to $S_{i+1}$, for all $1 \leq i<N$. For a global state $s$ to be in the $j$-th stair (i.e., $S_{j}$ ), the predicate sorted $_{j}$ ?(s, pos_multi(j)-1) must evaluate to true, which means $s$ is sorted up to the position pos_multi(j)-1, where $1 \leq j<N$. Nonetheless, this is insufficient alone to define convergence stairs since the closure property may not be satisfied! This phenomenon could occur if the sub-sequence 1 to pos_multi $(j)-1$ is sorted, but does not contain the first pos_multi $(j)-1$ smallest values. Thus, we add the condition $\forall i: 0 \leq i \leq j: \mathrm{s}($ pos_multi $(i)-1)=\min _{s}(i)$ to the definition of the $j$-th stair. Formally, we define the following predicate:

Definition 6.1.6. n_Stair?( $s, j$ :below[Card(Range(s))]): bool $=$ sorted $_{j}$ ?(s, pos_multi(j) - 1) $\cap \forall 0 \leq i \leq j: \mathrm{s}($ pos_multi $(\mathrm{i})-1)=\min _{s}(\mathrm{i})$

Example 6.1.3. Let $s$ be an illegitimate state say $s=(1,1,0,2,4,5,3,3,0,1)$. To compute n_Stair?(s,3), we first find the summation of the multiplicities $l_{0}+l_{1}+l_{2}=$ pos_multi(3). In this case, it is equal to $2+3+1=6$. Then $s$ must be sorted up to the position 6-1; i.e., the first 6 elements in $s$ must be sorted. That is, $\operatorname{sorted}_{j}$ ? (s, 6-1) holds. Moreover, $\forall i: 0 \leq i<3$ : $s($ pos_multi $(i)-1)=\min _{s}(i)$. This means, for instance, if $s$ is in $n \_$Stair? $(s, 3)$ then at positions $l_{0}, l_{1}, l_{2}$ it must have the values $\min _{s}(0), \min _{s}(1), \min _{s}(2)$ respectively. For example, $\mathrm{n} \_$Stair? $(s, 3)$ is given as follows:

$$
\text { n_Stair? }(s, 3)=\left\{\left(0,0=x_{2-1}, 1,1,1=x_{5-1}, 2=x_{6-1}, \cdots, x_{9}\right) \mid x_{i}=3,4 \text { or } 5 \text { for } i>6-1\right\}
$$

### 6.1.4 Mechanical Proof of Closure and Convergence

The mechanical verification of these properties in PVS consumed 1706 proof command including all the TCC and all required lemmas, this follows the very lengthy inductive proofs that were required. Thus we will only explain the main ideas of the proofs in this sections, ${ }^{3}$.

In order to mechanically prove the strong convergence of the chain sort, we use Definition 6.1.6 and show that the sequence of predicates introduced in this definition creates the necessary convergence stairs for proving the strong convergence of Chain_Sort $(m, n)$ in a parametric sense. We first provide helpful lemmas and theorems that state important properties of some of the basic concepts and functions introduced in Section 8.2.
Remark 1. To simplify the mechanical proofs, we separate the trivial cases of $\operatorname{Card}(\operatorname{Range}(\mathrm{s}))=1,2$. Thus, the global state $s$ that is passed as the first parameter to the predicates n_Stair? and sorted? meets the requirement that Card(Range(s)) $>2$.

Lemma 6.1.1. $\forall \mathrm{j}:$ below[Card(Range(s))]: ( $\mathrm{n} \_$Stair?( $\left.\mathrm{s}, \mathrm{j}\right) \Rightarrow$ sorted $_{j}$ ?(s, pos_multi(j)1) )

Lemma 6.1.1 shows that if a state $s$ belongs to the $j$-th stair, then the sequence of numbers representing $s$ must be sorted up to the position pos_multi(j)-1.

Lemma 6.1.2. $\forall$ (j:below[Card(Range(s))]): (n_Stair?(s, j) $\Rightarrow \forall$ (i:subrange[0,j]): s'seq(pos_multi(i)-1) $=\min _{s}(i)$ )

Lemma 6.1.2 requires that if the global $s$ is in the $j$-th stair, then each value in position $j$ of the sequence representing $s$ must be the $(j+1)$-th smallest value of the sequence. The proofs of Lemmas 6.1.1 and 6.1.2 follow by definition; hence omitted. The following theorem states that $\min _{s}(\mathrm{i}-1)<\min _{s}(\mathrm{i})$.
${ }^{3}$ The full formal proof is available here https://sites.google.com/a/mtu.edu/ amertahatpvs/fault-tolerance-ss-protocols/chain-sort-m-n

Theorem 6.1.1. For any $0<i<\operatorname{Card}(\operatorname{Range}(s))$, we have $\operatorname{Card}\left(\operatorname{Range}_{s}(i-1)\right)>1 \Rightarrow$ $\min \left(\operatorname{Range}_{s}(\mathrm{i}-1)\right)<\min \left(\operatorname{Range}_{s}(\mathrm{i})\right)$

Proof. For $i=1$ the proof is trivial since Range $_{s}(0)=$ Range(s) and Range ${ }_{s}(1)=$ remove $\left(\min (\operatorname{Range}(s))\right.$, Range(s)), which is a proper subset of Range $_{s}(0)$ that excludes $\min (\operatorname{Ran}-\mathrm{ge}(\mathrm{s}))$. Thus, $\min \left(\operatorname{Range}_{s}(0)\right)<\min _{s}(1)$. For $i>1$, the proof splits into two cases: for any $i>1$, either $\operatorname{Card}\left(\operatorname{Range}_{s}(i-1)\right)>1$ holds or not. If $\operatorname{Card}\left(\operatorname{Range}_{s}(i-\right.$ 1) $)>1$ does not hold for some $i>1$, then $\operatorname{Card}\left(\operatorname{Range}_{s}(i-1)\right)=1$ and by definition, $\operatorname{Range}_{s}(i)$ is $\max (\operatorname{Range}(s))$; hence certainly everything is less than max $(\operatorname{Range}(s))$. Otherwise, $\operatorname{Range}_{s}(i)=\operatorname{remove}\left(\min \left(\operatorname{Range}_{s}(i-1)\right)\right.$, $\left.\operatorname{Range}_{s}(i-1)\right)$, which is a proper subset of $\operatorname{Range}_{s}(i-1)$. Therefore, we have min $\left(\operatorname{Range}_{s}(i-1)\right)<\min \left(\operatorname{Range}_{s}(i)\right)$, which completes the proof.

We also show that the sum of multiplicities of the values in the state $s$ preserves the order of the values with respect to the ordering relation $<$. For instance, since $\min _{s}(j-1)<\min _{s}(j)$, we have pos_multi $(\mathrm{j}-1)<$ pos_multi $(\mathrm{j})$.
Lemma 6.1.3. $\left(j_{2}=j_{1}+1 \wedge j_{2}<\operatorname{Card}(\operatorname{Range}(s))\right) \Rightarrow \operatorname{pos} \_m u l t i\left(j_{1}\right)<$ pos_multi $\left(j_{2}\right)$.
Proof. The proof is by induction on $j_{1}$. For $j_{1}=0$, the proof is straightforward. Since by definition we have pos_multi $(1)=$ multi $(1)+$ pos_multi $(0)$ and pos_multi $(0)=$ multi(0), the proof of the case $j_{1}=0$ follows. The proof becomes complete by induction hypothesis, a careful rewriting, expansions, if-lifting, and instantiations as in the base case.

Theorem 6.1.2. $\left(j_{2}=j_{1}+1 \wedge j_{2}<\operatorname{Card}(\operatorname{Range}(s)) \wedge\right.$ sorted $_{j}$ ?(s, pos_multi $\left.\left.\left(j_{2}\right)\right)\right) \Rightarrow$ $\operatorname{sorted}_{j}$ ?(s, pos_multi $\left.\left(j_{1}\right)\right)$
Proof. Again, the proof of this theorem is by induction on $j_{1}$ starting from $j_{1}=0$. The base case is trivial; hence omitted. For $j_{1}>0$, Lemma 6.1 .3 implies that if $j_{2}=j_{1}+1$ and $j_{2}<\operatorname{Card}(\operatorname{Range}(s))$, then we have pos_multi $\left(j_{1}\right)<$ pos_multi $\left(j_{2}\right)$. Let pos_multi $\left(j_{1}\right)=k_{1}$ and pos_multi $\left(j_{2}\right)=k_{2}$. We then prove that, for $k_{1}, k_{2}>1$, if $k_{2}>k_{1}$, then we have sorted $_{j} ?\left(s, k_{2}\right) \Rightarrow \operatorname{sorted}_{j} ?\left(s, k_{1}\right)$, which is achieved by simple skolemization, expansion and instantiation.

It is worth mentioning that Theorem 6.1.2 has a simple proof, which would not have been possible without reusing Lemma 6.1.3. We also show that the stairs are nested. In particular, if $j_{1}<j_{2}$ and $s$ is in the $j_{2}$-th stair, then $s$ must be in the $j_{1}$-th stair as well.

Theorem 6.1.3. $\left(j_{2}=j_{1}+1 \wedge j_{2}<\operatorname{Card}(\operatorname{Range}(s)) \wedge \mathrm{n} \_\right.$Stair? $\left.\left(s, j_{2}\right)\right) \Rightarrow \mathrm{n} \_$Stair? $\left(s, j_{1}\right)$
Proof. To prove this theorem, we expand the definition of $n$ _Stair?, and use Lemma 6.1.2, Theorem 6.1.2, and Lemma 6.1.3 along with instantiations, which completes the proof.

This theorem is very important since it shows that if the two conditions of Definition 6.1.6 are satisfied for $j_{2}$, then they must hold for all $j<j_{2}$. In fact, to simplify the proof of this theorem, we found it useful to prove the first sorting property of Definition 6.1.6 independently, and then we reused it in the proof of Theorem 6.1.3. Now, we show that if $s$ is in the $j$-th stair, then for all $i<$ pos_multi $(j)-1$ the actions of the process $i$ will not change the values on $s$ for all $i<$ pos_multi $(j)-1$.

Lemma 6.1.4. $\neg$ is_LEGT? $\left(s_{0}\right) \wedge j_{1}<\operatorname{pos} \_m u l t i\left(j_{2}\right)-1 \wedge \mathrm{n} \_$Stair? $\left(s_{0}, j_{2}\right) \Rightarrow$ $\operatorname{action}\left(s_{0}, j_{1}\right)=s_{1} \wedge s_{1}{ }^{\prime} \operatorname{seq}\left(\mathrm{j}_{1}\right)=s_{0}{ }^{\prime} \operatorname{seq}\left(\mathrm{j}_{1}\right)$

Finally, the following theorem shows that the difference between pos_multi $\left(j_{2}\right)$ and pos_multi $\left(j_{1}\right)$ is multi $\left(\min _{s}\left(j_{2}\right)\right)$.

Theorem 6.1.4. $\left(j_{2}=j_{1}+1 \wedge j_{2}<\operatorname{Card}(\operatorname{Range}(s))\right) \Rightarrow$ pos_multi $\left(j_{2}\right)$ - pos_multi $\left(j_{1}\right)$ $=\operatorname{multi}\left(\min _{s}\left(j_{2}\right)\right)$

Proof. By expansion and rewriting the definition of pos_multi, we get multi $\left(\min _{s}\left(j_{2}\right)\right)$ + pos_multi $\left(j_{2}-1\right)$-pos_multi $\left(j_{1}\right)$. Now, substitution will give us multi $\left(\min _{s}\left(j_{2}\right)\right)+$ pos_multi $\left(j_{1}\right)$ - pos_multi $\left(j_{1}\right)$, which is equal to $\operatorname{multi}\left(\min _{s}\left(j_{2}\right)\right)$. In PVS, automatic expansion, rewriting, instantiations, with if-lifting will complete the proof.

Theorem 6.1.5. Each stair defined for Chain_Sort $(m, n)$ (in Definition 6.1.6) is closed in the synthesized action presented in Section 6.1.1.

Proof. For any $1 \leq j_{1}, j_{2}<N$, where $j_{1}<j_{2}$, and for a global state $s$ in the $j_{2}$-th stair, the number of values between the positions pos_multi $\left(j_{2}\right)$ and pos_multi $\left(j_{1}\right)$ is equal to multi $\left(\min _{s}\left(j_{2}\right)\right)$ (based on Theorem 6.1.4). Moreover, Theorem 6.1.3 implies that we have the value of $\min _{s}\left(j_{2}\right)$ at position pos_multi $\left(j_{2}\right)-1$ and the value $\left(\min _{s}\left(\mathrm{j}_{1}\right)\right)$ at position pos_multi $\left(j_{1}\right)-1$. As such, any occurrence of $\min _{s}\left(j_{2}\right)$ must be located between the two portions as explained in $\operatorname{Fig}(6.1)$ because it is sorted up to pos_multi $\left(j_{2}\right)-1$. Thus, by Theorems 6.1.4, 6.1.2 6.1.3 and 6.1.1, and Lemmas 6.1.1 and 6.1.2, we conclude that all occurrences of $\min _{s}\left(j_{2}\right)$ are in positions pos_multi $\left(j_{1}\right)$ up to pos_multi $\left(j_{2}\right)-1$. For this reason, all values in positions $k>$ pos_multi $\left(j_{2}\right)$ cannot be less than $\min _{s}\left(j_{2}\right)$. Thus, the state $s$ could be locally corrupted only for $k>$ pos_multi $\left(j_{2}\right)$. Therefore, applying the action of process $k$ on $s$ does not change the order of the values up to pos_multi $\left(j_{2}\right)-1$; hence, the closure of the $i$-th stair, where $\forall 0 \leq i \leq \operatorname{Card}(\operatorname{Range}(s))-1$.

It remains to show the convergence of the stairs defined in Definition 6.1.6. First, we prove that for a global state $s$, if $s$ is in the $(\operatorname{Card}(\operatorname{Range}(s))-1)$-th stair, then $s$ is a legitimate state. Formally, we have:

Theorem 6.1.6. $n$ _Stair?(s, Card(Range(s))-1) $\Rightarrow$ is_LEGT?(s)


Figure 6.1: Chain_Sort $(m, n)$ proof of convergence using convergence stairs.

Proof. Let $n$ be the length of the sequence of values representing $s$. By Lemma 6.1.1 and the fact that the summation of all multiplicities of the values in Range(s) is $n$, we state that if $n \_$Stair?(s, Card(Range(s))-1) holds, then sorted $_{j}$ ?(s, $\left.\mathrm{n}-1\right)$ holds as well. Thus, the state $s$ must be sorted up to pos_multi(Card(Range(s))) $=n-1$. If sorted $_{j} ?(\mathrm{~s}, \mathrm{n}-1)$ holds, then $s$ is a legitimate state.

Lemma 6.1.5. $\neg$ is_LEGT? $\left(s_{0}\right) \wedge$ active_LocallyCorrupted? $\left(s_{0}, j\right) \Rightarrow \operatorname{action}\left(s_{0}, j\right)=$ $s_{1} \wedge s_{1}{ }^{\prime} \operatorname{seq}(j)=s_{0}{ }^{\prime} \operatorname{seq}(j+1) \wedge s_{1}{ }^{\prime} \operatorname{seq}(j+1)=s_{0}{ }^{\prime} \operatorname{seq}(j)$

Proof. The proof is completed by expanding the definition of action, swap, is_LEGT?, active_LocallyCorrupted?.

Notice that, the function action( $\mathrm{s}, \mathrm{j}$ ) returns a global state generated by the execution of the synthesized action in position $j$ of the sequence of values representing $s$. As such, action $(\mathrm{s}, j)^{\prime} \operatorname{seq}(j)$ is the $j$-th value in the sequence of values representing the global state action( $\mathrm{s}, \mathrm{j}$ ). Lemmas 6.1 .5 simply states that if process $j$ in the chain is enabled and executes its action, then in the resulting global state the values $j$ and $j+1$ are swapped.

Lemma 6.1.6. $\neg$ is_LEGT? $\left(s_{0}\right) \wedge$ active_LocallyCorrupted? $\left(s_{0}, j\right) \Rightarrow \operatorname{action}\left(s_{0}, j\right)=$ $s_{1} \wedge s_{1} ‘ \operatorname{seq}(j)<s_{1} ‘ \operatorname{seq}(j+1)$

Proof. The proof follows directly from expanding the definitions of action, swap, is_LEGT?, active_LocallyCorrupted? and Lemma 6.1.5.

Lemmas 6.1.6 stipulates that if process $j$ in the chain is enabled and executes its action, then in the resulting global state the value at position $j$ will be strictly smaller than the value at position $j+1$.
Theorem 6.1.7. Based on Definition 6.1.6, each stair $j$ converges to stair $j+1$, for $1 \leq j<\operatorname{Card}($ Range $(s))-1$.
Proof. We show that $\forall 0 \leq j \leq \operatorname{Card}(\operatorname{Range}(s))-1$ : the $j$-th stair converges to the $(j+1)$-th stair. First, we make the following observations:

1. If $s$ is an illegitimate state and locally corrupted at position $i$ (i.e., the local state of process $i$ is corrupted), then s'seq(i) $>\mathrm{s}^{\prime} \operatorname{seq}(\mathrm{i}+1)$. Thus, the action of process $i$ will swap the values s'seq(i) and s'seq $(i+1)$. As a result, the position of the smaller value will decrease strictly by 1 in the new state (based on Lemmas 6.1 .5 and 6.1.6.
2. Let $s$ be an illegitimate state that is sorted in a non-increasing order (i.e., worst case input for a sorting algorithm that sorts increasingly). Let $K$ be the number of moves/actions that are enabled at $s$. We observe that the number of enabled actions in any other illegitimate state cannot be greater than $K$.

Let Chain_Sort $(m, n)$ be an instance of the chain sort protocol with $n$ processes in the chain and $m$ values in the domain of variables, where $m \leq n$. Moreover, let $s$ be a global state that is ordered in the opposite direction (i.e., the minimum value is on the right most position in the sequence representing $s$ ). Since $m \leq n$, we may assume that there are at most $n$ distinct values in $s$, starting from 0 ending at $n-1$. Thus, the multiplicity of each value in Range(s) is 1 in $s$. Now, since the sequence of $s$ is sorted decreasingly, $\min _{s}(0)$ is located at position $n-1$. By Lemmas 6.1 .5 and 6.1.6, when process $n-1$ executes, the position of $\min _{s}(0)$ will decrease strictly by 1. Thus, for $\min _{s}(0)$ to move to position 0 , there must be $n-2$ moves. After this occurs, process 0 will not be locally corrupted anymore (based on Theorems 6.1.1 and 6.1.5). That is, convergence from the first stair to the second is achieved in at most $n-2$ steps. Based on a similar argument, it takes $n-3$ moves for $\min _{s}(1)$ to move to position 1. In other words, convergence from the second stair to the third one is attained in $n-3$ steps in the worst case. In general, the number of moves for placing $\min _{s}(i)$ in its right position (i.e., convergence from $(i+1)$-th stair to $(i+2)$-th stair) is $(n-2-i)$, where $0 \leq i \leq \operatorname{Card}(\operatorname{Range}(s))-1$. Based on Theorem 6.1.1, we know that $\min _{s}(i)<\min _{s}(i+1)$ holds. Therefore, based on the above argument (which follows from Theorem 6.1.5 and Lemmas 6.1.5 and 6.1.6, each stair converges to its consequent stair, and convergence to legitimate states can be achieved in at most $\left(n^{2}-n\right) / 2$ steps (see Figure 6.1).

To illustrate the proof, we provide an example.
Example 6.1.4. Consider the Chain_Sort(6,6), and let $s=(5,4,3,2,1,0)$. Then $s^{\prime} \operatorname{seq}(5)=0$, Range $(s)=\{0,1, \cdots, 5\}$ and $\operatorname{multi}(i)=1$ for each $i$ in Range $(s)$. All processes except $n-1=5$ are locally corrupted. Thus, the swapping action will make $s$ 'seq(4) equal to 0 . Hence, the position of 0 must decrease strictly by one; i.e., from 5 to 4. Since 0 is the minimum in Range(s), any process that has 0 as its right neighbor will be locally corrupted. Thus, its swapping action will make the new position of 0 less than the previous position by 1. Swapping of 0 will continue until $s^{\prime} \operatorname{seq}(0)=0$; i.e., 0 does not have a left neighbor. The same argument applies to 1 in Range(s)-\{0\} (since 1 is the minimum value of Range (s)-\{0\}). Moreover, once 0 reaches position $0, s$ will be in the second stair, where it will not change its place due to the closure of the stairs. This means that the corrupted processes must be to the right of 0; i.e., process $(j)$ is corrupted implies $j>0$. Since the multiplicities are equal to 1 , the values that are located at positions $j>0$ are greater than 0 . Now, any process $j>1$ that has 1 as its right neighbor is locally corrupted and starts the wave of swapping. The swapping continues until 1 has a left neighbor less than it, which is 0 . At this point, $s$ is sorted increasingly up to the second position; i.e., s is in the stair 2. In general, the same phenomenon occurs with all values on $s$ because (1) $\min _{s}(i-1)<\min _{s}(i)$, (2) the stairs are closed, (3) the actions reduce the positions strictly by 1, and (4) multiplicities are equal to 1. Thus, s will be sorted in finite number of moves; i.e., convergence is achieved.

### 6.2 PSS Sorting on Unidirectional Rings

In this section, we consider a special case of the Ring sort where there exist a unique zero. The topology of the network is a unidirectional ring instead of a unidirectional chain. That is, we have a protocol $\operatorname{Ring} \operatorname{Sort}(m, n)$, where $n$ denotes the number of processes and $m$ represents the domain of each variable and $m=n$. Consider a version of the Ring sort with 5 processes; i.e., $n=5$. Each process $p_{j}$ has a variable $c_{j}$, where $0 \leq j<5$, with the domain of $\{0,1,2,3,4\}$; i.e., $m=5$. Moreover, each process $p_{j}$, where $0 \leq j \leq 4$, can read and write $\left\{c_{j}, c_{j+1}\right\}$, where addition is in modulo 5 . We assume that the multiplicity of the value 0 is 1 ; i.e., there is exactly one 0 in the ring. We call the process that holds the 0 , the 0 -process. Klinkhamer and Ebnenasir [17] automatically generate the following action $(0 \leq j \leq 4)$ for the Ring_Sort $(m, n)$, where $m=5$ and $n=5$.

$$
\begin{equation*}
A_{j}^{\prime}: \quad\left(c_{j+1} \neq 0\right) \wedge\left(c_{j}>c_{j+1}\right) \quad \longrightarrow \quad c_{j}:=c_{j+1} ; \quad c_{j+1}:=c_{j} \tag{6.2}
\end{equation*}
$$

If the variable $c_{j}$ has a greater value than its right neighbor and the value of the
right neighbor is non-zero, then the process $p_{j}$ swaps the values of $c_{j}$ and $c_{j+1}$. Notice that, contrary to the chain sort, the all processes can see their right neighbors. Nevertheless, the 0-process will be always silent since 0 is the smallest number. Moreover, the set of legitimate states of the unidirectional ring sort is the state predicate $I_{\text {RingSort }}$, where $I_{\text {RingSort }}=\left\{s \mid \forall i: 0 \leq i \leq n-1:\left(c_{i}(s) \leq c_{i+1}(s)\right) \vee\left(c_{i+1}(s)=0\right)\right\}$. Thus, PVS specifications of the action, the states, and the legitimate states are similar to the chain sort, as in List 6.2; hence we omitted them.

The generalization of the ring sort protocol is as follows: There are $n$ processes located in a unidirectional ring, each having a local variable $c_{j}$ with a domain of $m$ values, where $m \leq n$. Each process $j$ can read and write the values $\left\{c_{j}, c_{j+1}\right\}$ and includes the action $A_{j}^{\prime}$, for $0 \leq j \leq n-1$. The Ring_Sort $(m, n)$ protocol has three constraints. First, there is exactly one 0 in any global state $s$. We call the process that holds 0 , proc ( 0 ). Second, the action of the predecessor of the process that initially holds 0 is disabled. In particular, 0 represents a mark that labels the beginning and the end of the sorting procedure. Third, the $(n-1)$-th process (to the right of $\operatorname{proc}(0)$ ) does have an action (contrary to the chain sort where process $n-1$ excludes any actions). Since $c_{0}=0$, this action becomes disabled and the entire ring sort turns into an instance of chain sort. In the case where $m=n$, we can represent each legitimate state $s$ as a sequence of values from $\{0,1, \cdots, \mathrm{n}-1\}$ where $s^{‘} \operatorname{seq}(0)=0$ and the rest of the values to right of 0 are sorted increasingly. This in turn makes the proof very similar to the proof of convergence from a state in the first stair of the chain sort! Thus, we can reuse the mechanical verification of the chain sort.

### 6.2.1 PVS Specification and Verifications of Ring Sort

In this section, we present the proof of generality of $\operatorname{Ring} \operatorname{Sort}(m, n)$, where $m=n$. The PVS specification of $\operatorname{Ring} \quad \operatorname{Sort}(n, n)$ greatly benefits from the PVS specification of Chain_Sort $(m, n)$. Importing Chain_Sort $(m, n)$ significantly simplifies the specification and verification of $\operatorname{Ring} \quad \operatorname{Sort}(n, n)$ as shown in Listing 6.2. For instance, to prove the following two lemmas, we import the corresponding lemmas from chain sort.

Lemma 6.2.1. $\left(j_{2}=j_{1}+1 \wedge j_{2}<\operatorname{Card}(\operatorname{Range}(\mathrm{s}))\right) \Rightarrow$ pos_multi $\left(j_{2}\right)$ - pos_multi $\left(j_{1}\right)=$ 1

Lemma 6.2.2. $\forall(\mathrm{j}:$ below $[\operatorname{Card}(\operatorname{Range}(\mathrm{s}))]): \mathrm{n} \_$Stair?( j$) \Rightarrow \forall(\mathrm{i} \in[0, \mathrm{j}]): \mathrm{s}^{\prime}$ seq(pos_multi(i) -1) $=\mathrm{i}$

The proof of Lemma 6.2.1 reuses Theorem 6.1.4 while the proof of Lemma 6.2.2 directly depends on Lemma 6.1.2. The mechanical proof follows after some simple instantiations and applying the constraints of $\operatorname{Ring} \quad \operatorname{Sort}(n, n)$ on $s$.

Theorem 6.2.1. Ring_Sort $(n, n)$ is convergeing for any $n \geq 5$.
Or as shown in Listing 6.2 in PVS language $\sqrt[4]{4}$

```
Ring_n_converge0[m1: upfrom[4], n1: upfrom[5]]: THEORY
BEGIN
ASSUMING
Ring_n_converge: ASSUMPTION m1 = n1
IMPORTING Chain_Sort_m_n[m1, n1]
j1, j2, i3: VAR below[Card(Range(fs))]
Ring_n_converge1: ASSUMPTION
Card(Range(fs)) = n1 \cap (member(i3, Range(fs)) => multi(i3) = 1) \cap
Range(fs) = fullset[below[n1]] \cap min_s(i3) = i3 \cap fs`seq(0) = 0
ENDASSUMING
    :
Stair_converges11: THEOREM
    n_Stair?(Card(Range(fs)) - 1) IMPLIES is_LEGT?(fs)
END Ring_n_converge0
```

Listing 6.2: Specification of Ring Sort Assumptions when $m=n$.

[^10]
## Chapter

## Extensions, Conclusions and Future Work

### 7.1 Discussion and Related Work

This section discusses the impact of the proposed approach and the related work.
Significance. Self-stabilization is an important property for networked systems, be it a network-on-chip system or the Internet. There are both hardware [27] and software systems [28] that benefit from the resilience provided by self-stabilization. Thus, it is important to have an abstract specification of self-stabilization that is independent from hardware or software. While several researchers [29, 30] have utilized theorem proving to formally specify and verify the self-stabilization of specific protocols, this paper presents a problem-independent specification of self-stabilization that enables potential reuse of efforts in the verification of convergence of different protocols. (As demonstrated by our case studies.)

One of the fundamental impediments before automated synthesis of self-stabilizing protocols from their non-stabilizing versions is the scalability problem. While there are techniques for parameterized synthesis [39, 43] of concurrent systems, such methods are not directly useful for the synthesis of self-stabilization due to several factors. First, such methods are mostly geared towards synthesizing concurrent systems from formal specifications in some variant of temporal logic. Second, in the existing parameterized synthesis methods the formal specifications are often parameterized in terms of local liveness properties of individual components (e.g., progress for each process), whereas convergence is a global liveness property. Third, existing methods often consider the synthesis from a set of initial states that is a proper subset of the state space rather than the entire state space itself (which is the case for self-stabilization). With this motivation, our contributions in this paper enable a hybrid method based on synthesis and theorem proving that enables the generalization of small instances of self-stabilizing protocols generated by our synthesis tools [17].

Related work. Kulkarni and Bonakdarpour's work [34, 35] is the closest to the proposed approach in this paper. As such, we would like to highlight some differences between their contributions and ours. First, in [34], the authors focus on mechanical verification of algorithms for the addition of fault tolerance to concurrent systems in a high atomicity model where each process can read and write all system variables in one atomic step. One of the fault tolerance requirements they consider is nonmasking fault-tolerance, where a nonmasking system guarantees recovery to a set of legitimate states from states reachable by faults and not necessarily from the entire state space. Moreover, in [35], Kulkarni and Bonakdarpour investigate the mechanical verification of algorithms for the addition of multiple levels of fault tolerance in the high atomicity model. In this paper, our focus is on self-stabilization in distributed systems where recovery should be provided from any state and high atomicity actions are not feasible.

Methods for the verification of parameterized systems can be classified into the following major approaches, which do not directly address SS systems. Abstraction techniques [44, 45, 46] generate a finite-state model of a parameterized system and then reduce the verification of the parameterized system to the verification of its finite model. Network invariant approaches [47, 48, 49] find a process that satisfies the property of interest and is invariant to parallel composition. Logic program transformations and inductive verification methods [50, 51] encode the verification of a parameterized system as a constraint logic program and reduce the verification of the parameterized system to the equivalence of goals in the logic program. In regular model checking [52, 53], system states are represented by grammars over strings of arbitrary length, and a protocol is represented by a transducer. Abdulla et al. [54] also investigate reachability of unsafe states in symmetric timed networks and prove that it is undecidable to detect livelocks in such networks. Bertrand and Fournier [55] also focus on the verification of safety properties for parameterized systems with probabilistic timed processes.

### 7.2 Conclusions and Future Work

We presented a novel method for the design of self-stabilizing parameterized network protocols. The proposed method is based on the philosophy of synthesize in small scale and generalize, which includes two components (see Figure 2.1), namely synthesis of small scale protocols and the proof of their generality. The synthesis component has been the focus of our previous work [26, 25, 14, 40]. This paper focused on exploiting theorem proving for the generalization of synthesized self-stabilizing protocols that are correct in a finite scope (i.e., up to a small number of processes). We specifically presented a mechanical proof for the correctness of the Add_Weak algorithm from [25] that synthesizes weak convergence. This mechanical proof provides a reusable theory in PVS for the proof of weakly stabilizing systems in general (irrespective of how they
have been designed). The success of mechanical proof for a small synthesized protocol shows the generality of the synthesized solution for arbitrary number of processes. We have demonstrated the proposed approach in the context of a graph coloring protocol (Section 5.3) and a binary agreement protocol (Section D.1). Moreover, we presented a method for mechanical verification of strong convergence and we demonstrated it for the design of a self-stabilizing sorting algorithm on rings and chains. These case studies illustrate how the PVS theory developed for weak stabilization can be reused for the verification of strong stabilization.

We will extend this work by reusing the existing PVS theories for mechanical proof of a complete backtracking algorithm (introduced in [40]) that synthesizes strongly stabilizing protocols in a small scope. We expect that the mechanical verification of this algorithm will greatly facilitate the design of parameterized self-stabilizing systems. We will also develop algorithms that will automatically generate Verification Conditions (VCs) from small synthesized solutions towards facilitating the process of generalization using theorem proving. Such algorithms will enable us to classify verification conditions into two categories: general and problem-specific. The general verification conditions specify constraints whose proofs can directly be reused from one problem to another. Examples of such VCs include the property of closure, where we must prove that a set of states is closed in a set of transitions. The problem-specific VCs (e.g., convergence stairs) depend on the problem at hand and should be generated from the small scale self-stabilizing solutions that the synthesizer generates. The problem-specific VCs will be used in mechanical proof of convergence (using theorem provers). In addition to the aforementioned extensions, we will continuously expand the repository of our case studies to more complicated protocols (e.g., leader election, maximal matching, consensus) with topologies other than ring or chain.

## Part II

## Rigorous Numerical Riemann Integral In PVS

## Introduction

I
Ntegral calculations of real-valued functions are hard to handle in mechanical proofs. In this part, we provide formal verification of an abstract algorithm that is used to approximate definite Riemann Integral. We have verified the soundness of the algorithm using Prototype Verification System (PVS). The verification yields practical automated proof strategies to estimate definite Riemann Integral for a large class of real-valued integrable functions. We illustrate the application of the algorithm and the proof strategies in the context of continuous functions on $\mathfrak{R} \|$

### 8.1 Preface

There is a vital need of rigorous approximation for Riemann integral in wide range of applications of life-critical cyber-physical systems. For example, in air traffic management systems (Fig 8.1) given the complexity of the trajectories there are increasing demands for formal verification of real valued integral calculus, which is known to be a challenging task [6, 56, 57]. For instance, all trigonometric functions in PVS were constructed using Riemann Integral based on the formalization of arc-tangent function [6]:

$$
\begin{equation*}
\operatorname{atan}(x)=\int_{0}^{x} \frac{1}{t^{2}+1} d t \tag{8.1}
\end{equation*}
$$

These functions have a central role in air traffic management algorithms [6, 58]. Furthermore, aircraft trajectories are commonly modeled with differential equations for which Riemann Integral is part of their analytical solutions [6, 59, 58].
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Figure 8.1: The complexity of air traffic management systems..$^{2}$

In the last two decades, there has been a significant development in the mechanical formalization and verification of real-valued calculus in various verification systems [57]. For instance, fundamental analysis libraries for integral calculus were implemented in several theorem provers such as PVS [6, 60], HOL [61], Coq [62], Isabelle/HOL [63], and Isabelle/Isar [64]. In his landmark work [6], Butler provided a comprehensive discussion on the intricacy of the mechanical proofs that involve integral calculus. Supporting them with many examples of formulas of lengthy mechanical proofs of several hundred to a few thousand proof-commands. He spotted the light on two major reasons that lead to these hurdles in the mechanical proofs, unlike the manual proofs. First, working on partitions will force lengthy inductive proofs. Second, using type theory seeking consistency in place of set theory will complicate the formalizations of various functions and generate many proof obligations in terms of TCCs (type correctness conditions). Due to the same reasons, we found out that these challenges are inherited in the mechanical proofs of numerical propositions on Riemann Integral. Thus, it is very commanding to automate these proofs within a formal verification system. In general, proving a numerical proposition on a real-valued function mechanically is known to be a challenging task [4, 58, 6]. Thus, practical approaches that combine computational evaluations within theorem provers have become very appealing. Recently, Muñoz and Narkawicz (from NASA Langley) have implemented and verified a rigorous approximation technique for specific type of functions. For instance, they provided a generic branch-and-bound algorithm to estimate the maximum and the minimum values of real valued expressions for a large

[^12]scope of functions like trigonometric, exponential, polynomials and their combinations. The verification yields highly sophisticated proof strategies to prove linear and non-linear inequalities of the form:
\[

$$
\begin{equation*}
x \in X \Rightarrow f \in F(X) \tag{8.2}
\end{equation*}
$$

\]

where $X \in \mathbb{R}^{n}$ and $F$ is an enclosure method such as interval or affine evaluations for the function $f$ over the $B o x X$, where a Box is a list of intervals [58]. For a function $f$ that satisfies the formula 8.2 , the formula 8.2 instantiated by $f$ is called the fundamental inclusion lemma for $f$. The major proof step in these proof strategies, e.g numerical, affine-numerical [58, 65], is based on ground evaluation of PVS [65], which means the numeric evaluations of symbolic expressions in PVS after being instantiated with concrete values. These proof strategies preserve the soundness of PVS.

Other proof strategies for real valued inequalities which include transcendental functions do exist in PVS NASA library ${ }^{3}$, which in fact represents the standard PVS library. For example, the proof strategy metit [66], unlike interval[4] and numerical, uses theorem prover MetiTarsky [67] as a trusted oracle and requires an external arithmetic decision procedure such as $\mathrm{Z} 33^{4}$ [66]. Another example, is the proof strategy Bernstein which is based on Bernstein polynomials to approximate the values of multivariate polynomials in PVS [68]. These proof strategies enable a practical approach called model animation to validate numerical software implementations against their formal models [5]. Recently, NASA's formal methods group has used model animation in validating software implementations of Detect and Avoid Alerting Logic for Unmanned Systems (DAIDALUS) algorithms with respect to their formal specifications [2, 5].
Organization. Section 8.2 provides some basic concepts and results from existing work. Section 9.1 presents an abstract algorithm for the approximation of Riemann Integral. Section 9.3 proves the soundness statement of the proposed algorithm. Section 10.1 discusses the usability of RiemannSum R2I and its soundness statement in formal proofs of numerical propositions automatically. Section 10.4 presents some case studies. Finally, Section 11.1 makes concluding remarks and presents some extensions of this work.

### 8.2 Preliminaries

In this section, we provide a brief review of the basic concepts and theorems which we use throughout this part of the dissertation.
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Figure 8.2: Riemann integral of the function $f(x)$ from $a$ to $b$.

### 8.2.1 Riemann Integral

Riemann Integral was formalized in PVS by Butler [6] based on the definition from Maxwell Rosenlicht [69]. In the rest of Part II of the dissertation we consider $a, b \in \mathfrak{R}$ and $a<b$ where $a$ and $b$ are the two endpoints of the integral. We also assume that $f$ is a univariate real-valued function, which is well defined on the interval $X=[|a, b|]$, and $P$ is a partition of $X$ of length $N+1$ such that $P(0)=a, P(N)=b$.

Definition 8.2.1. If $x^{\prime} \in[|P(i-1), P(i)|]$ then for all $i \in\{1, \ldots, N\}$ the quantity $f\left(x^{\prime}\right) \times(P(i)-P(i-1))$ is called Riemann-section of the $i$-th subdivision of the partition $P$. We denote it by Riemann-sec (a,b,f,i).

Definition 8.2.2. The sum of all Riemann-sections of the partition $P$ is called Riemann-sum of $f$ on $[|a, b|]$. For instance, Riemann_sum $(a, b, f, N)=\sum_{1}^{N}$ Riemann$\sec (a, b, f, i)$.

Observe that in definition 8.2 .1 of Riemann-section the quantity $(P(i)-P(i-1))$ is called the width of the i-th Riemann section of the partition $P$ of the interval $[|a, b|]$, and it is denoted by $\Delta P_{i}$. If $\Delta P_{i}$ is equal to the same constant $\delta$ for all $i$ then the partition is called equal partition of width $\delta$.

Definition 8.2.3. If the limit of Riemann-sum when $\Delta P(i)$ approaches 0 -or equivalently when $N$ approaches $\infty$-exists, then this limit is called Definite Riemann Integral of the function $f$ from a to $b$, denoted by $\int_{a}^{b} f(x) d x$.

Notice that if the limit in definition 8.2 .3 exists then the function $f$ is called integrable over $[|a, b|]$. Butler [6] proved many fundamental properties of Riemann Integral in PVS. We represent the following three theorems from [6] since they are central in our verifications.

Theorem 8.2.1 (Integral Bounds). Let $a, b \in \mathfrak{R}$ such that $a<b$ and $f$ is integrable on $[|a, b|]$. If $\forall(x \in[|a, b|]): m_{0} \leq f(x)$, and $\left.f(x) \leq M_{0}\right)$ then $m_{0} \times(b-a) \leq$ $\int_{a}^{b} f(x) d x \leq M_{0} \times(b-a)$.
Theorem 8.2.2 (Integral Split). Let $a, b, c \in \mathfrak{R}$ such that $a<b<c$; and let $f$ be a real-valued function on $[|a, c|]$. Then $f$ is integrable on $[|a, c|]$ if and only if it is integrable on both $[|a, b|]$ and $[|b, c|]$, in which case $\int_{a}^{c} f(x) d x=\int_{a}^{b} f(x) d x+\int_{b}^{c} f(x) d x$.
Theorem 8.2.3. If $f$ is a continuous real-valued function on the interval $[|a, b|]$ then $\int_{a}^{b} f(x) d x$ exists.

In the PVS analysis library Theorem 8.2.1 is called integral_bound. It establishes a lower and an upper bound for the integral given a lower and an upper bound for the integrand $f$ on a given strict interval $[|a, b|]$. Furthermore, Theorem 8.2 .2 is called integral_split. It represents one of the fundamental properties of Riemann Integral. In the rest of this Part II, to keep our terminology consistent with PVS analysis, we will use the same names and notations which were used in [6]- whenever need be, unless specified otherwise.

### 8.2.2 Basics of Interval arithmetic

Interval operations are defined in such a way that guarantees the inclusion of the result of the correspondence regular arithmetic operation in their output. In particular, the addition of two intervals $X, Y$ is defined as $\operatorname{Add}(\mathrm{X}, \mathrm{Y})=[\mid l b(X)+l b(Y), u b(X)+$ $u b(Y) \mid]$. Thus, if $x \in X$ and $y \in Y$, then the inclusion $x+y \in \operatorname{Add}(X, Y)$ is valid. This property is called the fundamental inclusion theorem of interval addition. The rest of the operations for two intervals $\mathrm{X}, \mathrm{Y}$ are defined as follows:

$$
\begin{aligned}
\mathrm{X}-\mathrm{Y}= & {[|\operatorname{lb}(\mathrm{X})-\mathrm{ub}(\mathrm{Y}), \mathrm{ub}(\mathrm{X})-\mathrm{lb}(\mathrm{Y})|] } \\
\mathrm{X}^{*} \mathrm{Y}= & {[\mid \min \{\operatorname{lb}(\mathrm{X}) \operatorname{lb}(\mathrm{Y}), \operatorname{lb}(\mathrm{X}) \mathrm{ub}(\mathrm{Y}), \mathrm{ub}(\mathrm{X}) \operatorname{lb}(\mathrm{Y}), \mathrm{ub}(\mathrm{X}) \mathrm{ub}(\mathrm{Y})\},} \\
& \max \{\operatorname{lb}(\mathrm{X}) \operatorname{lb}(\mathrm{Y}), \operatorname{lb}(\mathrm{X}) \mathrm{ub}(\mathrm{Y}), \mathrm{ub}(\mathrm{X}) \operatorname{lb}(\mathrm{Y}), \mathrm{ub}(\mathrm{X}) \mathrm{ub}(\mathrm{Y})\} \mid], \\
\mathrm{X} / \mathrm{Y}= & \mathrm{X}^{*}\left[\left|\frac{1}{u b(Y)}, \frac{1}{l b(Y)}\right|\right], \operatorname{if} \operatorname{lb}(\mathrm{y}) \mathrm{ub}(\mathrm{y})>0
\end{aligned}
$$

In [4] the formalization in PVS of all interval operations and the verifications of all inclusion theorems for each operation is provided in details. We present the following inclusion theorem for the four basic interval operations from [4] since it lies at the heart of our proofs. Observe that, it is assumed that $0 \notin Y$ for interval division.
Theorem 8.2.4. If $x \in X$ and $y \in Y$ then $x \otimes y \in X \otimes Y$, where $\otimes \in\{+,-, *, \div\}$.

### 8.3 Problem Statement

In this section we formally state the problem which we inspect its solution in this part of the dissertation by means of interactive theorem prover PVS(Fig 8.2). Let $f$ be a real valued integrable function on the strict real valued interval [|a,b|]. Our goal is to verify univariate real-valued numerical integral proposition of the form

$$
\begin{equation*}
\mathrm{x} \in[|\mathrm{a}, \mathrm{~b}|] \Rightarrow \int_{\mathrm{a}}^{\mathrm{b}} \mathrm{fdx} \in[|\alpha, \beta|] \tag{8.3}
\end{equation*}
$$

where $\alpha, \beta$ are distinct real numbers. Thus the problem takes as its input a realvalued function $f$ and a closed strict interval $X=[|a, b|]$. The output of Problem 8.3.1 is either true or false according to the correctness of the input expression.

## Problem 8.3.1. Approximate Riemann Integral within a Formal Proof in PVS

- Input: (1) A real valued function $f$; (2) A strict closed interval $[|a, b|]$; and (3) An expression IntegExpr of form 8.3.
- Output: True, or False based on the correctness of the input IntegExpr.


### 8.4 Exemplification

We developed the example 8.4 .1 in order to explain the need for a proof strategy that can handle the proof of an expression of the form 8.3. More intuitively, in this example we illustrate the complexity of formal mechanical proofs for a proposition of the form 8.3 versus informal manual proofs. Moreover, we explain the need for parametric lemmas, theorems, proof strategies, and the ground evaluations of PVS within the mechanical proof of these expressions. In the example 8.4 .2 we show how an actual proof strategy can simplify the proof of a similar lemma, however, of the form 8.2 .

### 8.4.1 Informal Manual Proof

Our ${ }^{7}$ method to solve problem 8.3.1 is similar in spirit to the work of Muñoz and Narkawicz [70] which is based on evaluating numerical enclosure functions of the form 8.2. For instance, we first make a partition, say $P$, of the interval $X=[|a, b|]$.

[^14]Then we use the enclosure function $F$ to calculate an interval approximation of the function $f$ over each subdivision of $P$. Then we rely on the enclosure property of $f(x)$ in $F(X)$ and the linear property of Riemann integral to inductively verify the inequality. We refer to this strategy by numerical-Riemann.

### 8.4.2 Mechanical but not Automatic Formal Proof

Example 8.4.1. To show that

$$
\begin{equation*}
\int_{0}^{1} \cos (x) d x \in[|0.841,0.852|] \tag{8.4}
\end{equation*}
$$

In PVS we prove the following lemma:
Lemma 8.4.1. integral $(0,1, \cos ) \in[|0.841,0.852|]$
The mechanical proof of this lemma in PVS9 can be given as illustrated in Listing 8.1. Observe that, in example 8.4.1, to prove lemma 8.4.1 we need to prove the lemma "integral_bounds_cos" (Line 2) and the lemma "Incl_Member" (Line 12). Moreover, we need to call an auxiliary function to evaluate the symbolic expression in PVS with concrete numeric values - namely RiemannSum_r2i. Then we instantiate them with the valid parameters. Then we use ground evaluations of PVS, ground and eval-formula [71], to simplify the symbolic formulas and evaluate them over their concrete numeric values. Thus, the proof obligation can be discharged by PVS decision procedure. We emphasize that the function RiemannSum_r2i in this example was specified for $\cos$ function only. The function $F_{\_} 1$ is the interval function $\operatorname{Cos}$; which we use to produce the interval evaluation of the function cos over each subinterval of a partition of length $2^{m}$; where $m$, here, is 12 . The number 2 is used as the depth of the approximation for the function $\cos$ in PVS. Unlike the manual informal proof 8.4.1, the formal proof of the lemma, using the primitive proof rules of PVS only, is too lengthy. For instance, as it can be seen in appendices $A$ and $B$, the proof of lemma 8.4.1 required several hundred line of code and proof command! This was necessary to complete the proof. Observe that this proof is valid only for the cos function and $x \in[|0,1|]$. On the top of this, all concrete instantiations in the proof are done manually. Thus, if we modified the lemma 8.4.1 with other parameters, say $[|1,2|], \sin ,[|-1,1|]$, then we will need to reprove everything from scratch for the new parameters. This will inevitably happen despite the fact that the two proofs are almost identical except that the names of the parameters do differ. The proof of these lemmas using a copy-paste technique then doing the changes manually will

[^15]try the patience of any proof engineer. For these reasons, PVS does provide a powerful strategy language [72] that enables the definitions of parametric proof strategies. Thus, they can be used as proof rules which can show a lemma like 8.4.1 in one line command as an atomic step rather than rewriting all the proof steps every time we need it during the verification of the system.

```
Proof:
    %|| (then (lemma "integral_bounds_cos")
    %|- (spread (inst -1 "[|0,1|]" "12" "2")
    %|- ((spread
    %|- (case "RiemannSum_r2i(lb([|0, 1|]),
    %|-ub ([|0, 1|]),
    %1- 12,
    %1- 2 ^ 12,
    %|- F_1,
    %|- 2) << [| 0.841,0.852|]")
    %|- ((spread (case "StrictInterval?([|0,1|])")
    %|- ((then (assert) (lemma "Incl_Member")
    %|- (inst -1 " RiemannSum_r2i(0, 1, 12, 2 ^ 12, F_1, 2)"
                        "[|841/1000, 213/250|]")
                        (assert) (inst -1 "integral(0, 1, cos)") (ground))
                        (then (expand 'StrictInterval? '1) (ground))))
                        (then (hide-all-but 1) (eval-formula))))
    %| (then (expand 'StrictInterval? '1) (ground)))))
    %|-QED
```

Listing 8.1: Mechanical proof of lemma 8.4.1

### 8.4.3 Automatic Proof Strategy

## Example 8.4.2. To show that:

$$
\begin{gathered}
\left.x \in\left[\left|0,8.17 * 10^{-8}\right|\right]\right) \Rightarrow-0.0006427443996 * \exp \left(-2.559889987 *\left(10^{8} * x\right)\right)- \\
0.07600397043+0.1443470449 * \exp \left(-4.211001275 *\left(10^{6} * x\right)\right) \in[|0,0.08|]
\end{gathered}
$$

One can use the sophisticated proof strategy interval as follows:
Proof. PROOF (interval) QED.
Interval can handle a large family of problems quite easily. As can be seen in example 8.4.2, the proof strategy completed the proof without any extra effort from the user- as one atomic step. In fact, in PVS there are several ways to automate a proof [72]. For instance, PVS has the capabilities to redefine a list of proof steps into a proof strategy such that it can be instantiated with the required parameters
at the top level by the user once and for all. Or it can do the instantiations more automatically [72, 73]. However, either way, to apply these techniques for "numericalRiemann" we will need the development of more generalized mathematical theorems. In which the variables are of general types. The membership predicates of these types should guarantee the correctness properties of expressions of the form 8.3.

## Generic Algorithm to Estimate Riemann Integral in PVS

### 9.1 Preview

Using enclosure methods -such as interval arithmetic- to approximate Riemann Integral in PVS is motivated by the need to provide guaranteed bounds of the integral within a formal proof assistant. This work extends the results of [3, 74] toward integral calculus in PVS. However, we designed the algorithm RiemannSum_R2I Listing 9.1 to be generic with respect to the bounding function to estimate Riemann Integral. In Section 9.2, we illustrate the inputs of RiemannSum_R2I and their types; furthermore, we provide a full description of this algorithm. In Section 9.3 , we show the soundness statement of the algorithm. Finally, in Section 10.1 we elaborate on the usability of RiemannSum_R2I and its soundness statement in formal proofs of numerical propositions of the form (8.3).

### 9.2 Inputs of the Algorithm and its Formalization

We list the inputs to the algorithm and their types in Table 9.1. Moreover, we provide the formalization of this algorithm in Listing 9.1. For instance, the variables $a$ and $b$ represent the two endpoints of the definite integral over the strict interval $X=[|a, b|]$. The algorithm depends on dividing the given interval $X$ into an equal partition $P$ of $2^{m}$ subdivisions where $m$ is a positive natural number. The input $F$ is a bounding function of type $E V A L$; it gives an interval-estimate of the integrand over a given interval. If a numerical series expansion is required to define the integrand in PVS then the parameter $n$ represents the depth of the series expansion (e.g. Taylor series). However, in the case of exact functions the parameter $n$ can be instantiated by any natural number. Finally, $R$ of type Riem_sec_r2i, is a function that computes a

Table 9.1: Inputs and Their Types to RiemannSum_R2I

| Input | Type |
| :--- | :--- |
| a | real |
| b | $\{x: \operatorname{real} \mid x>a\}$ |
| m | posnat |
| n | nat |
| F | EVAL: $[n \rightarrow[$ Interval $\rightarrow$ Interval $]]$ |
| i | subrange[1,2 $\left.{ }^{m}\right]$ |
| R | Riem_sec_r2i: |
|  | $\left[\right.$ real, $\{\mathrm{x}:$ real $\mid x>a\}$, posnat, subrange $\left[1,2^{m}\right]$, nat, EVAL $\rightarrow$ Interval $]$ |

coarse estimate - but correct- of Riemann-sections over the $i$ th subdivision of the partition $P$. The function $R$ is evaluated based on the parameters $a, b, m, n, i$, and the bounding function $F$ as follows:

$$
\begin{equation*}
R(a, b, m, i, n, F)=F(n)([|P(i-1), P(i)|]) *\left[\left|(b-a) / 2^{m}\right|\right] \tag{9.1}
\end{equation*}
$$

The algorithm adds the outputs of $R$ from 1 to $2^{m}$ recursively. The sum is an interval which will bound the required integral. The formalization of the algorithm in higher order logic of PVS is given by the function RiemannSum_R2I of type Interval Listing 9.1. From now on, in this Part II, we refer to the algorithm by name of this function.

```
RiemannSum_R2I(a: real, b: {x: real | a < x}, m: posnat,
                    i: subrange[1, 2 ^ m], n: nat,
                    F: [nat -> [Interval -> Interval]],
                        R: Riem_sec_r2i): RECURSIVE
        Interval =
        IF i = 1 THEN R(a, b, m, 1, n, F)
        ELSE Add(R(a, b, m, i, n, F),
            RiemannSum_R2I (a, b, m, i - 1, n, F, R))
        ENDIF
        MEASURE i
```

Listing 9.1: Generic algorithm to Estimate Riemann Integral

### 9.3 Soundness of the Algorithm

In order to use RiemannSum_R2I in the proof of any formula such as 8.3), the algorithm must satisfy a safety property. That is required to ensure the inclusion of the given definite Riemann Integral in the output of RiemannSum_R2I. Moreover,

Table 9.2: Major declarations and formulas in the proof of the soundness theorem of RiemannSum_R2I

| Names in PVS | description |  |
| :--- | :--- | :--- |
| Eval | VAR | EVAL |
| F_Bound?(X,f,n,Eval) | predicate | $\forall(x \in X): f(x) \in \operatorname{Eval}(n)(X)$ |
| integ_inclus_fun?(a,b,n,f,Eval) | predicate | integrable? $\wedge$ |
|  |  | $\exists$ Eval: F_Bound? |
| integ_inclusion_fun | Type+ | $\{\mathrm{f} \mid \forall(\mathrm{a}, \mathrm{b}, \mathrm{n}):$ integ_inclus_fun?\} |
| $g$ | VAR | integ_inclusion_fun |
| sum_n_split | function | sum of integral(P $(\mathrm{i}-1), \mathrm{P}(\mathrm{i}), g)$ |
| general_integ_split |  | Theorem 9.3 .2 |
| Fundamental_Riemann_inclusion |  |  |
| Simple_Riemann_Soundness |  | Theorem 9.3 .3 |

the integrand function $f$ needs to pass two specific conditions. First, integrability, i.e., it must be integrable on $X=[|a, b|]$. Second, inclusion isotonicity, which means, it must have a bounding function Eval of type EVAl such that if $x \in[|a, b|]$ then $f(x) \in \operatorname{Eval}(n)([|a, b|])$ for some natural number $n$. In Table 9.2 we list a summary of the variables, functions, predicates, types, key lemmas and major theorems that were used for the proof of the soundness property of the algorithm. For instance, in PVS the integrability condition is formalized by the predict integrable? $(a, b, f)$ [6]. We formalized the inclusion property by an existential quantifier on the predicate $F \_$Bound? $(X, f, n, E v a l)$. We called the type of the functions that satisfy these two conditions integ_inclusion_fun. To keep the consistency of the proof, we showed that this type is non-empty, particularly, it contains the function cos. Thus, we formalized the soundness property of the algorithm for a strict interval $X=[|a, b|]$ and a function $g$ of type integ_inclusion_fun as follows:

Theorem 9.3.1 (Soundness Theorem).
integral $(a, b, g) \in$ RiemannSum_R2I $\left(a, b, m, 2^{m}, n\right.$, Eval, $R$ )
Although the formalization of the RiemannSum_R2I in PVS higher order logic was not hard (Listing 9.1), it was significantly difficult to mechanically prove the correctness statement of this algorithm. Precisely, the proof of Theorem (9.3.1) required 16 lemmas. The size of the proof script was about 941 steps, including the proof commands of the generated TCCs and the proof commands of all these lemmas. Due to space constraints, we present a proof sketch that includes the key lemmas and theorems that were pivotal to complete the formal proof of Theorem (9.3.1). 1

[^16]
### 9.3.1 Proof Sketch

The proof is based on the fact that for any subdivision $[|P(i-1), P(i)|]$ of the equal partition $P$, if $x \in[|P(i-1), P(i)|]$ then $f(x) \in \operatorname{Eval}(n)([|P(i-1), P(i)|])$. This property is guaranteed by the type of the integrand $f$. Thus by integ_bound Theorem 8.2.1) we can get an interval that is guaranteed to bound the integral $\int_{P(i-1)}^{P(i)} f(x) d x$. This can be done by substituting the lower and the upper bounds of the interval Eval(n) $([\mid P(i-$ 1), $P(i) \mid]$ ) for $m_{0}$ and $M_{0}$ respectively. Observe that $P$ includes $2^{m}$ subdivisions of equal widths hence $\Delta P(i)=\frac{(b-a)}{2^{m}}$. The interval bound from the Theorem 8.2.1 will be equal to $R(a, b, m, i, n, E v a l)$. For instance, we have proved the following key lemma in PVS.

Lemma 9.3.1. $\int_{P(i-1)}^{P(i)} f(x) d x \in R(a, b, m, i, n, E v a l)$.
Then the proof proceeds by using induction twice. First, it is necessary to use induction to show that the sum of the sub-integrals $\int_{P(i-1)}^{P(i)} f(x) d x$ for $i$ from 1 to $2^{m}$ is equal to $\int_{a}^{b} f(x) d x$, which is a generalization to theorem integ_split Theorem (8.2.2), where we formalize the required sum as follows:

```
sum_n_split(a:real, b: {x: real | a < x},m: nat,i: subrange[1, 2
            ^m],
        real =
    LET P = eq_partition(a, b, 2 ^ m + 1) IN
        IF i = 1
            THEN integral(P(0),P(1),g)
        ELSE integral(P(i - 1),P(i),g)+ sum_n_split(a, b, m, i - 1, g
            )
        ENDIF
    MEASURE i
```

Listing 9.2: PVS formalization of the sum of the sub-integrals over a partition P of length $2^{m}$.

Thus, we formally have verified this theorem in PVS. Listing 9.3 includes the formal specification of the key inductive lemma to show Theorem 9.3 .2 in PVS.

```
general_integ_split:THEOREM
    a < b IMPLIES
    LET P = eq_partition(a, b, 2 ^ m + 1) IN
        FORALL (i: subrange(1, 2 ^ m)):
            integral(P(0),P(i),g)= sum_n_split(a, b, m, i, g)
```

Listing 9.3: PVS formalization of Theorem 9.3.2.

Theorem 9.3.2. $\operatorname{integral}(a, b, g)=\operatorname{sum\_ n\_ \operatorname {split}(a,b,m,2^{m},g)}$
Second, we apply induction to show that the sum of the sub-integrals over the partition $P$ is included in the output of the algorithm RiemannSum_R2I.

Theorem 9.3.3 (Inclusion Theorem).
sum_n_split $(a, b, m, i, g) \in$ RiemannSum_R2I $(a, b, m, i, n, E v a l, R)$
Then the proof of this theorem follows by applying interval arithmetic fundamental theorems of inclusion for addition and multiplication i.e., Theorem 8.2.4 Listing 9.4 shows its representation in PVS.

```
Fundamental_Riemann_inclusion: THEOREM
    LET P = eq_partition(lb(X), ub(X), 2 ^ m + 1) IN
        (FORALL (i: subrange(1, 2 ^ m)):
            (FORALL (Eval:
            {F: [nat -> [Interval -> Interval]] |
                                FORALL (i: subrange(1, 2 ^ m)):
                                F_Bound?([|P(i - 1), P(i)|],
                                g,
                                    n,
                                    F) }):
                sum_n_split(lb(X), ub(X), m, i, g) ##
                        RiemannSum_R2I(lb(X), ub(X), m, i, n, Eval, R)))
```

Listing 9.4: PVS formalization of Theorem 9.3.3.
Finally, by substituting $2^{m}$ into $i$ in the inclusion Theorem 9.3 .3 and by using Theorem 9.3 .2 we complete the proof of the main soundness Theorem 9.3.1. We specify this theorem in PVS as given in Listing 9.5 and 9.6 respectively:

```
Simple_Riemann_Soundness: THEOREM
    LET P = eq_partition(lb(X), ub(X), 2 ^ m + 1) IN
        (FORALL (Eval:
            {F: [nat -> [Interval -> Interval]] |
                        FORALL (i: subrange(1, 2 ^ m)):
                        F_Bound?([|P(i - 1),P(i)|],
                                g,
                                n,
                        F) }):
            integral(lb(X), ub(X), g) ##
            RiemannSum_R2I(lb(X), ub(X), m, 2 ^ m, n, Eval, R))
```

Listing 9.5: PVS formalization of the soundness theorem.

```
928 Riemann_integ_interval_approx.Simple_Riemann_Soundness: proved-
    complete
930 (""
931 (skosimp*)
932 (assert)
933 (skosimp*)
934 (lemma "Fundamental_Riemann_inclusion1")
935 (inst?)
936 (inst -1 "X!1" "g!1" "n!1")
9 3 7 ~ ( a s s e r t )
938 (inst -1 "2^m!1")
939 (inst -1 "Eval!1")
940 (case "integral(lb(X!1), ub(X!1), g!1) = sum_n_split(lb(X!1),
    ub(X1), m!1, 2 ^ m!1,g!1)")
941 (("1" (rewrite -1)) ("2" (lemma "general_integ_split1") (inst?)
    )))
```

Listing 9.6: Sample of the mechanical proof of the soundness theorem Appendix C.

### 9.3.2 Why the Mechanical Proofs are too Lengthy.

In [6] Butler provided an in depth discussion to the complexity of the mechanical proofs for integral calculus in PVS. In particular, he gave theorem (8.2.2) integ_split as an example in which the mechanical proof required 4000 proof commands. He explained that it was the most difficult theorem to prove in the formalizations of integral calculus library. He emphasized two major reasons for that. For instance, using partitions will force lengthy inductive proofs. Moreover, using type theory will lead to several complications in the formalizations of many functions leading to many proof obligations in terms of TCCs. Then he provided a very helpful lemma to simplify proofs that include partitions; namely parts_order Listing 9.7(Line 667). Similarly, any proof to any property that is correct for a partition will need induction. We illustrate this in our formalization by an example of an inductive proof of theorem general_split Listing 9.7 as follows:

Example 9.3.1. The informal representation of an equal-partition $P 1$ of an interval $[|a, b|]$ in a manual proof will be simple as follows:

$$
\text { Let P1:a }=x_{0}<x_{1}<\ldots<x_{n-1}=b \text { be an equal-partition of }[|a, b|]
$$

However, in a formal proof of PVS the type of the function eq_partition P1 is a finite sequence, which does not inform PVS about the order of its elements. Thus, by expanding the definition of eq_partition (Line 673) there will be an obligation, labeled
by "4" (Line 674), to show that $x_{i-1}<x_{i}$ for all $i<P$ 'length. We prove it by means of lemma parts_order and induction (Lines 675-677).

Indeed, the generalized version of integ_split i.e Theorem 9.3 .2 is the longest part of the proof of the soundness theorem in our formalization with roughly 760 proof command. The same reasons apply to Theorem 9.3 .3 as well.

```
664 "1")
665 (("1" (expand "integ_inclus_fun?") (assert))
666 ("2"
667 (lemma "parts_order")
6 6 8 \text { (expand 'strictinterval? '1)}
669 (inst -1 "a!1" "b!1" "eq_partition(a!1,b!1,1+2^m!1)" "k!1"
670 "1+k!1")
6 7 1 ~ ( ( " 1 " ~ ( a s s e r t ) ~ ( g r o u n d ) ~ ( e x p a n d ~ " P \& 1 " ) ~ ( p r o p a x ) )
672 ("2" (expand 'eq_partition '1) (field 1))
673 ("3" (expand 'eq_partition '1) (field 1))))))
674 ("4"
6 7 5 ~ ( l e m m a ~ " p a r t s \& o r d e r " ) ~
676 (inst -1 "a!1" "b!1" "eq_partition(a!1,b!1,1+2^m!1)" "k!1"
677 "1+k!1")
```

Listing 9.7: Sample from the proof of generl_split_integ Theorem 9.3.2.

\section*{|  |
| :---: |
| Chapter |
| $\longrightarrow$ |}

## Automation

### 10.1 Preview

It is worth mentioning that before we implemented the soundness Theorem 9.3.1 we had proved mechanically but not automatically a few numerical propositions of the form (8.3) such as $\int_{0}^{1} \cos (x) d x \in[|0.8414,0.8417|]$. The proofs were very similar in their structure but they differ only in the names of the integrands and the ends points of the integrals. Using copy/paste technique is impractical and it will try the patience of any proof engineer. In this section, we illustrate how to use RiemannSum_R2I algorithm and the soundness theorem in order to develop automated proof strategies that significantly help proving propositions of form (8.3). In particular, in Section 10.2 , we present a general automation method. In Section 10.3, we explain an implementation for this method in the context of real valued continuous functions. We call the implemented proof strategy conts-numerical-Riemann. In Sections 10.4.1 and 10.4.2 we provide two case studies to illustrate the usability of the strategy conts-numericalRiemann.

### 10.2 General Method

We provide a general automation method based on Algorithm RiemannSum_R2I and the soundness Theorem 9.3.1 to prove numerical properties of form (8.3). The method has seven steps as follows.

1. Claim soundness Theorem 9.3 .1 is correct for the given instantiations.
2. PVS will require proving the claim and one TCC with 2 subgoals:

- integrable?(a,b,f).
- $\exists$ Eval:F_Bound?(a,b,f,n,Eval).

3. Claim that RiemannSum_R2I $\ll[|\alpha, \beta|]$.
4. Use eval-formula to prove the claim in Step 3.
5. If Step 4 succeeded then prove the two TCC's subgoals.
6. If Step 5 succeeded, the proof is complete.
7. If Step 5 or 4 failed then exit.

In other words, this means if the claim in Step 3 is provable, then proving the formula depends only on proving the correctness of the TCC's subgoals. If a user was able to discharge the TCC but the method failed, then it is inevitable that the inclusion in Step 3 is not valid, hence the user may consider increasing the parameters $m$ (or/and) $n$ to enhance the accuracy of the approximation. Steps 1,3 and 4 in the general method would be a routine. In particular, in Listing 10.1 we present a proof strategy called Eval-step that considerably automates these steps.

```
(defstep eval-step ()
    (spread (invoke (case "%1 << %2") (! -1 2) (! 1 2))
            (
                (then
                (lemma "Incl_Member")
                (invoke (inst -1 "%1" "%2") (! -2 1) (! -2 2))
                (assert)
                (invoke (inst -1 "%1") (! - 3 1))
                (ground))
                (then (hide-all-but 1) (eval-formula)) ) ) "" "" )
```

Listing 10.1: Eval-step automates Steps 1-4 in the general proof strategy.

For example, Line 2 will invoke Step 3 in the general method. For instance, it will generate the command:

```
1 (case "RiemannSum_R2I << [|\alpha,\beta|]" )
```

Listing 10.2: The result of applying Line 2 of Eval-step Listing 10.1

Whereas, Line 10 the strategy (eval-formula) will capture Step 4 of the general method. The \%1,\%2 (Lines 2,6,8) are descriptor variables in PVS common manipulations strategy package [75], they will capture strings of the appropriate instantiation.

Table 10.1: Parameters of conts-numerical-Riemann

| Parameter | An Instantiation | Usability |
| :--- | :--- | :--- |
| Eval | Cos | a bounding function to the integrand |
| inclusion_lemma | Cos_inclusion | a lemma to prove F_bound? TCC |
| cont_lemma | cos_cont_fun | a lemma to prove the continuity TCC |
| $[\|a, b\|]$ | $[\|0,1\|]$ | the end points of the integral |
| f | $\cos$ | the integrand |
| m | 12 | $2^{m}$ is the number of subdivisions |
| n | 2 | expansion depth |

We design the instantiation in this example to be recognized by PVS automatically based on the PVS location determinations strategies. In particular, in Listing 10.1 Line 2, the command (inst -1 "\%1" "\%2") (! -2 1) (! -2 2) will instantiate $\% 1$ with the first term of formula -2 with respect to $\ll$ (shown in Listing 10.2). Thus $\% 1$ will capture RiemannSum_R2I. Similarly, (!-2 2) will command $\% 2$ to capture the string $[|\alpha, \beta|]$ in formula -2 .
However, it is more challenging to mechanize Step 5, because there are several heuristics to prove the required subgoals in this step. Nevertheless, in Section 10.3. we show that Step 5 can be automated for a large class of functions.

### 10.3 Novel Strategy: conts-numerical-Riemann

In this section, we present an implementation of the general method in the context of continuous functions over $\mathfrak{R}$. For instance, conts-numerical-Riemann is a proof strategy that implements the general method and automatically uses Theorem 8.2.3in order to prove the integrability of the integrand $f$. In Table 10.1we list the parameters of conts-numerical-Riemann and we give an example of a possible instantiation for each one.
To use conts-numerical-Riemann for the resolution of a numerical query, one has to prove cont-lemma and inclusion-lemma, then the proof will follow automatically. For example, to resolve the proposition $\int_{0}^{1} \cos (x) d x \in[|0.8414,0.8417|]$ we can now verify it in one proof command as follows.

```
cos_test1:LEMMA integral(0,1,cos) ## [|0.8414 , 0.8417|]
PROOF cos_test:
(conts-numerical-Riemann ("Cos") Cos_inclusion cos_cont_fun
    "[|0,1|]" "cos" "12" "2")
QED
```


### 10.3.1 Generic Design

```
expcos:[real->real] = exp*cos
\(\operatorname{ExpCos}(\mathrm{n})(\mathrm{Y}):\) Interval \(=\operatorname{Mult}(\operatorname{Exp}(\mathrm{n})(\mathrm{Y}), \operatorname{Cos}(\mathrm{n})(\mathrm{Y}))\)
expcos_cont_fun :lemma continuous?(expcos)
    PROOF:
(expand "expcos") (cont-prod exp_continuous cos_cont_fun)
QED
ExpCos_inclusion:lemma x \#\# Y IMPLIES expcos(x) \#\# ExpCos(n)(Y)
expcos_test1:LEMMA integral(0,1,expcos) \#\# [|1.377, 1.379|]
    PROOF: (conts-numerical-Riemann ("ExpCos") ExpCos_inclusion
        expcos_cont_fun "[|0,1|]" "expcos" "12" "2") QED
```

Listing 10.3: conts-numerical-Riemann when the integrand is a combinations of continuous functions

Observe that the proof of Theorem 9.3.1 has the advantage that it is sound for any valid instantiation of the parameter Eval. Thus, we can use any bounding function for the variable F in RiemannSum_R2I (Line 3 listing 9.1 for the integrand based on any inclusion method. For example, in conts-numerical-Riemann since the integrand $f$ is a continuous function on $\Re$ then it is continuous and bounded on any closed interval $[|a, b|]$. Thus, the bounding functions can be defined based on a case analysis of the analytical behavior for these functions i.e where they are decreasing or increasing. In Section 10.4 .1 and 10.4 .2 , we illustrate this feature using two case studies. The first case depends on Taylor expansion to define the bounding function. Whereas the second case depends only on direct analysis to the integrand.

### 10.4 Case Studies

### 10.4.1 Elementary functions and reusable strategies

The PVS NASA library includes the continuity lemmas on $\mathfrak{R}$ and the inclusion lemmas verified already for some elementary functions such as $\sin , \cos$, and exp. Since the basic operations (,,$+- \times$, safe $\div$ ) on continuous functions generate a continuous function, then -with minimal human efforts- we can apply the strategy when the integrand is a continuous combination of these functions on $\mathfrak{R}$. For example, if the
integrand is the multiplications of $\exp$ and $\cos$ Listing 10.3 (Line 1), we can simply prove the continuity and the inclusion theorems of the multiplication (Lines 3,5 and 11). Thus, we can apply conts-numerical-Rieamnn on the function $\exp \times \cos$-as illustrated in Listing 10.3 (Lines 13 and 15). In general, the strategy applies regardless of whether the integrand's anti-derivative has a known representation by means of elementary functions or not.

### 10.4.1.1 cont-prod.

To help the user to discharge the continuity lemma in Listing 10.3, we developed a simple strategy to prove that the product of two continuous functions is continuous; we called it cont-prod Listing 10.4 . This strategy has two main steps (cont-mult) and (lemma-conts-step) Listing 10.4 (Lines 2,5-6), also it requires the continuity lemmas of the two functions to be provided as parameters (Line 1). Subsequently, the first step (mult-cont)Listing 10.5 (Lines $1-7$ ) shows if two given functions are continuous then their multiplication is continuous, based on theorem "prod_cont_fun" from PVS library Listing 10.5 (Line 3). However, it does not complete the proof when it captures the two functions directly! Particularly, PVS will generate two TCCs for these functions to check the correctness of their continuity, but (mult-cont) will postpone this obligation Listing 10.5 (Line 7).

```
(defstep cont-prod (lemma1 lemma2 )
    (then (cont-mult)
        (assert)
        (spread (split)
            ((lemma-conts-step lemma1)
                (lemma-conts-step lemma2)))) " " "" )
```

Listing 10.4: Automatic strategy to show the product of two continuous function is continuous.

The second, step (lemma-conts-step) Listing 10.5 (Lines 10-12) tells PVS how to discharge this goal for each function using the parameters lemmas provided in (Line 1). The user can use a proved lemma of PVS, or they can develop new ones- in case PVS does not have them already as explained in Listing 10.3 (Line 5). cont-prod can also be used recursively to show that the product of a finite number of continuous functions is continuous. We mention it here since it can be used as a template to define similar proof strategies for other operations over continuous functions. In [73] the author developed a strategy to check the continuity of a specific class of transcendental functions in PVS, but, unfortunately, their strategy is not supported in the current PVS library. Moreover, their approach depends on formalizing appropriate judgements to get the appropriate instantiations in their strategy. By contrast, we
designed the strategy cont-prod based on the powerful manipulation package of PVS [75, 72], which allows the instantiations depending on pattern matching and location determinations strategies of PVS. For instance, in Listing 10.5 (Lines 4) the command (inst -1 "\%1" "\%2") (? 1 "continuous? ( $\% 1^{*} \% 2$ ) ")) will instantiate the lemma in Line 3 with two functions that are captured by the descriptors $\% 1, \% 2$. We designed the descriptors to capture the strings that match the pattern continuous? $(\% 1 * \% 2)$ which appears in the first formula of the current goal "i.e., formula number 1". For example, if the goal was to prove that continuous? $\left(\exp ^{*} \cos \right)$ as in Listing 10.3 (Line 5), then \%1 will capture $\exp$ while $\% 2$ will capture cos.

```
(defstep cont-mult ()
        (spread
            (then (lemma "prod_cont_fun")
            (invoke (inst -1 "%1" "%2") (? 1 "continuous?(%1*%2) "))
            (invoke (case "continuous?(%1) and continuous?(%2)")
                    (? 1 "continuous?(%1*%2)")))
        ((assert) (postpone))) """")
(defstep lemma-conts-step (lemma1)
    ( let ( ( fun1-cont (list `lemma lemma1)))
            (then fun1-cont )) "" "" )
```

Listing 10.5: Auxiliary steps of cont-prod Listing 10.4 .

### 10.4.1.2 conts-integ-[real]

```
(defstep conts-integ-[real] (lemmal)
(then
    (then (lemma "fundamental_indef[real]")
        (invoke (inst -1 "\%1" "\%2" "\%3")
            (? 1 "integrable?[real] (\%1, \%2, \%3 )")))
    (let ((lemma-step (list `lemma lemma1)))
        (then lemma-step (propax) (assert) (expand `connected? `1)
            (propax)))
    (invoke (inst -1 "\%1" "\%2" "\%3") (? 1 "integrable? [real] (\%1, \%2, \%3
            )") )
    (expand "Integrable?" -1) (propax)) "" "")
```

Listing 10.6: Automatic strategy to show that every continuous function on $\mathfrak{R}$ is integrable.

Now we illustrate how conts-numerical-Riemann uses Theorem 8.2.3 of Butler to discharge the integrability property. We continue using expcos as the running example.

In particular, we define the strategy conts-integ-[real] Listing 10.6 with a lemma parameter (Line 1). This lemma is the continuity lemma of the given function. In our running example, this was proved by means of the strategy cont-prod for the function expcos. In Line 3 the strategy uses a fundamental theory from analysis library of PVS, particularly (lemma "fundamental_indef[real]") (i.e., Theorem 8.2.3). Then the command (invoke (inst -1 "\%1" "\%2" "\%3") will instantiate the lemma from the current goal using pattern matching of PVS. For instance, in the formula integral(0,1,expcos) \#\# [|1.377, 1.379|] Listing 10.3 (Line 13) PVS will generate the goal integrable?[real](0,1,expcos). Thus, the command (? 1 "integrable?[real](\%1,\%2,\%3 $\left.\left.)^{\prime \prime}\right)\right)$ ) will force $\% 1$ to capture $0, \% 2$ to capture 1 , and $\% 3$ to capture expcos. Hence, cont-integ-[real] will apply the lemma and thus discharge the current goal, where \#\# is a macro for $\in$ in PVS NASA Interval_arith library.

### 10.4.2 atan

There are many real-valued functions of significant applications that are defined in terms of Riemann Integral. For example, the $\operatorname{atan}(x)=\int_{0}^{x} \frac{1}{t^{2}+1} d t$, Fresnel function $\mathrm{S}(\mathrm{x})=\int_{0}^{x} \sin \frac{-\pi t^{2}}{2} d t$, and Error function $\operatorname{erf}(x)=\frac{2}{\operatorname{sqrt}(\pi)} \int_{0}^{x} \exp \left(-t^{2}\right) d t$. In this section, we provide a case study on atan function to illustrate how conts-numerical-Riemann can facilitate approximating the values of these functions at a certain point within a formal proof of an expression of the form (8.3). The atan function is defined in the PVS library as illustrated in equation 8.1). Its values over a given interval are approximated using Taylor series expansions and interval arithmetic in PVS[4]. The strategy conts-numerical-Riemann allows the approximation of atan at a certain point without the need of Taylor expansions, Listing 10.7 explains the formalization in PVS.

```
1 atan_deriv_fun(x:real):real = 1/(1+x*x)
3 atan_deriv_fun_bounds:lemma 0 < atan_deriv_fun(x) and
    atan_deriv_fun(x) <= 1
5 atan_deriv_strict_decreasing: lemma forall (x1,x2:{x0:real | 0 < x0
    }): x1 < x2 implies atan_deriv_fun(x2) < atan_deriv_fun(x1)
7 atan_deriv_strict_increasing: lemma forall (x1,x2:{x0:real | 0 > x0
    }): x1 < x2 implies atan_deriv_fun(x2) > atan_deriv_fun(x1)
9 atan_deriv_cont:lemma continuous?[real](atan_deriv_fun)
```

Listing 10.7: atan_deriv_fun: definition, analytical behavior, and continuity

For instance, we define the integrand atan_deriv_fun Listing 10.7 (Line 1). Then we prove the lemma atan_deriv_cont Listing 10.7 (Line 9), which states the continuity of atan_deriv_fun on $\mathfrak{R}$. Moreover, based on case analysis of the behavior of the atan_deriv_fun provided in Listing 10.7 (Lines 3, 5 and 7 ) we defined a bounding function of atan_deriv_fun, and we called it Atan__Deriv (Lines 1-6 Listing 10.8).

```
1 Atan_Deriv(n)(Y):Interval = COND
\(30<1 b(Y)\) and \(0<u b(Y)\) and \(\operatorname{lb}(Y)<u b(Y) \quad->[\mid 1 /(1+u b(Y) * u b(Y))\)
        , 1/(1+lb(Y) *lb(Y)) |],
```



```
        , 1/(1+ub (Y) *ub (Y)) |],
    \(\mathrm{lb}(\mathrm{Y})=\mathrm{ub}(\mathrm{Y}) \quad \rightarrow>[|0,1|]\),
6 else \(->\) [|min(atan_deriv_fun(lb(Y)), atan_deriv_fun(ub(Y))), 1|]
                        ENDCOND
8 Atan_Deriv_inclusion: lemma x \#\# Y IMPLIES atan_deriv_fun(x) \#\#
        Atan_Deriv(n) (Y)
```

Listing 10.8: Atan_Deriv a bounding function of atan_deriv_fun
Then we proved the lemma Atan_Deriv_inclusion which shows that atan_deriv_fun is bounded by Atan_Deriv over its domain as explained in Listing 10.8(Line 8). Observe that this bounding method does not depend on Taylor expansion thus the value of $n$ in the strategy conts-numerical-Riemann can be instantiated by any natural number. The continuity and the inclusion lemmas enable us to verify guaranteed bounds for atan automatically at different given points as illustrated in Listing 10.9 and table 10.2 .

```
atan_approx_at_1_on_230: lemma integral(0,1/230, atan_deriv_fun)
        ## [|0.00434779868, 0.004347798699 |]
    PROOF atan_approx_at_1_on_230:
    conts-numerical-Riemann ("Atan_Deriv") Atan_Deriv_inclusion
        atan_deriv_cont "[|0,1/230|]" "atan_deriv_fun" "12" "2") QED
atan_approx_at_1_on_30: lemma integral(0,1/30, atan_deriv_fun) ##
        [|0.03320997, 0.03333 |]
    PROOF atan_approx_at_1_on_30:
    (conts-numerical-Riemann ("Atan_Deriv") Atan_Deriv_inclusion
        atan_deriv_cont "[|0,1/30|]" "atan_deriv_fun" "13" "2") QED
```

Listing 10.9: Using conts-numerical-Riemann to estimate atan(x) at $x=1 / 230$, and $x=1 / 30$

Table 10.2: $\operatorname{atan}(\mathrm{x})=\int_{0}^{x} \frac{1}{t^{2}+1} d t$, with different values of x .

| x | $2^{m}$ | Lower bound | upper bound | $\sim \Delta$ | run-time |
| :--- | :--- | :--- | :--- | :--- | :---: |
| $\frac{1}{239}$ | $2^{13}$ | 0.0041840759971 | 0.004184076007 | $1 \times 10^{-12}$ | 2.78 s |
| $\frac{1}{23}$ | $2^{13}$ | 0.00434779868 | 0.004347798696 | $1.6 \times 10^{-11}$ | 3.15 s |
| $\frac{1}{30}$ | $2^{13}$ | 0.0332099587 | 0.0332099819 | $2.5 \times 10^{-10}$ | 3.19 s |
| $\frac{1}{5}$ | $2^{13}$ | 0.19739509 | 0.1973960299 | $9.3 \times 10^{-7}$ | 2.24 s |
| 1 | $2^{13}$ | 0.7853 | 0.7855 | $2 \times 10^{-4}$ | 2.93 s |

Table 10.3: Estimating $\operatorname{atan}(89)=\int_{0}^{89} \frac{1}{t^{2}+1} d t$ in PVSio using RiemannSum_R2I with different numbers of subdivisions $2^{m}$.

| $2^{m}$ | Lower bound | upper bound | width of estimation | run-time |
| :--- | :--- | :---: | :---: | ---: |
| $2^{12}$ | 1.548698 | 1.5704237 | $3 \times 10^{-2}$ | 0.6778 s |
| $2^{13}$ | 1.5541294 | 1.5649923 | $1 \times 10^{-2}$ | 3.112 s |
| $2^{14}$ | 1.5571195 | 1.5620022 | $5 \times 10^{-3}$ | 7.240 s |
| $2^{15}$ | 1.5583402 | 1.5607815 | $2 \times 10^{-3}$ | 15.399 s |
| $2^{16}$ | 1.5589505 | 1.5601711 | $1 \times 10^{-3}$ | 50.262 s |

To reduce the effect of the well known phenomenon of dependency effects of interval arithmetic [76, 77] on the estimation, we designed conts-numerical-Riemann to be configurable - but at the expense of the time- to these effects by permitting the user to modify the parameter $m$ as much as the resources allow. For instance, as illustrated in Table 10.2 the longer the interval is the less accurate the estimation is. Where $2^{m}$ is the number of subdivisions, $\Delta$ is the width of the given interval, and CPU runtime is the time to prove the inclusion of atan in the given intervals using conts-numerical-Riemann. Enhancing the accuracy by increasing $m$ will increase the time.

Table 10.3 provides the time, the number of subdivisions and the accuracy for the case of atan function where $t \in[|0,89|]$. Enhancing the accuracy by increasing $m$ will increase the time. Table 10.3 provides the time, the number of subdivisions and the accuracy for the case of atan function where $t \in[|0,89|]$. The experimental results were conducted by using a regular Linux machine of core i7 Intel processor and 7.6 GiB RAM. It is important to distinguish between the computations we do here within PVS and the computations that are done by regular computation tools such as mathematica and matlap. Specifically, the computations that are done within a PVS lemma (e.g., see Section 10.4.3) do run a proof script; which improves their reliability. Moreover, PVSio uses the concept of semantic attachment [5] which guarantees the
correctness of the computations for a given function up to certain precision each time the function is called. This technique performs way more reliably than regular floating point arithmetic. In addition to these two major differences, RiemannSum_R2I has the approximation method for the integrand (if it was not an exact function) as a parameter. Thus, RiemannSum_R2I is appropriate to compare the efficiency and the performance of different approximation methods regardless to whether the algorithm has a known anti-derivative or not. Finally, the number of subdivisions is a parameter as well, thus the accumulated accuracy can be improved following to the user needs.

### 10.4.3 More Examples

In this section we provide more practical examples on the use of conts-numerical for different functions and parameters.

```
cos_test5:LEMMA integral(0,1/230,cos) ## [|0.00434781236,0
    .00434781241|]
%|- cos_test5 : PROOF
%|- (conts-numerical-Riemann ("Cos") Cos_inclusion cos_cont_fun
%|- "[l0,1/230|]" "cos" "13" "7") QED
sin_test1:LEMMA integral(0,1.4142135,sin) ## [|0.843 , 0.8449|]%
    use rational approx- for irrational values: example sqrt(2)~1
    .4142135.
%|- sin_test1 : PROOF
%|- (conts-numerical-Riemann ("Sin") Sin_inclusion sin_cont_fun
%|- "[|0, 1.4142135|]" "sin" "12" "3") QED
sin_test:LEMMA integral(0,1/30,sin) ## [|0.000555 , 0.000556|]
%|- sin_test : PROOF
%|- (conts-numerical-Riemann ("Sin") Sin_inclusion sin_cont_fun
%|- "[|0,1/30|]" "sin" "13" "4") QED
sin_test4:LEMMA integral(-1.5,1,sin) ## [|-0.474 , -0.468|]
%|- sin_test4 : PROOF
%|- (conts-numerical-Riemann ("Sin") Sin_inclusion sin_cont_fun
%|- "[|-1.5, 1|]" "sin" "12" "2") QED
exp_test3:LEMMA integral(0,3,exp) ## [|19.0 , 19.1|]
%|- exp_test3 : PROOF
%|- (conts-numerical-Riemann ("Exp") Exp_inclusion exp_continuous
    "[|0,3|]"
%|- "exp" "12" "3") QED
```


## Chapter 1

## Conclusions

### 11.1 Contributions of Part II

Riemann Integral is one of the most preeminent tools in modern calculus given its wide range of applications. Using interval arithmetic to approximate Riemann Integral has been in use for long time in many computational systems [78]. PVS is a verification system that has one of the largest and most complete formally verified interval_arithmetic libraries [3]. This part of the dissertation extends the proposed verification method in [3] into integral calculus. However, it is based on a formally verified implementation of a generic algorithm that can be instantiated with different bounding functions. We explained how to implement practical and reusable automated proof strategies to verify expressions of the form (8.3) depending on the proofs of simple properties of the integrand Furthermore, the general automation method presented in this part can help to approximate the values of many special functions in PVS that are defined using Riemann Integral. We summaries our major contributions in Table 11.1 and Table 11.2 .

### 11.2 Discussions and Future Research

The need for Riemann integral calculations often arise in mission-critical cyberphysical systems such as the integration of Unmanned Systems (UAS) in NAS (National Aero-space System) in aeronautics [2], calculating trajectories of a ballistic missile or a spacecraft [1]. Particularly, it is very useful in solving the related differential equations. We are exploring several expansions to our results:

[^17]Table 11.1: Cost of the Proof of major results of Part II.

| Lemmas/Theorems | Mechanical | Automatic |
| :--- | :---: | :---: |
| general_split | 760 |  |
| Fundamental Riemann | 809 |  |
| Inclusion |  |  |
| Soundness Theorem | 940 |  |
| cos_test lemma | 1300 |  |
| 10 test_lemmas |  | 10 proof |
| (atan, cos, sin, exp, exp*cos) |  | commands |

Table 11.2: Major automatic proof strategies that are required to define conts-numerical-Riemann and their functionalities.

| Main Strategies | Functionality |
| :---: | :--- |
| Eval_step | Numerical evaluation step to Rie- <br> mannSound_R2I. |
| cont-prod | Product of two continuous functions is con- <br> tinuous -a template for other operations. <br> conts-Integ <br> continuous? is integrable? |
| soundness | Inclusion isotonicity |
| conts-numerical-Riemann | Applies soundness theorem continuity, inclu- <br> sion, without the Eval-step. <br> The unified strategy that applies all of the <br> above for numerical propositions. |

1. The development of automated proof strategies for other types of integrable functions, such as discontinuous but integrable functions.
2. The evolution of PVS packages to formalize rigorous approximations for many special functions.
3. The expansion of this work toward multi-variable integrals.
4. To overcome time limitation for long intervals and expressions we are studying distributed framework for high-precision calculations of numerical queries of form 8.3 within a formal proof.

Finally we shade a light on two important motivations that prompt the future extensions, namely:

- The calculations which are computed by PVS's ground evaluator provide more accurate results than regular floating point arithmetic. Thus more reliability for the design and the verification of critical systems that involve Riemann Integrations.
- The automatic proof strategy we developed conts-numerical-Riemann cuts the verifications time and human efforts significantly for unaccountably large family of functions. Particularly, from roughly a thousand proof step to almost one line proof command. An experience that is very appealing to be applied on other types of functions. For instance, multi-variable integrable functions.

Since Riemann Integral is one of the most preeminent computational tools in modern calculus, we choose to finish the dissertation with our major results of Part II. As they have enabled automatic numerical computations for Riemann Integral within a formal rigorous proof in the widely used state-of-the-art ultra-reliable interactive verification system PVS.
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## ${ }^{2}$ An

## PVS Code ${ }_{0}^{1} \cos (x) \in[|0.841,0.852|]$

THIS code shows the complete pvs formalization for Riemann integral approximation for the function $\cos (x)$ in the interval $[|0,1|]$.

```
Riemann_integ_interval_approx: THEORY
    BEGIN
    IMPORTING interval_arith@interval, interval_arith@strategies,
                    reals@sigma_nat, interval_arith@symbols_as_interval,
                    analysis@integral_def[real], trig_fnd@sincos,
                listn[Interval]
    X, Y: VAR StrictInterval
    x, a, b: VAR real
    n: VAR nat
    m: VAR posnat
    f: VAR [real -> real]
    G: TYPE =
                [aa: real, {az: real | aa < az}, mm: posnat,
            below(2 ^ mm + 1),nat -> Interval]
    F(a: real, b: {x: real | a < x}, m: posnat, i: below(2 ^ m + 1),
            n: nat):
                Interval =
            IF i = O THEN [|O|]
            ELSE LET P = eq_partition(a, b, 2 ^ m + 1) IN
```

```
            Sin(n)([|P(i - 1), P(i)|]) * [|(b - a) / 2 ^ m|]
        ENDIF
    F_1(a: real, b: {x: real | a < x}, m: posnat,i: below(2 ^ m + 1),
        n: nat):
        Interval =
    IF i = 0 THEN [|0|]
    ELSE LET P = eq_partition(a, b, 2 ^ m + 1) IN
            Cos(n)([|P(i - 1), P(i)|]) * [|(b - a) / 2 ^ m|]
    ENDIF
RiemannSum_r2i(a: real, b: {x: real | a < x}, m: posnat,
                    i: below(2 ^ m + 1), K: G, n: nat): RECURSIVE
            Interval =
    IF i = 0 THEN [|0|]
    ELSE K(a, b, m, i, n) + RiemannSum_r2i(a, b, m, i - 1, K, n)
    ENDIF
        MEASURE i
F_integrable_cos: LEMMA Integrable?(lb(X), ub(X), cos)
eq_part_width: LEMMA
    LET P = eq_partition(lb(X), ub(X), 2 ^ m + 1) IN
        (FORALL (i: subrange(1, 2 ^ m)):
            StrictInterval?([|P(i - 1), P(i)|]) IMPLIES
            P(i) - P(i - 1) = (ub(X) - lb(X)) / 2 ^ m)
l: VAR {l: real | l > 0}
X1: VAR Interval
Mult_r2i_dist: LEMMA
    [|lb(X1) * l, ub(X1) * l|] = Mult([|lb(X1), ub(X1)|], [|l|])
mm, M: VAR real
integ_r2i__bound: LEMMA
    a < b AND
        integrable?(a, b, f) AND
        (FORALL (x: closed_interval(a, b)): mm <= f(x) AND f(x) <= M)
        IMPLIES integral(a, b, f) ## [|mm * (b - a), M * (b - a)|]
integ_r2i__bound: THEOREM
    integrable?(lb(X), ub(X), f) AND
        (FORALL (x: closed_interval(lb(X), ub(X))): f(x) ## [|mm, M|])
        IMPLIES
        integral(lb(X), ub(X), f) ##Mult([|mm, M|],[|ub(X) - lb(X)|])
F_inclusion_cos: LEMMA
```

```
    LET P = eq_partition(lb (X), ub(X), 2 ^ m + 1) IN
    (FORALL (i: subrange(1, 2 ^ m)) :
        StrictInterval?([|P(i - 1), P(i)|]) AND x ##[|P(i - 1),P(i)|]
            IMPLIES cos(x) ## Cos(n)([|P(i - 1), P(i)|]))
F_inclusion1_cos: LEMMA
    LET P = eq_partition(lb (X), ub (X), 2 ^ m + 1) IN
    (FORALL (i: subrange(1, 2 ^ m)):
        StrictInterval?([|P(i - 1), P(i)|]) AND x ##[|P(i - 1),P(i)|]
                IMPLIES
                cos(x) * (ub (X) - lb (X)) / 2 ^ m ##
                Cos(n)([|P(i - 1), P(i)|]) * [|(ub(X) - lb(X)) / 2 ^ m|])
F_inclusion2_cos: THEOREM
    LET P = eq_partition(lb(X), ub(X), 2 ^ m + 1) IN
        FORALL (i: subrange(1, 2 ^ m)) :
            StrictInterval?([|P(i - 1), P(i)|]) AND x ##[|P(i - 1),P(i)|]
            IMPLIES
            integral(lb([|P(i - 1), P(i)|]), ub([|P(i - 1), P(i)|]),cos)
            ## Cos(n)([|P(i - 1), P(i)|]) * [|(ub(X) - lb(X)) / 2 ^m|]
integral_bounds_cos: AXIOM
    StrictInterval?(X) IMPLIES
            integral(lb(X), ub(X), cos) ##
            RiemannSum_r2i(lb(X), ub(X), m, 2 ^ m, F__1, n)
cos_test1: LEMMA integral(0, 1, cos) ## [|0.841, 0.852|]
d_arith_Sum(l: list[Interval], i: below[length(l) + 1]):
    RECURSIVE Interval =
    IF i = 0 THEN [|0|]
    ELSE Add(d_arith_Sum(1, i - 1), nth(l, i - 1)) ENDIF
        MEASURE i
list_sub_integ(a: real, b: {x: real | a < x}, m: posnat,
                                    i: below(2 ^ m + 1), K: G, n: nat, dd: nat,
                                    j: below[dd]): RECURSIVE
            list[Interval] =
    IF j = 0 THEN null
    ELSE LET P = eq_partition(a, b, dd) IN
                cons(RiemannSum_r2i(P(j - 1), P(j), m, i, K, n),
                    list_sub_integ(a, b, m, i, K, n, dd, j - 1))
    ENDIF
            MEASURE j
listd_arith_sum(a: real, b: {x: real | a < x}, m: posnat,
                i: below(2 ^ m + 1), K: G, n: nat, dd: nat,
                    j: below[dd],
                        d: nat, z: below[d]): RECURSIVE
```

```
126 list[Interval] =
    IF z = 0 THEN null
    ELSE LET P= eq_partition(a, b, d) IN
        LET l = list_sub_integ(P(z - 1), P(z), m, i, K, n, dd, j)
        IN
            cons(d_arith_Sum(l, length(l)),
            listd_arith_sum(a, b, m, i, K, n, dd, j, d, z - 1))
    ENDIF
    MEASURE z
END Riemann_integ_interval_approx
```



## Proof Scripts ${ }_{0}^{1} \cos \in[|0.841,0.852|]$

THIS appendix presents the mechanical proof scripts of $\int_{0}^{1} \cos \in[|0.841,0.852|]$.

```
Proof scripts for theory Riemann_integ_interval_approx:
Riemann_integ_interval_approx.IMP_integral_def_TCC1: proved -
        complete [shostak](n/a s)
("" (assuming-tcc))
Riemann_integ_interval_approx.IMP_integral_def_TCC2: proved -
complete [shostak](n/a s)
("" (expand 'not_one_element? '1)
        (skosimp*) (inst 1 "x!1+1") (assert))
Riemann_integ_interval_approx.F_TCC1: proved -
complete [shostak](n/a s)
("" (subtype-tcc))
Riemann_integ_interval_approx.F_TCC2: proved -
    complete [shostak](n/a s)
(""
    (skosimp*)
```

```
    (typepred "i!1")
    (assert)
    (case "i!1=0")
    (("1" (propax))
    ("2"
        (case "i!1>0")
        (("1"
            (rewrite -3 3)
            (case "length (eq_partition(a!1,b!1,1+2^m!1))=2^m!1")
            (("1" (grind)) ("2" (ground) (grind))))
            ("2" (grind))))))
Riemann_integ_interval_approx.F_TCC3: proved -
complete [shostak](n/a s)
(" "
    (skosimp*)
    (assert)
    (case "i!1=0")
    (("1" (propax))
        ("2"
            (case "i!1>0")
            ( ("1"
                (ground)
                (rewrite -2 3)
            (case "length(eq_partition(a!1, b!1, 1 + 2 ^ m!1))=1+2^m!1")
            (("1" (rewrite -1 3) (ground))
            ("2" (ground) (expand 'eq_partition '1) (propax))))
            ("2" (rewrite -1 4) (typepred "i!1") (ground))))))
Riemann_integ_interval_approx.RiemannSum_r2i_TCC1: proved -
    complete [shostak](n/a s)
("" (subtype-tcc))
Riemann_integ_interval_approx.RiemannSum_r2i_TCC2: proved -
complete [shostak](n/a s)
("" (termination-tcc))
Riemann_integ_interval_approx.F_integrable_cos: proved -
complete [shostak](0.15 s)
(""
    (lemma "fundamental_indef[real]")
```

```
(("1"
    (skosimp*)
    (inst -1 "lb(X!1)" "ub(X!1)" "cos")
    (assert)
    (lemma "cos_cont_fun")
    (propax))
    ("2" (assert) (expand 'connected? '1) (propax))))
Riemann_integ_interval_approx.eq_part_width_TCC1: proved -
complete [shostak](n/a s)
("" (subtype-tcc))
Riemann_integ_interval_approx.eq_part_width_TCC2: proved -
complete [shostak](n/a s)
("" (subtype-tcc))
Riemann_integ_interval_approx.eq_part_width_TCC3: proved -
    complete [shostak](n/a s)
("" (subtype-tcc))
Riemann_integ_interval_approx.eq_part_width_TCC4: proved -
    complete [shostak](n/a s)
("" (subtype-tcc))
Riemann_integ_interval_approx.eq_part_width: proved -
complete [shostak](20.13 s)
(""
    (lemma "width_eq_part")
    (skosimp*)
    (assert)
    (skosimp*)
    (name-replace "P_1"
                            " eq_partition(lb(X!1), ub(X!1), 2 ^ m!1 + 1)")
    (inst? -1)
    (assert)
    (typepred
        "width(lb(X!1),
            ub (X!1),
                eq_partition(lb(X!1), ub(X!1), 1 + 2 ^ m!1))")
```

```
    (expand "width")
    (typepred
        "max({l: real |
                EXISTS (ii: below(length
                (eq_partition(lb(X!1),
                ub(X!1),
                    1 + 2 ^ m!1)) - 1)):
                l = seq(eq_partition(lb(X!1),
                ub(X!1),1 + 2 ^ m!1))(1 + ii)
                    - seq(eq_partition(lb(X!1),
                                    ub(X!1), 1 + 2 ^ m!1))(ii)})
            ")
        (("1"
    (skosimp*)
    (replace -1)
    (reveal -1)
    (expand "P_1")
    (expand "eq_partition")
    (field))
    ("2"
    (assert)
    (expand "P_1")
    (field)
    (lemma "analysis@integral_def.width_TCC3")
    (name-replace "PP"
        "eq_partition[real](lb(X!1), ub(X!1), 1 + (2 ^ m!1))")
    (inst -1 "lb(X!1)" "ub(X!1)" "PP" "seq(PP)")
    (("1"
        (inst?)
        (("1"
            (assert)
            (hide-all-but (-1 1))
            (split)
            (("1" (propax)) ("2" (expand "PP") (propax))))
            ("2" (typepred "X!1") (assert))))
        ("2" (typepred "X!1") (assert))))
    ("3" (typepred "X!1") (assert) (skosimp*) (assert))))
Riemann_integ_interval_approx.Mult_r2i_dist: proved -
    complete [shostak](0.08 s)
    ("" (grind))
    Riemann_integ_interval_approx.integ_r2i_bound: proved -
complete [shostak](0.14 s)
(" "
```

```
    (skosimp*)
    (lemma "integral_bound[real]")
    (("1" (inst?) (expand "##") (musimp) (("1" (assert))
    ("2" (assert))))
    ("2" (assert) (expand 'connected? '1) (propax))))
Riemann_integ_interval_approx.integ_r2i_bound: proved -
complete [shostak](0.16 s)
(" "
    (lemma "integ_r2i_bound")
    (skosimp*)
    (inst? -1)
    (inst -1 " M!1" "m!1")
    (lemma "Mult_r2i_dist")
    (inst -1 "[|m!1, M!1|]" "ub(X!1) - lb(X!1)")
    (("1"
        (case "[|m!1 *(ub (X!1)-lb(X!1)), M!1*(ub (X!1)- lb (X!1))|]
    = Mult([|lb([|m!1, M!1|]),
                    ub ([|m!1, M!1|])|],
                    [|ub (X!1)-lb (X!1) | ] )")
        (("1"
            (assert)
            (expand "##")
            (assert)
            (typepred "X!1")
            (hide-all-but (-1 1 -5))
            (split)
            (("1"
            (assert)
            (case "lb([|m!1, M!1|])=m!1")
            (("1"
                (case "ub([|m!1, M!1|])=M!1")
                (("1" (rewrite -1) (expand 'strictinterval? '-2)
                    (propax))
                    ("2" (expand 'strictinterval? '-2) (propax))))
                    ("2" (expand 'strictinterval? '-1) (propax))))
                ("2" (propax))))
        ("2" (hide-all-but (-1 1)) (assert))))
    ("2" (typepred "X!1") (expand 'strictinterval? '-1)
            (ground))))
Riemann_integ_interval_approx.F_inclusion_cos: proved -
complete [shostak](72.05 s)
(""
    (lemma "Cos_inclusion")
```

```
    (skosimp*)
    (assert)
    (skolem!)
    (inst?)
    (assert)
    (lazy-grind))
Riemann_integ_interval_approx.F_inclusion1_cos: proved -
complete [shostak](1.81 s)
(" "
    (lemma "Mult_inclusion")
    (lemma "F_inclusion_cos")
    (skosimp*)
    (assert)
    (skolem!)
    (inst? -1)
    (inst -1 "x!1")
    (inst -1 "i!1")
    (lemma "r2i_inclusion")
    (inst -1 "(ub(X!1) - lb(X!1)) / 2 ^ m!1")
    (inst -3
        "Cos(n!1)([leq_partition
                (lb(X!1), ub(X!1), 1 + 2 ^ m!1)`seq(i!1 - 1),
                    eq_partition(lb(X!1),
                    ub(X!1), 1 + 2 ^ m!1)`seq(i!1)|])"
    "[|(ub(X!1) - lb(X!1)) / 2 ^ m!1|]" "cos(x!1)"
    "(ub(X!1) - lb(X!1) )/ 2 ^ m!1")
    (assert)
    (case "cos(x!1) * ((ub(X!1) - lb(X!1)) / 2 ^ m!1)
            =(sin(x!1) * ub(X!1) - cos(x!1) * lb(X!1))/ 2 ^ m!1 ")
        (("1"
            (assert)
            (hide -2)
            (hide -2)
            (field)
            (musimp)
        (("1" (assert))
            ("2"
            (field)
            (use "r2i_inclusion")
            (lemma "F_inclusion_cos")
            (inst?)
            (inst -1 "n!1" "x!1")
            (assert)
            (inst -1 "i!1")
            (assert))))
    ("2" (field))))
```

```
|}\begin{array}{l}{274}\\{275}\\{276}
Riemann_integ_interval_approx.F_inclusion_cos_TCC1: proved -
    complete [shostak](n/a s)
("" (lazy-grind))
Riemann_integ_interval_approx.F_inclusion_cos_TCC2: proved -
complete [shostak](n/a s)
(" "
    (lemma "F_integrable_cos")
    (skosimp*)
    (inst? -1)
    (case "lb(X!1) < ub(X!1)")
    (("1"
            (ground)
            (reveal -1)
            (inst -1 "[|P!1`seq(i!1 - 1), P!1`seq(i!1)|]")
            (case "P!1`seq(i!1 - 1)< P!1`seq(i!1)")
            (("1" (ground) (expand 'integrable? '-2) (propax))
            ("2" (ground) (expand 'strictinterval? '-5) (ground))))
        ("2" (typepred "X!1") (expand 'strictinterval? '-1) (propax))))
Riemann_integ_interval_approx.F_inclusion_cos: proved -
    complete [shostak](4.20 s)
(""
    (lemma "integ_r2i_bound")
    (skosimp*)
    (assert)
    (skosimp*)
    (name-replace "F_cos_i"
        "Cos(n!1)([|eq_partition(lb (X!1),
                                    ub (X!1),
                                    1 + 2 ^ m!1)` seq(i!1 - 1),
            eq_partition(lb(X!1),
                                    ub(X!1),
                                    1 + 2 ^ m!1)`seq(i!1)|])")
        (name-replace "P_i_1"
            "eq_partition(lb (X!1),
                        ub (X!1),
                        1 + 2 ^ m!1)`seq(i!1 - 1)")
        (name-replace "P_i"
            "eq_partition(lb(X!1),
                ub (X!1),
                                1 + 2 ^m!1)` seq(i!1 )")
```

```
(inst -1 "ub(F_cos_i)"
    "[|P_i_1, P_i|]"
    "cos"
    "lb(F_cos_i)")
(assert)
(musimp)
(("1"
    (case "[|P_i - P_i_1|]=[|(ub(X!1) - lb(X!1)) / 2 ^ m!1|] ")
    (("1"
        (rewrite -1 1)
        (assert)
        (expand "F_cos_i")
        (case "[|lb(Cos(n!1)([|eq_partition(lb(X!1),
                                ub(X!1), 1 + 2 ^ m!1)` seq(i!1 - 1),
                eq_partition(lb(X!1),
                ub(X!1), 1 + 2 ^ m!1)` seq(i!1)|])),
                ub (Cos(n!1)([|eq_partition(lb (X!1),
                    ub(X!1), 1 + 2 ^ m!1)`seq(i!1 - 1),
                                    eq_partition(lb(X!1), ub(X!1),
                                    1 + 2^m!1)`}\operatorname{seq}(i!1)|]))|
                                    =Cos(n!1)
                                    ([|eq_partition(lb(X!1),
                                    ub(X!1), 1 + 2 ^ m!1)` seq(i!1 - 1),
                                    eq_partition(lb(X!1),
                                    ub(X!1),
                                    1 + 2 ^ m!1)` seq(i!1)|])")
        (("1" (rewrite -1 1))
            ("2"
            (expand "[||]")
            (hide-all-but (1 - 3))
            (musimp)
            (("1" (propax)) ("2" (propax))))))
        ("2"
            (lemma "eq_part_width")
            (inst? -1)
            (assert)
            (inst -1 "i!1")
            (expand "P_i")
            (expand "P_i_1")
            (assert))))
    ("2"
    (lemma "F_inclusion_cos")
    (expand "P_i")
    (skosimp*)
    (typepred "x!2")
    (inst -3 "X!1" "m!1" "n!1" "x!2")
    (assert)
    (inst -3 "i!1")
    (expand "F_cos_i")
```

```
(musimp)
(("1"
        (case "[|lb(Cos(n!1)
        ([|eq_partition(lb(X!1),
                ub(X!1), 1 + 2 ^ m!1)` seq(i!1 - 1),
                eq_partition(lb(X!1),
                                    ub (X!1),
                                    1 + 2 ^ m!1)`seq(i!1)|])),
                ub (Cos(n!1)
                    ([|eq_partition
                                    (lb(X!1),
                                ub (X!1),
                                1 + 2 ^ m!1)`seq(i!1 - 1),
                    eq_partition
                    (lb(X!1),
                    ub (X!1),
                        1 +2^m!1)`seq(i!1)|]))|]
                                =Cos(n!1)
                                ([|eq_partition(lb(X!1),
                                    ub (X!1),
                                    1 + 2 ^ m!1)`seq(i!1 - 1),
                    eq_partition
                    (lb(X!1),
                    ub (X!1),
                    1 + 2 ^ m!1)`seq(i!1)|]) ")
        (("1" (rewrite -1 1))
        ("2"
            (hide-all-but (-1 -2 -3 -4 1))
            (assert)
            (expand "[||]")
            (musimp)
            (("1" (propax)) ("2" (propax))))))
    ("2"
            (expand "P_i_1")
            (expand "P_i")
            (expand "##")
            (musimp)
            (("1" (assert)) ("2" (assert)) ("3" (assert))
            ("4" (assert))
            ("5" (assert)) ("6" (assert)) ("7" (assert))
            ("8" (assert))))
    ("3" (expand "P_i_1") (propax))))
("3"
    (lemma "F_integrable_cos")
    (inst?)
    (expand "P_i_1")
    (expand "P_i")
    (assert)
    (hide-all-but (-1 -2 1))
```

```
    (expand "Integrable?")
    (case "eq_partition(lb(X!1),
        ub (X!1),
        1 + 2 ^ m!1)`seq(i!1)
        <
        eq_partition(lb (X!1),
            ub (X!1),
            1 + 2 ^ m!1)`seq(i!1 - 1)")
    (("1" (assert) (expand "StrictInterval?") (ground))
    ("2" (expand "StrictInterval?") (ground))))))
Riemann_integ_interval_approx.integral__bounds_cos_TCC1: proved -
complete [shostak](n/a s)
(" "
    (lemma "F_integrable_cos")
    (skosimp*)
    (inst? -1)
    (case "lb(X!1)<ub(X!1)")
    (("1"
            (ground)
            (expand 'strictinterval? '-3)
            (expand 'integrable? '-2)
            (propax))
        ("2" (expand 'strictinterval? '-2) (propax))))
Riemann_integ_interval_approx.integral_bounds_cos_TCC2: proved -
    complete [shostak](n/a s)
("" (subtype-tcc))
Riemann_integ_interval_approx.cos_test1_TCC1: proved -
complete [shostak](n/a s)
(""
    (lemma "F_integrable_cos")
    (ground)
    (inst -1 "[| 0 , 1 |]")
    (("1" (ground) (expand 'integrable? '-1) (propax))
        ("2" (ground) (expand 'strictinterval? '1) (ground))))
Riemann_integ_interval_approx.cos_testl: proved -
complete [shostak](0.53 s)
(" "
```

```
(lemma "integral_bounds_cos")
(inst -1 "[|0,1|]" "12" "2")
(("1"
        (case "RiemannSum_r2i( lb([|0, 1|]),
                                    ub([|0, 1|]),
                                    12,
                                    ^^12,
                                    F_1,
                            2) << [| 0.841,0.852|]")
        (("1"
            (case "StrictInterval?([|0,1|])")
            (("1"
            (assert)
            (lemma "Incl_Member")
            (inst -1 " RiemannSum_r2i(0, 1, 12, 2 ^ 12, F_1, 2)"
            "[|841/1000, 213/250|]")
            (assert)
            (inst -1 "integral(0, 1, cos)")
            (ground))
            ("2" (expand 'strictinterval? '1) (ground))))
        ("2" (hide-all-but 1) (eval-formula))))
    ("2" (expand 'strictinterval? '1) (ground))))
Riemann_integ_interval_approx.d_arith_Sum_TCC1: proved -
    complete [shostak](n/a s)
("" (subtype-tcc))
Riemann_integ_interval_approx.d_arith_Sum_TCC2: proved -
    complete [shostak](n/a s)
    ("" (termination-tcc))
Riemann_integ_interval_approx.d_arith_Sum_TCC3: proved -
complete [shostak](n/a s)
("" (subtype-tcc))
Riemann_integ_interval_approx.list_sub_integ_TCC1: proved -
complete [shostak](n/a s)
(""
    (skosimp*)
    (case "j!1/=0")
    (("1"
```

```
    (typepred "j!1")
        (case "length(PâĆĆ!1)=dd!1")
        (("1" (assert))
        ("2"
        (assert)
        (case "j!1/=0 and dd!1/=0")
        (("1" (expand 'eq_partition '-4) (musimp))
            ("2" (assert))))))
        ("2" (assert))))
Riemann_integ_interval_approx.list_sub_integ_TCC2: proved -
    complete [shostak](n/a s)
(""
    (skosimp*)
    (typepred "j!1")
    (expand 'eq_partition '-2)
    (musimp)
    (grind))
Riemann_integ_interval_approx.list_sub_integ_TCC3: proved -
complete [shostak](n/a s)
(""
    (skosimp*)
    (lemma "parts_order[real]")
    (inst -1 "a!1" "b!1" "PâĆĆ!1" "j!1-1" "j!1")
    (("1" (assert)) ("2" (case "j!1/=0") (("1" (assert))
        ("2" (assert))))))
Riemann_integ_interval_approx.list_sub_integ_TCC4: proved -
complete [shostak](n/a s)
(""
    (skosimp)
    (case "j!1/=0")
    (("1"
    (lemma "parts_order[real]")
    (skolem! 2)
    (inst -1 "a!1" "b!1" "Pâćć!1" "j!1-1" "j!1")
    (("1"
                (musimp)
                (("1" (assert)) ("2" (assert)) ("3" (typepred "j!1")
            (assert))
                ("4" (assert))))
        ("2" (assert)) ("3" (typepred "j!1") (assert))))
```

```
    ("2" (assert))))
Riemann_integ_interval_approx.list_sub_integ_TCC5: proved -
complete [shostak](n/a s)
(""
    (skosimp)
    (typepred "j!1")
    (case "j!1/=0")
    (("1" (grind)) ("2" (grind))))
Riemann_integ_interval_approx.list_sub_integ_TCC6: proved -
complete [shostak](n/a s)
("" (subtype-tcc))
Riemann_integ_interval_approx.listd_arith_sum_TCC1: proved -
    complete [shostak](n/a s)
("" (skosimp*) (typepred "z!1") (rewrite -2) (grind))
Riemann_integ_interval_approx.listd_arith_sum_TCC2: proved -
    complete [shostak](n/a s)
("" (skosimp*) (typepred "z!1") (rewrite -2) (grind))
Riemann_integ_interval_approx.listd_arith_sum_TCC3: proved -
    complete [shostak](n/a s)
(""
    (skosimp*)
    (lemma "parts_order[real]")
    (inst -1 "a!1" "b!1" "PâĆČ!1" "z!1-1" "z!1")
    (("1" (assert)) ("2" (case "z!1/=0") (("1" (assert))
    ("2" (assert))))))
Riemann_integ_interval_approx.listd_arith_sum_TCC4: proved -
    complete [shostak](n/a s)
    ("" (subtype-tcc))
Riemann_integ_interval_approx.listd_arith_sum_TCC5: proved -
```

```
complete [shostak](n/a s)
(""
    (skosimp*)
        (typepred "z!1")
        (rewrite -1)
        (typepred "z!1")
        (rewrite -2)
        (grind))
Riemann_integ_interval_approx.listd_arith_sum_TCC6: proved -
complete [shostak](n/a s)
("" (termination-tcc))
Riemann_integ_interval_approx.listd_arith_sum_TCC7: proved -
complete [shostak](n/a s)
("" (subtype-tcc))
```



## Proof Scripts Soundness Theorem

THIS appendix presents the mechanical proof scripts of Theorem 9.3.1). This fundamental theory represent the corner stone of the parameterized automatic proof strategy conts-numerical-Riemann.

```
2 Proof scripts for file Riemann_integ_interval_approx.pvs:
    5 Riemann_integ_interval_approx.IMP_integral_def_TCC1: proved -
        complete [shostak](n/a s)
    7 ("" (assuming-tcc))
    10 Riemann_integ_interval_approx.IMP_integral_def_TCC2: proved -
        complete [shostak](n/a s)
12 ("" (expand "not_one_element?") (skosimp*) (inst 1 "x!1+1") (grind)
    )
15 Riemann_integ_interval_approx.R_TCC1: proved - complete [shostak](n
        /a s)
17 ("" (subtype-tcc))
20 Riemann_integ_interval_approx.R_TCC2: proved - complete [shostak](n
        /a s)
```

```
("" (subtype-tcc))
Riemann_integ_interval_approx.R_TCC3: proved - complete [shostak](n
        /a s)
    ("" (subtype-tcc))
    Riemann_integ_interval_approx.RiemannSum_R2I_TCC1: proved -
        complete [shostak](n/a s)
    ("" (subtype-tcc))
Riemann_integ_interval_approx.RiemannSum_R2I_TCC2: proved -
    complete [shostak](n/a s)
("" (subtype-tcc))
Riemann_integ_interval_approx.RiemannSum_R2I_TCC3: proved -
    complete [shostak](n/a s)
("" (termination-tcc))
45 Riemann_integ_interval_approx.F_integrable_cos: proved - complete [
        shostak](n/a s)
(""
(lemma "fundamental_indef[real]")
    (("1"
        (skosimp*)
        (inst -1 "lb(X!1)" "ub(X!1)" "cos")
        (assert)
        (lemma "cos_cont_fun")
        (propax))
        ("2" (assert) (expand 'connected? '1) (propax))))
    Riemann_integ_interval_approx.F_integrable_cos2_TCC1: proved -
        complete [shostak](n/a s)
    60 ("" (subtype-tcc))
    63 Riemann_integ_interval_approx.F_integrable_cos2: proved - complete
        [shostak](n/a s)
```

```
(""
    (lemma "F_integrable_cos")
    (skosimp*)
    (inst?)
    (ground)
    (expand "Integrable?")
    (typepred "X!1")
    (expand "StrictInterval?")
    (ground))
    Riemann_integ_interval_approx.eq_part_width_TCC1: proved - complete
        [shostak](n/a s)
    ("" (subtype-tcc))
    Riemann_integ_interval_approx.eq_part_width_TCC2: proved - complete
        [shostak](n/a s)
    ("" (subtype-tcc))
    Riemann_integ_interval_approx.eq_part_width_TCC3: proved - complete
        [shostak](n/a s)
    ("" (subtype-tcc))
    Riemann_integ_interval_approx.eq_part_width: proved - complete [
        shostak] (n/a s)
    (""
    (lemma "width_eq_part")
    (skosimp*)
    (assert)
    (skosimp*)
    (name-replace "P_1" " eq_partition(lb(X!1), ub(X!1), 2 ^ m!1 + 1)
        ")
    (inst? -1)
    (assert)
    (typepred
        "width(lb(X!1), ub(X!1), eq_partition(lb(X!1), ub(X!1), 1 + 2 ^ m
            !1))")
    (expand "width")
    (typepred
        "max({l: real |
                        EXISTS (ii: below(length(eq_partition(lb(X!1), ub( |
```

```
                    X!1), 1 + 2 ^ m!1)) - 1)):
                l = seq(eq_partition(lb(X!1), ub(X!1), 1 + 2 ^ m
                            !1)) (1 + ii) - seq(eq_partition(lb(X!1), ub(X
                            !1), 1 + 2 ^ m!1))(ii)})
")
    (("1"
    (skosimp*)
    (replace -1)
    (reveal -1)
    (expand "P_1")
    (expand "eq_partition")
    (field))
    ("2"
    (assert)
    (expand "P_1")
    (field)
    (lemma "analysis@integral_def.width_TCC3")
    (name-replace "PP"
        "eq_partition[real](lb(X!1), ub(X!1), 1 + (2 ^ m!1))")
    (inst -1 "lb(X!1)" "ub(X!1)" "PP" "seq(PP)")
    (("1"
            (inst?)
            (("1"
                (assert)
                (hide-all-but (-1 1))
                (split)
                    (("1" (propax)) ("2" (expand "PP") (propax))))
                ("2" (typepred "X!1") (assert))))
        ("2" (typepred "X!1") (assert))))
    ("3" (typepred "X!1") (assert) (skosimp*) (assert))))
Riemann_integ_interval_approx.Mult_r2i__dist: proved - complete [
        shostak](n/a s)
("" (grind))
Riemann_integ_interval_approx.integ_r2i_bound: proved - complete [
        shostak](n/a s)
(" "
    (skosimp*)
    (lemma "integral_bound[real]")
    (("1" (inst?) (expand "##") (musimp) (("1" (assert)) ("2" (assert)
            )))
        ("2" (assert) (expand 'connected? '1) (propax))))
```

```
Riemann_integ_interval_approx.simple_one: proved - complete [
        shostak](n/a s)
    ("" (skosimp*) (expand "##") (typepred "x!1") (ground))
    Riemann_integ_interval_approx.integ_r2i__boundâĆć: proved - complete
        [shostak](n/a s)
    (""
    (lemma "integ_r2i_bound")
    (skosimp*)
    (inst? -1)
    (inst -1 " MâĆĂ!1" "mâĆĂ!1")
    (lemma "Mult_r2i_dist")
    (inst -1 "[|mâĆĂ!1, MâĆĂ!1|]" "ub(X!1) - lb(X!1)")
    (("1"
        (case "[|mâĆĂ!1 * (ub (X!1) - lb (X!1)), MâĆĂ!1 * (ub (X!1) - lb (X
            !1))|]= Mult([|lb([|mâĆĂ!1, MâĆĂ!1|]), ub([|mâĆĂ!1, MâĆĂ!1|])
            |], [|ub(X!1) - lb(X!1)|])")
        (("1"
            (assert)
            (expand "##")
            (assert)
            (typepred "X!1")
            (hide-all-but (-1 1 -5))
            (split)
            (("1"
                    (assert)
                    (case "lb([|mâĆĂ!1, MâĆĂ!1|])=mâĆĂ!1")
                    (("1"
                    (case "ub([|mâĆĂ!1, MâĆĂ!1|])=MâĆĂ!1")
                    (("1" (rewrite -1) (expand 'strictinterval? '-2) (propax))
                    ("2" (expand 'strictinterval? '-2) (propax))))
                    ("2" (expand 'strictinterval? '-1) (propax))))
            ("2" (propax))))
        ("2" (hide-all-but (-1 1)) (assert))))
        ("2" (typepred "X!1") (expand 'strictinterval? '-1) (ground))))
    Riemann_integ_interval_approx.Integ_Inclusion_fun_TCC1: proved -
            complete [shostak](n/a s)
(""
    (inst 1 "cos")
    (skosimp*)
    (expand 'integ_inclus_fun? '1)
    (lemma "F_integrable_cos")
    (inst? -1)
```

```
    (split)
        (("1"
            (expand "Integrable?")
            (typepred "X!1")
    (assert)
    (expand "StrictInterval?")
    (assert))
    ("2"
    (lemma "Cos_inclusion")
    (inst? -1)
    (lemma "Cos_inclusion")
    (inst?)
    (inst 1 "Cos")
    (inst?)
    (ground)
    (skosimp*)
    (inst -1 "x!1")
    (ground)
    (typepred "x!1")
    (ground)
    (expand "##")
    (propax))))
Riemann_integ_interval_approx.Integ_inclus_f: proved - complete [
        shostak](n/a s)
(" "
    (skosimp*)
    (expand "F_Bound?")
    (lemma "integ_r2i__boundâĆĆ")
    (inst? -1)
    (musimp)
        (hide-all-but (-2 1))
        (skosimp*)
        (case "[|lb(F!1(n!1)(X!1)), ub(F!1(n!1)(X!1))|]= F!1(n!1)(X!1)")
        (("1" (assert) (rewrite -1) (inst -1 "x!1"))
        ("2"
            (hide-all-but 1)
            (ground)
            (expand "[||]")
            (ground)
            (musimp)
            (("1" (propax)) ("2" (propax))))))
Riemann_integ_interval_approx.Integ_inclusion_f: proved - complete
            [shostak](n/a s)
```

```
(" "
    (lemma "Integ_inclus_f")
    (skosimp*)
    (inst? -1)
    (assert)
    (case "F!1(n!1)(X!1)= [|lb(F!1(n!1)(X!1)), ub(F!1(n!1)(X!1))|]")
    (("1" (rewrite -1) (assert))
    ("2"
        (hide-all-but 1)
        (expand "[||]")
        (musimp)
        (("1" (propax)) ("2" (propax))))))
    Riemann_integ_interval_approx.Integ_inclusionâĆĆ_f_TCC1: proved -
        complete [shostak](n/a s)
    (" "
    (skosimp*)
    (expand 'strictinterval? '1)
    (ground)
    (musimp)
    (ground)
    (case "P!1`length > 1")
    (("1" (use "parts_order") (musimp) (ground)) ("2" (ground))))
    Riemann_integ_interval_approx.Integ_inclusionâĆĆ_f: proved -
        complete [shostak](n/a s)
    (""
    (lemma "Mult_inclusion")
    (skosimp*)
    (ground)
    (skosimp*)
    (case "g!1(x!1) * (ub(X!1) - lb(X!1)) / 2 ^ m!1 = (ub (X!1) * g!1(x
        !1) - lb(X!1) * g!1(x!1)) / 2 ^ m!1")
    (("1"
        (case-replace
            " (ub(X!1) * g!1(x!1) - lb(X!1) * g!1(x!1)) / 2 ^ m!1 = g!1(x
                !1) * (ub (X!1) - lb(X!1)) / 2 ^ m!1 ")
            (("1"
            (inst -2
            "Eval!1(n!1)([|eq_partition(lb(X!1), ub(X!1), 1 + 2 ^ m!1)`
                        seq(i!1 - 1), eq_partition(lb(X!1), ub(X!1), 1 + 2 ^ m!1)
                        seq(i!1)|]) "
            " [|(ub(X!1) - lb(X!1)) / 2 ^ m!1|]" "g!1(x!1)"
            "(ub(X!1) - lb(X!1)) / 2 ^ m!1")
            (case "g!1(x!1) ## Eval!1(n!1)([|eq_partition(lb(X!1), ub(X!1)
```

```
                    , 1 + 2 ^ m!1)` seq(i!1 - 1), eq_partition(lb(X!1), ub(X!1),
                1 + 2^m!1)` seq(i!1)|]) AND (ub(X!1) - lb(X!1)) / 2 ^ m!1
                ## [|(ub(X!1) - lb(X!1)) / 2 ^ m!1|]")
            (("1" (assert))
            ("2"
            (typepred "Eval!1")
            (expand "F_Bound?")
            (inst -1 "x!1")
            (("1"
                (assert)
            (ground)
            (expand "##" 1)
            (musimp)
            (("1" (ground)) ("2" (ground))))
            ("2"
            (typepred "x!1")
            (hide-all-but (1 -4))
            (expand "##")
            (case "eq_partition[real](lb(X!1), ub(X!1), 1 + 2 ^ m!1)`
                seq(i!1 - 1)=lb([|eq_partition(lb (X!1), ub(X!1), 1 + 2
                    ^m!1)`seq(i!1 - 1), eq_partition(lb(X!1), ub(X!1), 1 +
                        2 ^ m!1)`seq(i!1)|])")
            (("1" (rewrite -1) (ground)) ("2" (ground))))))))
        ("2" (field))))
        ("2" (field))))
    Riemann_integ_interval_approx.Integ_inclusionâĆČ_f_TCC1: proved -
        complete [shostak](n/a s)
    (" "
        (lemma "parts_order")
        (skosimp*)
        (inst -1 "lb(X!1)" "ub(X!1)" "eq_partition(lb(X!1),ub(X!1), 2^m
            !1+1)"
        "i!1-1" "i!1")
        (("1" (ground))
        ("2" (expand "eq_partition" 1) (typepred "i!1") (field 1))
        ("3" (expand "eq_partition" 1) (typepred "i!1") (field 1))))
    Riemann_integ_interval_approx.Integ_inclusionâĆČ_f_TCC2: proved -
        complete [shostak](n/a s)
    (" "
        (skosimp*)
        (typepred "g!1")
        (inst -1
                                    ([|finseq_appl[closed_interval[real](lb(X!1), ub(X
```

```
            !1) )]
                        (P!1)(i!1 - 1),
                finseq_appl[closed_interval[real](lb(X!1), ub(X
                    !1))]
                        (P!1)(i!1)|])"
    "1")
(("1" (expand "integ_inclus_fun?") (assert))
    ("2"
            (expand "StrictInterval?")
            (ground)
            (lemma "parts_order")
            (inst?)
            (ground))))
Riemann_integ_interval_approx.Integ_inclusionâĆČ_f: proved -
            complete [shostak](n/a s)
(""
    (skosimp*)
    (ground)
    (lemma "Integ_inclusion_f")
    (skosimp*)
    (ground)
    (inst? -1)
    (("1"
        (inst -1 "g!1")
        (case " integrable?(lb([|eq_partition(lb(X!1), ub(X!1), 1 + 2 ^
            m!1)` seq(i!1 - 1), eq_partition(lb(X!1), ub(X!1), 1 + 2 ^ m
            !1)`seq(i!1)|]),
                                    ub([|eq_partition(lb (X!1), ub(X
                                    !1), 1 + 2 ^ m!1)` seq(i!1 - 1)
                                    , eq_partition(lb(X!1), ub(X
                                    !1), 1 + 2 ^ m!1)` seq(i!1)|]),
                                    g!1)
                                    AND F_Bound?([|eq_partition(lb(X!1), ub(X!1)
                                    , 1 + 2 ^ m!1)` seq(i!1 - 1), eq_partition
                                    (lb(X!1), ub(X!1), 1 + 2 ^ m!1)`seq(i!1)
                                    |], g!1, n!1, Eval!1)")
    (("1"
            (ground)
            (assert)
            (case " [|(ub(X!1) - lb(X!1)) / 2 ^ m!1|]=[|eq_partition(lb(X
                    !1),ub(X!1), 1 + 2 ^ m!1)` seq(i!1) - eq_partition(lb(X!1),
                ub(X!1), 1 + 2 ^ m!1)`seq(i!1 - 1)|] ")
            (("1" (rewrite -1))
            ("2"
                    (hide-all-but 1)
                    (lemma " eq_part_width")
```

```
    (inst? -1)
        (ground)
        (inst -1 "i!1")
        (case "StrictInterval?([|eq_partition(lb(X!1), ub(X!1), 1 +
            2 ^ m!1)`seq(i!1 - 1), eq_partition(lb(X!1), ub(X!1), 1 +
            2 ^ m!1)`seq(i!1)|])")
            (("1" (ground))
            ("2"
            (typepred "X!1")
            (hide-all-but -2 2)
            (lemma "parts_order")
            (expand "StrictInterval?")
            (ground)
            (inst? -1)
            (ground))))))
    ("2"
        (musimp)
        (("1" (typepred "Eval!1") (ground))
        ("2"
            (typepred "g!1")
            (inst -1
            "[|eq_partition(lb(X!1), ub(X!1), 1 + 2 ^ m!1)`seq(i!1 - 1)
                    , eq_partition(lb(X!1), ub(X!1), 1 + 2 ^ m!1)`seq(i!1)
                    |] "
            "1")
            (("1" (expand 'integ_inclus_fun? '-1) (musimp))
            ("2"
                (lemma "parts_order")
                (expand "StrictInterval?")
                (inst? -1)
                (inst -1 "i!1")
                (ground))))))
    ("3"
        (hide -1)
        (ground)
        (lemma "parts_order")
        (expand "StrictInterval?")
        (ground)
        (inst?)
        (ground))
        ("4" (hide -1) (lemma "parts_order") (ground) (inst?) (ground))
            ))
("2"
    (expand "StrictInterval?")
    (lemma "parts_order")
    (inst?)
    (inst -1 "i!1")
    (ground))))
```

```
    (lemma "parts_order")
    (inst -1 " a!1" "b!1" "eq_partition(a!1,b!1,2^m!1+1)" "i!1-1" "i
        !1")
    (("1" (ground)) ("2" (expand "eq_partition") (field 1))
        ("3" (expand "eq_partition") (field 1))))
Riemann_integ_interval_approx.simple_two_TCC1: proved - complete [
        shostak](n/a s)
    ("" (subtype-tcc))
    Riemann_integ_interval_approx.simple_two_TCC2: proved - complete [
        shostak](n/a s)
    ("" (subtype-tcc))
Riemann_integ_interval_approx.simple_two: proved - complete [
        shostak](n/a s)
("" (skosimp*) (assert) (expand "eq_partition" 1) (field))
Riemann_integ_interval_approx.sub_integ_TCC1: proved - complete [
        shostak](n/a s)
("" (subtype-tcc))
Riemann_integ_interval_approx.sub_integ_TCC2: proved - complete [
        shostak](n/a s)
("" (subtype-tcc))
Riemann_integ_interval_approx.sub_integ_TCC3: proved - complete [
        shostak](n/a s)
("" (subtype-tcc))
Riemann_integ_interval_approx.sub_integ_TCC4: proved - complete [
        shostak](n/a s)
(" "
    (skosimp*)
```

```
Riemann_integ_interval_approx.sub_integ_TCC5: proved - complete [
        shostak](n/a s)
(" "
    (skosimp*)
        (typepred "g!1")
        (inst -1
            "([|finseq_appl[closed_interval[real](a!1, b!1)](P!1)(i!1 - 1),
                finseq_appl[closed_interval[real](a!1, b!1)](P!1)
                                    (i!1)|])"
            "1")
        (("1" (expand "integ_inclus_fun?") (ground))
            ("2"
                (expand "StrictInterval?")
                (lemma "parts_order")
                (inst -1 "a!1" "b!1" "eq_partition(a!1,b!1,2^m!1+1)" "i!1-1" "i
                    !1")
                (("1" (ground))
                    ("2" (expand "eq_partition") (typepred "i!1") (field 1))
                    ("3" (expand "eq_partition") (typepred "i!1") (field 1))))))
    Riemann_integ_interval_approx.sum_n_split_TCC1: proved - complete [
        shostak](n/a s)
    ("" (subtype-tcc))
    Riemann_integ_interval_approx.sum_n_split_TCC2: proved - complete [
        shostak](n/a s)
    ("" (termination-tcc))
    Riemann_integ_interval_approx.sum_n_split_TCC3: proved - complete [
        shostak](n/a s)
    (""
        (lemma "parts_order")
        (skosimp*)
        (inst -1 "a!1" "b!1" "eq_partition(a!1,b!1,2^m!1+1)" "0" "1")
        (("1" (ground)) ("2" (expand "eq_partition") (field 1))
        ("3" (ground))))
    Riemann_integ_interval_approx.sum_n_split_TCC4: proved - complete [
        shostak](n/a s)
```

485 (" "

```
    (skosimp*)
    (typepred "g!1")
    (inst -1
    "[|finseq_appl[closed_interval[real](a!1, b!1)](P!1)(0),
                finseq_appl[closed_interval[real](a!1, b!1)](P!1)
                    (1)|] "
    "1")
(("1" (expand "integ_inclus_fun?") (ground))
    ("2"
        (ground)
        (expand "StrictInterval?")
        (ground)
        (lemma "parts_order")
        (inst -1 "a!1" "b!1" "eq_partition(a!1,b!1,2^m!1+1)" "0" "1")
    (ground))))
Riemann_integ_interval_approx.sum_n_split_TCC5: proved - complete [
    shostak] (n/a s)
("" (skosimp*) (typepred "i!1") (field 1))
Riemann_integ_interval_approx.sum_n_split_TCC6: proved - complete [
    shostak] (n/a s)
("" (termination-tcc))
Riemann_integ_interval_approx.general_integ_split_TCC1: proved -
    complete [shostak](n/a s)
("" (subtype-tcc))
Riemann_integ_interval_approx.general_integ_split_TCC2: proved -
    complete [shostak](n/a s)
("" (subtype-tcc))
Riemann_integ_interval_approx.general_integ_split_TCC3: proved -
        complete [shostak](n/a s)
(""
    (skosimp*)
    (lemma "parts_order")
    (inst -1 "a!1" "b!1" "eq_partition(a!1,b!1,2^m!1+1)" "0" "i!1")
528 (("1" (ground))
```

```
    ("2" (typepred "i!1") (expand "eq_partition") (field 1))
    ("3" (field 1))))
Riemann_integ_interval_approx.general_integ_split_TCC4: proved -
    complete [shostak](n/a s)
(""
    (skosimp*)
    (typepred "g!1")
    (ground)
    (inst -1 "[|P!1`seq(0), P!1`seq(i!1)|]" "1")
    (("1" (expand "integ_inclus_fun?") (ground))
        ("2"
            (expand "StrictInterval?")
            (lemma "parts_order")
            (inst -1 "a!1" "b!1" "eq_partition(a!1,b!1,2^m!1+1)" "0" "i!1")
            (("1" (ground))
            ("2" (typepred "i!1") (expand "eq_partition") (field 1))))))
Riemann_integ_interval_approx.general_integ_split: proved -
            complete [shostak](n/a s)
(""
        (assert)
        (skolem!)
        (flatten)
        (induct "i")
        (("1" (expand "sum_n_split") (ground))
            ("2"
            (skosimp*)
            (name-replace "P_1" "eq_partition")
            (case " integral(P_1(a!1, b!1, 1 + 2 ^ m!1)`seq(0),
                    P_1(a!1, b!1, 1 + 2 ^ m
                                    !1)`seq(k!1 + 1), g!1)
                                    = integral(P_1(a!1, b
                                    !1, 1 + 2 ^ m!1)`seq
                                    (0), P_1(a!1, b!1, 1 +
                                    2 ^ m!1)`seq(k!1), g
                                    !1)+ integral(P_1(a!1,
                                    b!1, 1 + 2 ^ m!1)`seq
                                    (k!1), P_1(a!1, b!1, 1
                                    + 2 ^ m!1)`seq(k!1 +
                                    1), g!1) ")
            (("1"
                    (rewrite -3)
                    (case "sum_n_split(a!1, b!1, m!1, k!1 + 1, g!1)= sum_n_split(a
                            !1, b!1, m!1, k!1, g!1) +integral(P_1(a!1, b!1, 1 + 2 ^ m
```

```
        ("1" (propax))
        ("2"
            (hide 1)
            (both-sides -
            "integral(P_1(a!1, b!1, 1 + 2 ^ m!1)` seq(k!1), P_1(a!1, b
                    !1, 1 + 2 ^ m!1)` seq(k!1 + 1), g!1)"
            -1)
            (("1"
                (field -1)
                (hide 2)
                (case-replace
                    " sum_n_split(a!1, b!1, m!1, k!1, g!1)=integral(P_1(a
                        !1, b!1, 1 + 2 ^ m!1)` seq(0), P_1(a!1,b!1, 1 + 2 ^ m
                        !1)`}\operatorname{seq}(1+k!1),g!1) -integral(P_1(a!1, b!1, 1 + 2
                        ^m!1)`}\operatorname{seq}(k!1),P_1(a!1,b!1, 1 + 2 ^ m!1)`seq(1 +
                    k!1), g!1) ")
            (("1"
                    (field 1)
                    (expand 'sum_n_split '1)
                    (case-replace
                    " sum_n_split(a!1, b!1, m!1, k!1, g!1)=integral(P_1(a
                        !1, b!1, 1 + 2 ^ m!1)` seq(0), P_1(a!1,b!1, 1 + 2 ^
                        m!1)`}\operatorname{seq}(1+k!1),g!1) -integral(P_1(a!1, b!1, 1
                        + 2 ^ m!1)` seq(k!1),P_1(a!1, b!1, 1 + 2 ^ m!1)
                        seq(1 + k!1), g!1) ")
                    (field 1)
                    (field 1)
                    (assert)
                    (expand 'p_1 '1)
                    (propax))
            ("2" (assert))))
        ("2" (field 1))))))))
("2"
    (lemma "integral_split[real]")
```

```
    ( ("1"
    (inst -1 "P_1 (a!1, b!1, \(1+2 \wedge m!1) ` \operatorname{seq}(0) "\)
        "P_1(a!1, b!1, \(1+2 \wedge m!1) ` \operatorname{seq}(k!1) "\)
```

        "P_1(a!1, b!1, \(1+2 \wedge m!1) ` \operatorname{seq}(k!1+1) " \quad " g!1 ")\)
    (case "P_1(a!1, b!1, \(1+2 \wedge m!1) ` \operatorname{seq}(0)<\)
                P_1 (a!1, b!1, \(1+2\) ^
                \(m!1\) ) \(\operatorname{seq}(k!1)\)
        AND
        P_1 (a!1, b!1, \(1+2 \wedge\)
                \(m!1) ` \operatorname{seq}(k!1)<\)
        P_1 (a!1, b!1, \(1+2\)
        ^ m!1) \(\operatorname{seq}(k!1+\)
        1)
        AND
        integrable? (P_1 (a! 1,
        \(\mathrm{b}!1,1+2 \wedge \mathrm{~m}\)
        !1)' \(\operatorname{seq}(0)\),
                P_1 (a! 1,
                                    b! 1,
                                    \(1+\)
                                    \(2^{\wedge} \mathrm{m}\)
                                    ! 1)
                                    seq (k
                                    ! 1) ,
                                    g! 1)
    AND
    integrable? (P_1 (a
        ! 1, b!1, \(1+2\) へ
        \(m!1) \cdot \operatorname{seq}(k!1)\),
                                    P_1 (a
                                    ! 1,
                                    b! 1,
                                    \(1+\)
                                    2
                                    m
    $!1)$
! 1)
k! 1
+ 1)
, 9
!1)
")
(("1" (assert))
("2"
(lemma "parts_order")
(inst?)
(assert)
(lemma "parts_order")
(expand "P_1")

```
            (inst -1 "a!1" "b!1" "eq_partition(a!1, b!1, 1 + 2 ^ m!1)"
                    "k!1" "k!1+1")
            (("1"
                (assert)
                (hide-all-but 1)
                (typepred "g!1")
                (inst -1
                "[|eq_partition(a!1,b!1,1+2^m!1)` seq(0), eq_partition(a
                    !1,b!1,1+2^m!1)`}\operatorname{seq}(k!1)|]"
                "1")
        (("1"
            (expand 'integ_inclus_fun? '-1)
            (assert)
                    (ground)
                (hide -2)
                (typepred "g!1")
                (inst -1
                    "[|eq_partition(a!1,b!1,1+2^m!1)` seq(k!1),
                    eq_partition(a!1,b!1,1+2^m!1)`seq(1+k!1) |]"
                    "1")
                (("1" (expand 'integ_inclus_fun? '-1) (assert))
                    ("2"
                    (expand 'strictinterval? '1)
                (lemma "parts_order")
                    (inst -1 "a!1" "b!1" "eq_partition(a!1,b!1,1+2^m!1)"
                    "k!1" "k!1+1")
                    (("1" (assert))
                    ("2"
                                    (expand 'eq_partition '1)
                                    (typepred "k!1")
                                    (field 1))))
            ("3" (expand 'eq_partition '1) (field 1))
            ("4" (expand 'eq_partition '1) (field 1))))
            ("2"
                (expand 'strictinterval? '1)
                (lemma "parts_order")
                (inst -1 "a!1" "b!1" "eq_partition(a!1,b!1,1+2^m!1)"
                    "0"
                "k!1")
                (assert))
            ("3"
                (expand 'eq_partition '1)
                (typepred "k!1")
                (field 1))))
            ("2" (expand 'eq_partition '1) (field 1))
            ("3" (expand 'eq_partition '1) (field 1))))))
            ("2" (expand "connected?") (propax))))
("3"
    (typepred "g!1")
```

```
            (inst -1
            "[|P_1(a!1, b!1, 1 + 2 ^ m!1)`seq(k!1),P_1(a!1, b!1, 1 + 2 ^
                m!1)`seq(1+k!1) |]"
            "1")
            (("1" (expand "integ_inclus_fun?") (assert))
            ("2"
            (lemma "parts_order")
            (expand 'strictinterval? '1)
            (inst -1 "a!1" "b!1" "eq_partition(a!1,b!1,1+2^m!1)" "k!1"
                "1+k!1")
            (("1" (assert) (ground) (expand "P_1") (propax))
                ("2" (expand 'eq_partition '1) (field 1))
                ("3" (expand 'eq_partition '1) (field 1))))))
        ("4"
        (lemma "parts_order")
        (inst -1 "a!1" "b!1" "eq_partition(a!1,b!1,1+2^m!1)" "k!1"
            "1+k!1")
        (("1" (expand "P_1") (assert))
            ("2" (expand 'eq_partition '1) (field 1))
            ("3" (expand 'eq_partition '1) (field 1))))
        ("5" (expand 'p_1 '1) (expand 'eq_partition '1) (field 1))
        ("6" (expand 'p_1 '1) (expand 'eq_partition '1) (field 1))
        ("7" (expand 'p_1 '1) (expand 'eq_partition '1) (field 1))))
        ("3"
        (typepred "g!1")
        (skosimp*)
        (inst -1
        "[leq_partition[real](a!1, b!1, 1 + 2 ^ m!1)`seq(0),
            eq_partition[real](a!1, b!1, 1 + 2 ^ m!1)`seq(i!2)|]"
        "1")
        (("1" (expand "integ_inclus_fun?") (assert))
        ("2"
            (expand "StrictInterval?")
            (lemma "parts_order")
            (inst -1 "a!1" "b!1" "eq_partition(a!1,b!1,1+2^m!1)" "0" "i
                !2")
        (assert))))
    ("4"
    (skosimp*)
    (lemma "parts_order")
    (inst -1 "a!1" "b!1" "eq_partition(a!1,b!1,1+2^m!1)" "0" "i!2")
    (assert))
("5" (skosimp*) (typepred "i!2") (expand "eq_partition") (field
            1))
("6" (assert)) ("7" (expand 'eq_partition '1) (propax))
("8" (field 1))))
706 Riemann_integ_interval_approx.general_integ_splitâĆA_TCC1: proved -
```

```
(""
    (skosimp*)
    (typepred "g!1")
    (inst?)
    (inst -1 "1")
    (ground)
    (expand "integ_inclus_fun?")
    (propax))
    Riemann_integ_interval_approx.general_integ_splitâĆA_TCC2: proved -
        complete [shostak](n/a s)
    (""
    (induct "m")
    (("1" (typepred "m!1") (propax)) ("2" (typepred "m!1") (propax))
        ("3" (ground))
        ("4 "
            (skosimp*)
            (ground)
            (("1"
                (field 1)
                (typepred "j!1")
                (field 1)
                (case " 2^(1+j!1)= 2* ^^^(j!1)")
                (("1" (rewrite -1) (lazy-grind)) ("2" (lazy-grind))))
            ("2" (lazy-grind))))))
    Riemann_integ_interval_approx.general_integ_splitâCA_: proved -
        complete [shostak](n/a s)
    (""
    (lemma "general_integ_split")
    (skolem!)
    (inst -1 "lb(X!1)" "ub(X!1)" "g!1" " m!1")
    (assert)
    (musimp)
    (("1"
        (inst -1 "2^m!1")
        (lemma "simple_two")
        (inst?)
        (case "eq_partition(lb(X!1), ub(X!1), 1 + 2 ^ m!1)` seq(0)= lb(X
            !1)")
        (("1"
            (case "eq_partition(lb(X!1), ub(X!1), 1 + 2 ^ m!1)`seq(2^m!1)=
                                    ub(X!1)")
```

```
            (("1"
            (case " ub(X!1)=eq_partition(lb(X!1), ub(X!1), 1 + 2 ^ m!1)`
                    seq(2^m!1)")
            (("1"
                (case " lb(X!1)=eq_partition(lb(X!1), ub(X!1), 1 + 2 ^ m
                    !1)`seq(0)")
            (("1" (hide -3) (hide -3) (rewrite -1) (rewrite -2) (
                    ground))
                ("2" (ground))))
            ("2" (ground))))
            ("2" (ground))))
        ("2" (ground))))
    ("2" (ground) (typepred "X!1") (expand "StrictInterval?") (propax
            )) ))
Riemann_integ_interval_approx.trivial: proved - complete [shostak](
        n/a s)
("" (skosimp*) (lazy-grind))
Riemann_integ_interval_approx.Fundamental_Riemann_inclusionâĆA_TCC1
        : proved - complete [shostak](n/a s)
("" (subtype-tcc))
Riemann_integ_interval_approx.Fundamental_Riemann_inclusionâĆA_TCC2
    : proved - complete [shostak](n/a s)
("" (subtype-tcc))
Riemann_integ_interval_approx.Fundamental_Riemann_inclusionâĆA_TCC3
        : proved - complete [shostak](n/a s)
(""
    (skosimp*)
    (expand "StrictInterval?")
    (lemma "parts_order")
    (inst -1 "lb(X!1)" "ub(X!1)" "eq_partition(lb(X!1),ub(X!1),2^m
            !1+1)"
        "i!1-1" "i!1")
        (("1" (ground) (ground) (rewrite -2) (ground) (lazy-grind))
            ("2" (expand "eq_partition") (typepred "i!1") (field 1))
            ("3" (expand "eq_partition") (typepred "i!1") (field 1))))
```

```
Riemann_integ_interval_approx.Fundamental_Riemann_inclusionâĆĄ:
        proved - complete [shostak](n/a s)
(""
    (skosimp*)
    (assert)
    (induct "i")
    (("1"
        (lemma "Integ_inclusionâĆč_f")
        (skosimp*)
        (expand "sum_n_split")
        (expand "RiemannSum_R2I")
        (expand "R")
        (simplify)
        (assert)
        (assert)
        (inst?)
        (hide-all-but 1)
        (use "expt_ge1")
        (assert)
        (lemma "Integ_inclusionâĆč_f")
        (simplify)
        (inst?)
        (inst -1 "g!1" "n!1" "lb(X!1)")
        (assert)
        (inst -1 "1")
        (musimp)
        (("1"
            (inst?)
            (("1" (ground)) ("2" (typepred "Eval!1") (inst -1 "1") (ground
                ))))
            ("2" (expand "##") (ground))))
        ("2"
            (skosimp*)
            (inst?)
            (expand "sum_n_split" 1)
            (expand "RiemannSum_R2I" 1)
            (case "integral(lb([|finseq_appl[closed_interval[real](lb(X!1),
                ub(X!1))](eq_partition(lb(X!1), ub(X!1), 1 + 2 ^ m!1))(k!1),
                finseq_appl[closed_interval[real](lb(X!1), ub(X!1))](
                eq_partition(lb(X!1), ub(X!1), 1 + 2 ^ m!1)) (1 + k!1)|]), ub
                ([|finseq_appl[closed_interval[real](lb(X!1), ub(X!1))](
                eq_partition(lb(X!1), ub(X!1), 1 + 2 ^ m!1))(k!1),finseq_appl
                [closed_interval[real](lb(X!1), ub(X!1))] (eq_partition(lb(X
                !1), ub(X!1), 1 + 2 ^ m!1))(1 + k!1)|]),g!1) ## R(lb(X!1), ub
                (X!1), m!1, 1 + k!1, n!1, Eval!1)")
        (("1"
            (lemma "Add_inclusion")
            (inst -1 "R(lb(X!1), ub(X!1), m!1, 1 + k!1, n!1, Eval!1)"
```

```
    "RiemannSum_R2I(lb(X!1), ub(X!1), m!1, k!1, n!1, Eval!1, R)"
    "integral(lb
        ([|finseq_appl[closed_interval[real](
                                lb(X!1), ub(X!1))]
                                    (eq_partition(lb(X!1), ub(X!1),
                                    1 + 2 ^ m!1))(k!1),
        finseq_appl[closed_interval[real](
            lb(X!1), ub(X!1))]
                (eq_partition(lb(X!1), ub(X!1),
                    1 + 2 ^ m!1))
                (1 + k!1)|]),
            ub
        ([|finseq_appl[closed_interval[real](
        lb(X!1), ub(X!1))]
                (eq_partition(lb(X!1), ub(X!1),
                    1 + 2 ^ m!1))(k!1),
        finseq_appl[closed_interval[real](
            lb(X!1), ub(X!1))]
                (eq_partition(lb(X!1), ub(X!1),
                    1 + 2 ^ m!1))
                (1 + k!1)|]),
            g!1)"
    "sum_n_split(lb(X!1), ub(X!1), m!1, k!1, g!1)")
(assert))
("2"
(hide 2)
(expand "R")
(lemma "Integ_inclusionâĆČ_f")
(inst?)
(inst -1 "g!1" "n!1"
    "lb([|finseq_appl[closed_interval[real](lb(X!1), ub(X!1))]
                (eq_partition(lb(X!1), ub(X!1)
                    , 1 + 2 ^ m!1))
                    (k!1),
                        finseq_appl[closed_interval[real](
                        lb(X!1), ub(X!1))]
                                (eq_partition(lb(X!1), ub(X!1)
                            , 1 + 2 ^ m!1))
                                (1 + k!1)|])")
(assert)
(inst -1 "k!1+1")
(("1"
    (ground)
    (("1"
        (inst?)
        (typepred "Eval!1")
        (inst -1 "k!1+1")
        (("1" (ground)) ("2" (lemma "trivial") (inst? -1) (ground)
            )))
```

```
            ("2"
            (hide 2)
            (expand "##")
            (ground)
            (lemma "parts_order")
            (lemma "parts_order")
            (inst -1 "lb(X!1)" "ub(X!1)"
            "eq_partition(lb(X!1),ub(X!1), 2^m!1+1)" "k!1" "k!1+1")
            (("1" (ground))
            ("2" (typepred "k!1") (expand "eq_partition") (field 1)))
                    )) )
            ("2"
            (field 1)
            (ground)
            (hide 2)
            (hide -2)
            (field)
            (lemma "trivial")
            (inst?)
            (ground))))))
    ("3" (typepred "X!1") (expand "StrictInterval?") (assert))
    ("4"
            (skosimp*)
            (expand "StrictInterval?")
            (lemma "parts_order")
            (inst? -1)
            (inst -1 "i!3")
            (ground))
("5" (skosimp*) (typepred "i!3") (expand "eq_partition") (field))
("6" (typepred "X!1") (skosimp*) (expand "StrictInterval?") (
                    propax))
("7" (skosimp*) (expand "eq_partition") (typepred "i!3") (field))
("8" (use "expt_ge1"))))
    Riemann_integ_interval_approx.Simple_Riemann_Soundness_TCC1: proved
            - complete [shostak](n/a s)
    (""
    (skosimp*)
    (lemma "parts_order")
    (ground)
    (inst?)
    (ground)
    (typepred "X!1")
    (hide-all-but (-1 1))
    (expand "StrictInterval?" -1)
    (lemma "parts_order")
    (ground)
```

```
913 (inst?)
(typepred "X!1")
    (hide-all-but (-1 1))
    (expand "StrictInterval?" -1)
    (lemma "parts_order")
    (inst?)
    (inst?)
    (expand "StrictInterval?")
    (assert)
    (lemma "parts_order")
    (ground)
    (inst?)
        (ground))
    Riemann_integ_interval_approx.Simple_Riemann_Soundness: proved -
        complete [shostak](n/a s)
    (" "
        (skosimp*)
        (assert)
        (skosimp*)
        (lemma "Fundamental_Riemann_inclusion1")
        (inst?)
        (inst -1 "X!1" "g!1" "n!1")
        (assert)
        (inst -1 "2^m!1")
        (inst -1 "Eval!1")
        (case "integral(lb(X!1), ub(X!1), g!1) = sum_n_split(lb(X!1), ub(X
        !1), m!1, 2 ^ m!1, g!1)")
941 (("1" (rewrite -1)) ("2" (lemma "general_integ_split1") (inst?))))
```

$\square$

## Binary agreement protocol

## D. 1 PSS Binary Agreement Rings

In this section, we use theorem proving techniques to generalize a small synthesized agreement protocol on a unidirectional ring (presented in [25]) that is weakly stabilizing for any $3 \leq n \leq 6$, where $n$ is the number of processes. First, we introduce the agreement protocol.

Example D.1.1. The agreement protocol, denoted $A G(n)$, includes $n>2$ processes located on a unidirectional ring. Each process $p_{j}$ has a variable $c_{j}$ with a domain Dom $=\{0,1\}$. Thus, $A G(n)$ has the set of variables $V_{A G(n)}=\left\{c_{0}, c_{1}, \ldots, c_{n-1}\right\}$. Each process can read but not write its left neighbor; i.e., $\operatorname{Read}_{p}=\left\{c_{j \ominus 1}, c_{j}\right\}$ while $W_{\text {rite }}^{p}=\left\{c_{j}\right\}$. Each process has the following parameterized action:

$$
\begin{equation*}
A_{j}: c_{j \ominus 1}<c_{j} \rightarrow c_{j}:=c_{j \ominus 1} \tag{D.1}
\end{equation*}
$$

If the variable $c_{j}$ has a value greater than its predecessor then the process $p_{j}$ sets the value of $c_{j}$ to $c_{j \ominus 1}$ (which is equal to 0 due to the binary domain). A legitimate state of the $A G(n)$ protocol is a state where all variables have the same value. Let I denote the set of legitimate states of $A G(n)$. If the condition $\left(c_{j \ominus 1}<c_{j}\right)$ holds for a process $j$, then we call it a locally corrupted process; otherwise, we say the protocol is silent at process $j$.

## D.1.1 PVS Specification of AG(n)

In our PVS specification of AG(n) there are $n$ processes, where $n$ is a theory parameter of type positive natural numbers, denoted posnat. We assume that $n>2$. We define the type Bin: below[2] to capture the domain of binary variables. Moreover, we formalize a global state of $\operatorname{AG}(\mathrm{n})$ as a finite binary sequence of length $n$; i.e., STC:

NONEMPTY_TYPE $\left\{\mathrm{s}\right.$ :finseq (Bin) | $\mathrm{s}^{\prime}$ length=n\}. Furthermore, since each variable $c_{j}$ has two pieces of information namely the process position and its value, we model its type by a tuple ndx_varb:TYPE $+=[$ Bin,below[n]].

## D.1.1.1 Specifying the Processes

We define the set of readable variables of a process $p_{j}$ by the function $R E A D_{p}$.
Definition D.1.1. READ_p(s:STC, j:below[n]): set[ndx_varb] $=\{\mathrm{L}:(\operatorname{VaIPos}(\mathrm{s}, \mathrm{j} \ominus \mathrm{i}))$ $\mid \mathrm{i}=0,1\}$, where $\ominus$ denotes subtraction modulo 2 .

Similarly, we define the set of writable variables of process $j$ by the function WRITE $_{p}$.

Definition D.1.2. WRITE_p(s:STC,j:below[n]): set[ndx_varb] $=\{\mathrm{L}: n \mathrm{ndx}$ _varb $\mid \mathrm{L}=$ $\operatorname{ValPos}(\mathrm{s}, \mathrm{j})\}$

Finally, we define the set of transitions of each process $p_{j}$ as the set of all possible transitions generated by the action function of $p_{j}$. The action function will not be activated on a process $j$ unless the state was locally corrupted at process $j$. We define the function action $(\mathrm{s}, \mathrm{j})$ such that a locally corrupted state $s$ at process $j$ will be mapped non-deterministically to the state generated by action( $\mathrm{s}, \mathrm{j}$ ).


Listing D.1: action of binary agreement protocol at process j
DELTA_p( $\mathrm{s}, \mathrm{j})$ captures the set of transitions of a process $j$ originated at a global state $s$.

Definition D.1.3. DELTA_p(s:S_ill, j:below[n]): set[Transition] $=\{\operatorname{tr}:$ Transition $\mid$ active_LocallyCorrupted?( $\mathrm{s}, \mathrm{j}) \wedge \operatorname{tr}=(\mathrm{s}$, action $(\mathrm{s}, \mathrm{j}))\}$

For an arbitrary global state $s$, we now define a process of $\mathrm{AG}(\mathrm{n})$.
Definition D.1.4. PRS_p(s:STC,j:below[n]): p_process = (READ_p(s,j), WRITE_p(s,j), DELTA_p(s,j))

## D.1.1.2 Specifying the Parameterized Protocol AG(n)

We parameterize the definition of the protocol $A G(n)$ with an arbitrary illegitimate state $s$. To capture the set of processes of the AG(n) protocol, we define the function PROC_prt as follows:

Definition D.1.5. PROC_prt(s:STC): set[p_process]=\{p:p_process $\mid \exists$ (j:below[n]): p $=$ PRS_p(s,j) \}

The function VARB_prt returns the set of variables of the protocol $A G(n)$.
Definition D.1.6. VARB_prt(s:S_ill): set[ndx_varb] $=\left\{\mathrm{v}: n d x \_\right.$varb $\mid \exists$ (j:below[n]):v $\in$ WRITE_p(s,j))\}

Likewise, the function DELTA_prt returns the set of transitions of the protocol AG(n).

Definition D.1.7. DELTA_prt(s:STC): $\operatorname{set}[$ Transition] $=\{\operatorname{tr}: T r a n s i t i o n ~ \mid ~ \exists ~(j: b e l o w[n]): ~$ $\operatorname{tr} \in$ DELTA_p(s,j)\}

Thus, starting from an initial state $s$ the formalization of $A G(n)$ is given by defining $A G(n)$ as a function of type nd_Protocol with the images of READ_prt, WRITE_prt and DELTA_prt functions over the state $s$ as the components of AG(n).
AG_n_s: nd_Protocol= ( PROC_prt(s), VARB_prt(s), DELTA_prt(s) )

## D.1.2 Weak Stabilization of AG(n)

In this section, we show that the Add_Weak algorithm generates a weakly stabilizing version of the protocol $\mathrm{AG}(\mathrm{n})$ for any $n>2$. To this end, we build a similar proof of coloring protocol by showing that $\mathrm{AG}(\mathrm{n})$ has a recursive constructor function.

This implicitly means that from any state outside the set of legitimate states $I$ of the protocol $\mathrm{AG}(\mathrm{n})$ (for any $n>2$ ), there exists a prefix that reaches $I$. (PVS specifications and proofs of binary agreement are available at https://sites.google. com/a/mtu.edu/amertahatpvs/fault-tolerance-ss-protocols/Bin_Agreemen_n)
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