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#### Abstract

This technical report discusses the application of the Lattice Boltzmann Method (LBM) and Cellular Automata (CA) simulation in fluid flow and particle deposition.

The current work focuses on incompressible flow simulation passing cylinders, in which we incorporate the LBM D2Q9 and CA techniques to simulate the fluid flow and particle loading respectively. For the LBM part, the theories of boundary conditions are studied and verified using the Poiseuille flow test. For the CA part, several models regarding simulation of particles are explained. And a new Digital Differential Analyzer (DDA) algorithm is introduced to simulate particle motion in the Boolean model. The numerical results are compared with a previous probability velocity model by Masselot [Masselot 2000], which shows a satisfactory result.


## Chapter 1

## Introduction

The Lattice Boltzmann Method (LBM) is a new computational method used to simulate gases and fluids. The advantage of LBM primarily lies in its simplified treatment of complex geometry and locality for parallel programming, which greatly increases its efficiency in computation. The Lattice Boltzmann Method has evolved from Cellular Automata (CA), which can simulate complex phenomena simply by setting local rules for computational cells. The author intends to apply those two powerful techniques to simulate the particle deposition process. Furthermore, the simulation results can be used to simulate soot collection procedure in a Diesel Particulate Filter.

This report is divided into seven chapters. Chapter 2 gives a review of the theoretical study of LBM and CA. It includes the historical development and directions for future study of Lattice Boltzmann method and CA.

In Chapter 3, the author introduces the prevailing LBGK model and its theory foundation. Since this model is used in the later part of simulation, it is explained clearly in this chapter. The recovery of incompressible Navier-Stokes equation from LBGK model is derived in the form of finite difference which is too prolonged and attached in the appendix. Another two famous incompressible LB models are introduced in the appendix. Also the stability issue of LB methods is mentioned.

Boundary conditions are discussed in detail in Chapter 4. The feasible boundary conditions that can be applied in complex geometry are verified in Poiseuille flow test. Other famous boundary conditions not tested are explained in Appendix III.

Chapter 5 gives an introduction of particle deposition theory and numerical models. In this chapter, the particle motion loading the background velocity field generated by LB method is discussed. And the author introduces a new interpolation method for loading the flow field. The theory is established and illustrated with examples. Furthermore, a comparison is made between this model and the one
proposed by Masselot [Masselot 2000]. The author also gives an evaluation of this model and its future implementation.

In Chapter 6, we have the numerical simulation of single fiber deposition using the Boolean model.

We conclude the whole article in Chapter 7 and give a prospective of the proposed approach in the future.

## Chapter 2

## Literature Review

### 2.1 Lattice Boltzmann Method (LBM)

Since the 1970s the Boltzmann equation has been applied to kinetic theory through solving the distribution function to obtain the macroscopic flow field [Kanki \& Iuchi 1973]. In order to solve Boltzmann equation, the full distribution function of each microscopic particle needs to be solved, which complicates the computation process. There are many other methods presenting the flow field from the physics of flow process instead of solving the Boltzmann Equation directly. Direct Simulation Monte-Carlo (DSMC) is the most famous among those methods [Bird 1994].

By ignoring the microscopic details in molecular dynamics, which has trivial influence in macroscopic dynamics, one simplifies the kinetic equation [Kadanoff 1986]. The Lattice Gas Automata (LG) has been developed since 1970s, which is considered as a simplified and fictitious molecular dynamic model [Hardy et al 1973, U. Frisch et al 1986]. McNamara \& Zanetti [McNamara \& Zanetti 1988] replace the particle occupation of Boolean variables with single-particle distribution functions of real variables and neglect individual particle motion and particle-particle correlations in the kinetic equations. This is the milestone which represents the birth of Lattice Boltzmann method.

Since then, more and more researchers have turned their attention to this new rising computational technique and perfected it in application. Through linearization of collision operator [Higuera \& Jimenez 1989, Higuera et al 1989] and simplification of collision operator with single relaxation time [Bhatnagar et al 1954], the Lattice Bhatnagar-Gross-Krook (LBGK) model comes into being [Qian et al 1992]. In Qian's paper [Qian et al 1992], the authors state that the Navier-Stokes equation can be obtained at the second order of approximation with multi-scale technique.

He \& Luo proposed a LBGK model for incompressible Navier-Stokes equation in 1997 [He \& Luo 1997]. In this paper, the local pressure distribution function is introduced based on the equation of state (EOS). This model is widely accepted by people. In 2000, Guo described a new incompressible
model purely based on mathematics [Guo et al 2000]. The basic idea is similar to He \& Luo's model but replaced with a new equilibrium distribution function.

The general theory and its extensions in applications are summarized by Chen [Chen \& Doolen 1998] and Succi [Succi 2000]. These two articles are considered the important text in LBM area.

### 2.2 Cellular Automata (CA)

Wolfram [Wolfram 1983] interprets, Cellular automata are sufficient simple to allow detailed mathematical analysis, yet sufficient complex to exhibit a wide variety of complicated phenomena.

Cellular automata shares the characteristics [Wolfram 1984]

- CA are regular arrangements of single cells of the same kind.
- Each cell holds a finite number of discrete states.
- The states are updated simultaneously (synchronously) at discrete time levels.
- The update rules are deterministic and uniform in space and time.
- The rules for the evolution of a cell depend only on a local neighborhood of cells around it.

Cellular Automata applies simple rules to local computational cells, which make this method quite efficient and easy to apply. Lattice Gas Cellular Automata is much more complex than Cellular Automata. General CA is usually too simple to simulate complex phenomena like fluids and gases. There is a need to apply some complicated rules to make CA satisfy the governing partial differential equations [Wolf-Gladrow 2005].

### 2.3 Diesel Particulate Filter (DPF)

Diesel Particulate Filter has come into being for almost three decades, aiming at reducing the particulate matter (PM) emission of the diesel engine. The most popular configuration of the DPF is the honeycomb wall-flow monolith which is shown in figure 2.1. The main deposition mechanisms in the DPF are those of Brownian diffusion and direct interception [Konstandopoulos 2000]. Konstandopoulos develop a 1-D model to simulate the deposition procedure in DPF. This model is tested in Catalyzed wall-flow diesel Particulate Filter (CPF) by Huynh et al [Huynh et al 2003] and the simulation results agree with the experimental data.


Fig.2.1 Honeycomb wall-flow monolith DPF (Konstandopoulos et al 2000)
Later on, the 3-D deposition model of DPF is simulated using LBM by Yamamoto et al [Yamamoto et al 2009]. And the authors also conduct extensive experiments to verify their model.

## Chapter 3

## Lattice Boltzmann Method

### 3.1 Lattice BGK (Bhatnagar-Gross-Krook) D2Q9 Model

D2Q9 stands for 2 dimensional 9 speeds model in LBM. Through discretization of velocity space, the velocity is restricted to finite directions. Figure 3.1 shows two dimensional lattice with discrete lattice velocities $\mathbf{e}_{\alpha}$ where $\alpha=0$ to 8 represent 9 directions. Particle positions are confined to node positions. Hence variations in velocities in Cartesian coordinates for this model are given as:

$$
\begin{aligned}
& \mathbf{e}_{0}=\mathbf{0}, \quad \mathbf{e}_{1}=c \mathbf{i}, \quad \mathbf{e}_{2}=c \mathbf{j}, \quad \mathbf{e}_{3}=-c \mathbf{i}, \quad \mathbf{e}_{4}=-c \mathbf{j}, \\
& \mathbf{e}_{5}=c(\mathbf{i}+\mathbf{j}), \quad \mathbf{e}_{6}=c(-\mathbf{i}+\mathbf{j}), \quad \mathbf{e}_{7}=c(-\mathbf{i}-\mathbf{j}), \quad \mathbf{e}_{8}=c(\mathbf{i}-\mathbf{j}),
\end{aligned}
$$

where $c$ is the lattice speed $c=\delta_{x} / \delta_{t} ; \delta_{x}$ and $\delta_{t}$ are the lattice constant in length and step size in time.

The single particle distribution function $f_{\alpha}$ along $\alpha$ direction can be thought to as a frequency of occurrence.


Fig.3.1 LBM D2Q9 lattice cell

In single relaxation BGK (Bhatnagar-Gross-Krook) approximation, particle distribution evolves due to collision tending towards an equilibrium distribution function which is defined by macroscopic velocity at that particular point. Collision contains only local information, satisfied mass, momentum and energy (etc.) conservation at each lattice site. Collision of fluid particles is considered as a relaxation towards a local equilibrium. The local equilibrium distribution function with a relaxation time determine the type of problem needed to be solved.

The D2Q9 (two dimensional nine speeds) lattice LBGK model use the equation of the system [He \& Zou 1997]:

$$
\underbrace{f_{\alpha}\left(\mathbf{x}+\mathbf{e}_{\alpha} \delta_{t}, t+\delta_{t}\right)}_{\text {Streaming }}=\underbrace{f_{\alpha}(\mathbf{x}, t)-\frac{1}{\tau}\left[f_{\alpha}(\mathbf{x}, t)-f_{\alpha}^{(e q)}(\rho, \mathbf{u})\right]}_{\text {Collision }}
$$

$\tau$ is the dimensionless relaxation time which is closely related to viscosity, and

$$
\mathbf{e}_{\alpha}= \begin{cases}(0,0) & \alpha=0 \\ (\cos [(\alpha-1) \pi / 2], \sin [(\alpha-1) \pi / 2]) c & \alpha=1,2,3,4 \\ (\cos [(\alpha-5) \pi / 2+\pi / 4], \sin [(\alpha-5) \pi / 2+\pi / 4]) \sqrt{2} c & \alpha=5,6,7,8\end{cases}
$$

are the particle velocity vectors.
The equilibrium distribution functions $f_{\alpha}^{(e q)}$ are

$$
f_{\alpha}^{(e q)}(\rho, \mathbf{u})=w_{\alpha} \rho\left[1+3\left(\frac{\mathbf{e}_{\alpha} \cdot \mathbf{u}}{c}\right)+\frac{9}{2}\left(\frac{\mathbf{e}_{\alpha} \cdot \mathbf{u}}{c^{2}}\right)^{2}-\frac{3}{2}\left(\frac{\mathbf{u}}{c}\right)^{2}\right]
$$

where the weighting factors $w_{\alpha}$ are:

$$
w_{\alpha}= \begin{cases}4 / 9 & \alpha=0 \\ 1 / 9 & \alpha=1,2,3,4 \\ 1 / 36 & \alpha=5,6,7,8\end{cases}
$$

The density of each lattice unit and local momentum are given by

$$
\rho=\sum_{\alpha} f_{\alpha} ; \quad \quad \rho \mathbf{u}=\sum_{\alpha} \mathbf{e}_{\alpha} f_{\alpha}
$$

where $\mathbf{u}$ is the fluid velocity.
The evolution of LBGK model mainly consists of two steps: collision and streaming [Yu et al 2003].
Boundary conditions can be viewed as special collisions.
Collision: distribution functions $f_{\alpha}$ at the position $\mathbf{x}$ undergo the process by

$$
\tilde{f}_{\alpha}\left(\mathbf{x}_{i}, t+\delta t\right)=\left(1-\frac{1}{\tau}\right) f_{\alpha}\left(\mathbf{x}_{i}, t\right)-\frac{1}{\tau} f_{\alpha}^{(e q)}\left(\mathbf{x}_{i}, t\right)
$$

where $\tilde{f}_{\alpha}$ is the post-collision state, and $\mathbf{x}_{i}$ represents a point in the discretized physical space.
Streaming: post-collision distribution functions $\tilde{f}_{\alpha}$ move to the next position $\mathbf{x}+\mathbf{e}_{\alpha} \delta_{t}$.

$$
f_{\alpha}\left(\mathbf{x}+e_{\alpha} \delta t, t+\delta t\right)=\tilde{f}_{\alpha}\left(\mathbf{x}_{i}, t+\delta t\right)
$$



Fig.3.2 Streaming step [Sali 2012]
In principle, the relaxation factor ' $\tau$ ' is a complicated functional of the distribution function $f$ and $\tau=\lambda / \delta t$ ( $\lambda \equiv$ Relaxation time). Although streaming and collision can be combined into a single equation, they are strictly separated if solid boundaries boundary condition is applied. The BGK-type simple relaxation process in the kinetic equation allows the recovery of the non-linear convection in the Navier-Stokes equation through the multi-scale expansion.

The derivation of Navier-Stokes equation for the incompressible LBGK model using finite difference method is discussed in Appendix A. Since finite difference form is very clear while demonstrating the details of calculation, it can be applied in detailed analysis such as complex geometry boundary condition, pressure velocity condition and error analysis. Other governing equations can also be derived under different circumstance, such as time-independent and steady state conditions. One enlightening paper is written by $\mathrm{He} \& \mathrm{Zou}$ [He \& Zou 1997] which shows that, under certain condition, the governing equations can be recovered through traditional finite difference methods.

The other two incompressible models proposed by He \& Luo [He \& Luo 1997] and Guo et al [Guo et al 2000] are introduced in Appendix II.

### 3.2 Stability and Convergence Issue

According to Yu et al [Yu et al 2003], the Courant-Friedrichs-Lewy (CFL) number is proportional to $\delta_{t} / \delta_{x}$, since the lattice units $\delta_{t}=\delta_{x}=1$, which means the convergence speed of Lattice-Boltzmann Method is relatively slow. Some improvements have been made by Yu et al [Yu et al 2003], Bao [Bao \& Schaefer 2008]. The common set-up of relaxation time in LBM is between one-half and two to reach a stable solution.

## Chapter 4

## Boundary Condition Disscusion

In this chapter we set up a Poiseuille channel flow test to examine prevailing boundary condition schemes. In numerical test part, we set up 100 lattice units in $x$-direction and 40 lattice units in $y$-direction.


Fig.4.1 Schematics of Plane Poiseuille Flow
For a plane Poiseuille flow, the theoretical velocity distribution is given by:

$$
u(y)=-\frac{1}{2 \mu} \frac{d p}{d x} y(h-y)
$$

where $\mu$ is the dynamic viscosity, $h$ is the height of the channel, $d p / d x$ is the pressure gradient; By setting $y=h / 2$, we have the maximum velocity:

$$
u_{\max }=-\frac{h^{2}}{8 \mu} \frac{d p}{d x}
$$

To compare numerical solution with the analytical solution, we normalized the velocity distribution by their maximum velocity respectively.

### 4.1 Inlet and Outlet Boundary Condition

Zou \& He proposed a generalized velocity pressure condition [Zou \& He 1997]. The details of this boundary condition are introduced in following paragraphs.


Fig.4.2 Boundary configuration for Poiseuille flow test [Mohamad 2011]
In the Poiseuille flow test, we set both the inlet (West) and outlet (East) constant pressure boundary condition. And therefore, according to Zou \& He [Zou \& He 1997], we have the equations below. Inlet (West): since $f_{2}, f_{6}, f_{3}, f_{7}, f_{4}$ and $\rho_{w}$ are known after streaming, to derive $f_{5}, f_{1}, f_{8}$ and $u_{w}$, we have:

$$
\begin{gathered}
u_{w}=1-\frac{1}{\rho_{w}}\left[f_{0}+f_{2}+f_{4}+2\left(f_{3}+f_{6}+f_{7}\right)\right] \\
f_{1}=f_{3}+\frac{2}{3} \rho_{w} u_{w} \\
f_{5}=f_{7}-\frac{1}{2}\left(f_{2}-f_{4}\right)+\frac{1}{6} \rho_{w} u_{w}+\frac{1}{2} \rho_{w} v_{w} \\
f_{8}=f_{6}+\frac{1}{2}\left(f_{2}-f_{4}\right)+\frac{1}{6} \rho_{w} u_{w}-\frac{1}{2} \rho_{w} v_{w}
\end{gathered}
$$

Similarly, we have the equations for the outlet (East):

$$
\begin{gathered}
u_{e}=1-\frac{1}{\rho_{e}}\left[f_{0}+f_{2}+f_{4}+2\left(f_{1}+f_{5}+f_{8}\right)\right] \\
f_{3}=f_{1}-\frac{2}{3} \rho_{e} u_{e} \\
f_{7}=f_{5}+\frac{1}{2}\left(f_{2}-f_{4}\right)-\frac{1}{6} \rho_{e} u_{e}-\frac{1}{2} \rho_{e} v_{e} \\
f_{6}=f_{8}-\frac{1}{2}\left(f_{2}-f_{4}\right)-\frac{1}{6} \rho_{e} u_{e}+\frac{1}{2} \rho_{e} v_{e}
\end{gathered}
$$

### 4.2 Bounce Back Boundary Condition

There are several types of bounce back schemes for solid sites that can be applied to north and south walls. The most general bounce back can be viewed as on-grid bounce back scheme. We have an example regarding the bounce back scheme on North (Top) wall. If the solid nodes are assumed right
on wall, then we have the on-grid bounce back scheme.


Fig.4.3 On-grid bounce back scheme [Sukop 2006]
In this case, we have the equation for on-grid bounce back [Succi 2001].

$$
\left[\begin{array}{l}
f_{7}(x, y) \\
f_{4}(x, y) \\
f_{8}(x, y)
\end{array}\right]=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)\left[\begin{array}{l}
f_{5}(x, y) \\
f_{2}(x, y) \\
f_{6}(x, y)
\end{array}\right] .
$$

This bounce back scheme is based on the paper of Zou \& He [Zou \& He 1997], He et al [He et al 1997] and Chen \& Doolen [Chen \& Doolen 1998]. In their study, shifting position of solid wall by $1 / 2$ lattice unit length will give second-order accuracy.

The result in Fig. 4.4 is tested for channel flow described at the beginning of this chapter.


Fig.4.4 On grid bounce back scheme
The difference between analytical and LBM shown in figure 4.4 is called "slip velocity" [Inamuro et al 1995], and they proposed counter slip velocity scheme to eliminate the error. This scheme is introduced in Appendix III.

By setting 100 lattice units in $y$-direction, the result is shown in figure 4.5 .


Fig.4.5 Result of using 100 lattice units in $y$-direction
The above result is consistent with the previous one using same bounce back scheme. By increasing the mesh size, the difference may be reduced.

He \& Zou [He \& Zou 1997] also examined the modified bounce-back scheme and showed it also has second-order accuracy. The difference of modified bounce-back scheme lies on the collision happens on the solid boundary nodes. And the results is only good for $\tau=1$, For $\tau \neq 1$, there is a slip velocity.

(a)

(b)

Fig.4.6 Modified bounce-back scheme for (a) $\tau=1$ and (b) $\tau=0.6$.
Some other boundary conditions are discussed in the Appendix III.

### 4.3 Conclusion

From above discussion and testifying various schemes proposed by other researchers, due its simplicity, we will use the on-grid bounce-back scheme in this study.

## Chapter 5

## Particle Motion and Deposition

To model particle loading, two mechanisms are needed, namely particle motion and deposition.
To simulate the particle motion, the most common way is employing Lagrangian mechanics to calculate the motion of each individual particle directly. This method is very simple and easy to understand. However, once the number of particles engaged in is getting bigger, the collision part makes the complexity grows in the order $O(n!)$, which is impossible to calculate. However, once statistical methods are introduced, the Langevin equation can be integrated numerically [Ermak \& Buckholz 1980]. And the complex statistical motion of the particles can be resolved.

The particle deposition mechanisms involve gravitational sedimentation, Brownian diffusion, inertial impaction, and direct interception [Friedlander 2000]. Brownian movement is essentially important for particles less than 1 micron [Ramarao et al 1994]. Some authors simulate dynamics of soot particles with the Langevin equation taking drag and stochastic forces of gas flow, gravity and thermo-phoretic force into account [Hayashi \& Kubo 2008]. Others improved the numerical collection efficiency with relatively macroscopic experiments.

### 5.1 Boolean Model

The easiest way to model individual particles is to present single particle with single mesh unit which can perfectly fit in with the lattice system. However, the disadvantage is that the particle geometry and size cannot be modeled exactly. This scheme is derived from a Boolean model and its basic idea is similar to Cellular Automata (CA). Masselot [Masselot 2000] presented this model in his Ph.D. thesis.

### 5.2 Probability Density Function (PDF) Model

The particles are not treated individually, but as statistical occupation of space, no matter in volume or in mass. If the flow field is uniform, usually the probability of particle distribution is uniform, and we can employ a single value to represent how many particles are loaded in the flow field. This way of dealing with particle deposition greatly accelerate the computing, which explains why such schemes
are more easy-to-execute and less time consuming. Some authors use the concepts "bulk density", "volume concentration" [Hayashi \& Kubo 2008] and "soot concentration" [Yamamoto 2006]. Actually, such concepts behave instinctually the same.

### 5.3 Method of Moments (MoM) model

In the paper by Gschaider \& Honeger [Gschaider \& Honeger 2006], the authors take the change of particle size distribution into consideration. This model was originally proposed by Smoluchowski in 1917, which is the most efficient method in calculating the Brownian coagulation [Frenklach 2002]. The time-evolution of particle population was approximated by dividing the particles into infinite groups and described by a set of differential equations accordingly. Despite the accuracy and efficiency of MoM model, it is still very cumbersome for simulating the simple case. But this method may be applied in the future for improving the interactions between particles.

### 5.4 Masselot's Model of Particle Motion

Since the velocity at each lattice point is given by Lattice Boltzmman method, the global velocity field can be obtained theoretically through traditional interpolation in CFD. Once the flow field is known, all kinds of particle deposition methods can be applied. Masselot proposed a way of dealing with the particle motion in his Ph.D. thesis [Masselot 2000].


Fig.5.1 Particle motion probabilities related to velocity.
Masselot decomposes the velocity into $x$ and $y$ direction, represented by $u_{x}$ and $u_{y}$ respectively.

And also set up probabilities $\xi_{x}=\left|u_{x}\right|$ and $\xi_{y}=\left|u_{y}\right|$.
In this case, $\xi_{x}$ represents the probability of which particle will move along $x$ - direction, and respectively $\xi_{y}$ represents the probability particle will move along $y$-direction.

The probabilities of resting or reaching other three neighbors in the quadrant are:

$$
\begin{array}{ll}
\text { Probability moving to the diagonal site } \mathbf{r}+\mathbf{e}_{5}: & p_{5}=\xi_{x} \xi_{y} \\
\text { Probability moving to the } x \text {-neighbor site } \mathbf{r}+\mathbf{e}_{1}: & p_{1}=\xi_{x}\left(1-\xi_{y}\right) \\
\text { Probability moving to the } y \text {-neighbor site } \mathbf{r}+\mathbf{e}_{2}: & p_{2}=\xi_{y}\left(1-\xi_{x}\right) \\
\text { Probability remain at site } \mathbf{r}: & p_{0}=\left(1-\xi_{x}\right)\left(1-\xi_{y}\right)
\end{array}
$$

The author also provides justification of this method, estimates the predicted trajectory deviation from the path-line, and analytically approximates a mean diffusion coefficient based on the given algorithm.

Usually the velocity in Lattice Boltzmann method for the incompressible flow is always below 0.15 [He \& Luo 1997] which means the propagation speed is relatively low. However, the efficiency can be increased by adding the time variable $\tau_{s}$ [Chopard \& Masselot 1999, Chopard et al 2000]. The probability term $p_{i}$ becomes $p_{i}\left(\tau_{s} / \tau\right)$, where $\tau$ is the time step in LBM, and the time variable $\tau_{s}$ is always greater than $\tau$.

### 5.5 Digital Differential Analyzer (DDA) Algorithm Introduction

DDA (Digital Differential Analyzer) circular interpolation algorithm is often applied to NC (Numerical Control) machining trace control. In numerical control domain, Digital Differential Analyzer (DDA) algorithm is frequently used for linear interpolation of variable over an interval between start and end point. In traditional CNC machine step, motor is the actuator, which means the movement can only be transferred as binary signals, the interpolation process should be interpreted with Boolean operation of the trajectory path [Suh et al 2008].

Regardless of the interaction between fluids and particles, for each individual particle, the path-line is known. Instead of DDA algorithm, of which the trajectory path behaves like path-line, we may use the register concept to realize the velocity at each lattice point. Data registers can hold numeric values
such as integer and floating-point values and other data. In some older and low end CPUs, a special data register, known as the accumulator which could keep adding numbers. It will clear itself when the register is full.

If applying Lagrangian approach to each particle, it is necessary to set a fictitious "register" for every particle that enters the calculation domain. The number of "registers" increases as the more particles entered, which makes re-allocation cumbersome for the computer RAM. Also the trajectories of the particles need to be tracked in this algorithm. All these disadvantages make this description hard to realize.

If we apply the Eulerian specification, the number of registers needed is coupled with the mesh size which is fixed. And the particle trajectory does not need to be tracked. This approach seems to facilitate the calculation. But we need to verify this approach in the later part.

We have an example for DDA interpolation of particle motion in a 2-D uniform velocity flow field, the $x$-direction velocity component is $u_{x}=0.12$ and $y$-direction velocity component is $u_{y}=0.05$. For the two dimension case, we need to set up two registers for $x$-direction and $y$-direction. The registers need to set a threshold value; usually this value is no less than the maximum velocity in the flow field, and we set it $u_{\max }=\sqrt{u_{x}^{2}+u_{y}^{2}}=\sqrt{0.12^{2}+0.05^{2}}=0.13$. Also the register needs to be clear to 0 .
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5
$\rightarrow 1 \xrightarrow{\substack{y \\ \longrightarrow}}$
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Fig.5.2 Schematic of particle motion
In above figure, a particle enters the site " 0 ", and the velocity at this point is $u_{x}=0.12$ and $u_{y}=$ 0.05. For this particle, it can only move to sites " 1 ", " 2 ", " 5 " or remain at " 0 ".

Step (1): The registers begin to work,
add $x$-direction velocity to $x$-direction register

$$
d d a x=0+0.12=0.12
$$

add $y$-direction velocity to $y$-direction register

$$
d d a y=0+0.05=0.05
$$

Step (2): Then judge whether any register is full,
ddax $(0.12)<u \_m a x(0.13)$
dday $(0.05)<u \_m a x$ (0.13).
Step (3): This particle will remain at " 0 " site.
Again, since the particle is still at this site, the registers at site " 0 " keep working. Repeat above steps:
Step (1):
$d d a x=0.12+0.12=0.24 ;$
$d d a y=0.05+0.05=0.10 ;$
Step (2):
ddax $(0.24)>u_{-}$max (0.13)
dday $(0.10)<u \_m a x(0.13)$
Step (3): Since $d d a x>u_{-} \max$ and dday $<u_{-} \max$, which indicates only the $x$-direction register is full. this particle will move along $x$-direction to site " 1 " and the register ddax should minus the threshold value $u_{-}$max, $0.24-0.13=0.11$.
Repeat above steps, we have the following positions of particles: $(0,0),(1,0),(2,1),(3,1),(4,1),(5$, 2)...

And we plot them in a single figure which gives:


Fig.5.3 DDA interpolation trace
The theoretic trace is the path-line for particle at position $(0,0)$ :

$$
y=\frac{5}{12} x .
$$

The program of the DDA method is attached in Appendix IV. And the flow chart for the program is given in Fig.5.5.


Fig.5.4 Flow chart of DDA algorithm

### 5.6 Modified Probability Motion

Based on the Masselot's probability motion model and the particle movement logic of DDA algorithm, we implement this hybrid scheme and call it the Modified Probability Motion model. The program of
this model is attached in Appendix IV. The flow chart is shown in Fig.5.6. This scheme is tested in the following part.


Fig.5.5 Modified Probability Motion flow chart

We implemented both DDA and Modified Probability Motion schemes; and tested them for an incompressible flow over a cylinder. The calculation domain consists of $300 * 150$ lattice cells. The following figures show that, for single particle loaded in the flow field, what the motion trace would be like is contrary to the streamline.


Fig.5.6 Single particle trace calculated by Modified Probability motion.
The gray circle is the solid part. The black solid line is the trace of the single particle we tracked in the flow field.


Fig.5.7 Single particle trace calculated by DDA method.

From above results, due to the nature of DDA scheme, as expected, the DDA method seems to follow the streamline more faithfully than the modified probability motion model. Theoretically, the DDA method is a relatively deterministic approach. However, in real flow with many particles, Brownian diffusion, which can be modeled as a random process due to inter-particle collision, will always exist and needs to be included in any models.

The author also noticed that the DDA method might have a little "inertial" effect due to the registers and Eularian configuration of the registers. The register behaves as an approximation of integration. When the velocity field changes, the register has immediate response. But the particle movement may be delayed because of the threshold value. So the response of particle movement is relative slow in terms of the velocity field. This kind of feature is not totally a defect. For simulating large mass particles, which indicates the inertial force begins to dominate the deposition procedure; this characteristic of inertial could be improved to fit the new case. This is only a future prospect; inertial effects are not discussed in this article.

Another issue is concerned with the initialization of the register. In CNC machine the initialization of the hardware register has three modes: empty, half-full and full. But in software interpolation, we have the privilege to set it a random number, which will greatly increase the accuracy and stability of the interpolation algorithm. We also test the half-full initialization, and the result shows there might be several waves resembling the mechanical vibration. However, after employing the random initialization, the vibration effects can be eliminated. Therefore, the random initialization may be the best way we can choose.

### 5.7 Deposition Scheme Discussion

In terms of combining the deposition process with the flow field obtained by Lattice Boltzmann methods, there are basically two ways of dealing with particle deposition regarding the lattice issues. One is to calculate each individual particle including all parameters such as particle geometry, rotatory inertia, collisions between particles. Once we have the velocity field, no matter which scheme was used, we can obtain the velocity at each random location using traditional stagger scheme. Then load
particle parcel data including size, density, geometry, location at the inlet. Since it is impossible to calculate each gas particle, we may employ Monte-Carlo method generating random fluctuation to simulate the Brownian motions. This kind of scheme is similar to the direct numerical simulation. Though DNS is very accurate according to the basic physical laws, it is quite costly, sometimes not even applicable with respect to computation resources. Therefore, more and more algorithms need to be developed to facilitate or to simplify the mechanism.

Another way of coping with the particle deposition is to use a simplified version of above scheme. Particles are considered only in on-lattice condition, no matter for the Boolean model or for the probability density model. Once particles reach the surface, or neighboring sites of the solid sites, they would be trapped and the deposition area begins to accumulate. For the Boolean model, since particles are represented in the value " 1 ", the particles would immediately become solid sites once they enter the deposition area. In Masselot's paper [Masselot 2000], he sets a threshold value, say $N$. Only after $N$ particles deposited would the site become solid. This way of handling deposition process is similar to the probability density function method. The value of probability density function is always between 0 and 1, the accumulation process is the same as stated above. And once the value reaches unity, the site will become solid. This method is also applied by Yamamoto [Yamamoto 2006].

The definition of neighboring sites may vary. And it may also influence the deposition pattern greatly. Referring to Fig.5.3, for the solid site " 0 ", usually the sites " $1 ", " 2 ", " 3 "$ and " 4 " are sure to collect particles, since they are the closest neighboring sites. But the diagonal sites " 5 ", " 6 ", " 7 " and " 8 " may depend on what kind of deposition pattern we want. These two ways are tested in the programs, and we finally choose all the sites as collecting area.

### 5.8 Brownian Motion

The Brownian motion in the Boolean model is generated by random numbers which indicate where the particles should move. Since the lattice unit is the smallest length particle that may move, the Brownian diffusion rates may be controlled by distribution of random numbers generated. For the Probability Density model, the Brownian diffusion for the particles may be easier to fulfill. In

Yamamoto's paper [Yamamoto 2006], the authors also apply the Lattice Boltzmann equation to the mass fraction, which indicate the Brownian diffusion is the same as that in LBM methods. This approach is similar to the LBM method applied in multiphase modeling, which decouple the reaction and flow parts. We also use the weighting coefficients as the diffusion rate coefficients.

## Chapter 6

## Numerical Simulation

The tested calculation domains are imported by MATLAB by bitmap files. And those bitmap files can manually drew in Visual Studio and Windows Painting. Though the unit 8 system uses the value 0 to present the color black which is inconvenient for us to use in programming, we may convert those values through logical negation operation. And we have the solid site of value " 1 " and flow domain of value " 0 ".

### 6.1 Flow Passing a Cylinder

Firstly, we use the planer flow passing a cylinder as a test domain. The domain includes $300^{*} 150$ pixels which are according to 300*150 lattice units.

For the LBM part, the relaxation time is set to be 1 . The inlet boundary condition is set to be constant velocity $u_{\text {inlet }}=0.1$. The upper and lower boundaries are applied with periodic boundary condition. The approximate diameter of the cylinder is $D=30$. The kinematic viscosity is $v=\delta_{x}^{2} / 6 \delta_{t}=1 / 6$. Therefore, the Reynolds number is given by

$$
\operatorname{Re}=\frac{u_{\text {inlet }} D}{v}=18
$$

The unit system of lattice Boltzmann method obeys dynamic similarity. Therefore, there is no need to worry about the units. The idea is expressed in the books by Succi [Succi 2000] and Sukop [Sukop 2006].

The velocity and streamline are presented below in compare with experimental result:



Fig.6.1 flow past a cylinder
Once the particles are introduced at the inlet of the flow field, they would move along with the fluid.



Fig.6.2 This figure shows the particle deposition using the binary DDA model and the lower one shows the according velocity field with streamlines.

Figure 6.2 shows the particle deposition by the Boolean model we mentioned in the previous chapter. The white part represents the particles and solid part. And the black area is the flow domain. From above figures we may concern about the deposit pattern generated by the Boolean model. The results are similar to the results shown in Przekop's paper [Przekop et al 2003]. The dendrite deposit pattern can also be controlled by different diffusion rate and propagation speed of particles.

However, the deposit structure is a little weird since the solid is too obtrusive. We consider that the shear stress and impaction may also influence the deposit. Recall the shear stress:

$$
\tau_{w}=\mu\left(\frac{\partial u_{x}}{\partial y}+\frac{\partial u_{y}}{\partial x}\right)
$$

The stress is proportional to the velocity gradient. In LBM method, the shear stress near the wall is proportional to the velocity of the neighboring sites in fluid. Therefore, we may use the neighboring velocity as a criterion to judge whether the particles deposited would be blown away. And we have


Fig.6.3 The deposition pattern after introducing the shear stress
From Fig. 6.3 we may find the deposition pattern is modified a little. However, the 2-D Boolean model may not present the actual deposit pattern for single fiber. Applying CA rules to deposition procedure might facilitate computation of complex phenomena, but not guarantee the correctness. The deposition rules need to be testified.

For the Modified Probability Motion model, the deposition coupled with artificial Brownian diffusion is shown in Fig.6.4.


Fig.6.4 The particle deposition using Modified Probability motion with no artificial Brownian motion
Fig.6.4 shows similar results in compare with Fig.6.2. The dendrite pattern may change greatly due to the random number generated.

### 6.2 Porous Media Test

For the porous media problem, the artificial porous media is also generated in a bitmap file by Sali [Sali 2012]. The file consists of $150 * 150$ pixels, where the black area represent the solid fibers. The porosity of this fibrous media is 0.7754 .


Fig.6.5 Artificial porous media for test [Sali 2012]
We set the inlet velocity to be $u_{\text {inlet }}=0.01$. And the outlet is maintained at constant pressure $\rho=1.0$. The upper and lower boundary has the periodic boundary condition.

The velocity field of the porous media is given by:


Fig.6.6 Velocity field of the porous media
Similar as the deposition procedure in previous section, we load the particles in the flow field.
Firstly, we load the particle using DDA method with no artificial Brownian motion or shear stress peeling-off. The velocity field and deposition pattern are shown in Fig.6.7.


Fig.6.7 Velocity field and deposition pattern using DDA without artificial Brownian motion or shear stress
In the simulation, the filter efficiency obtained for Fig. 6.7 is $95.5 \%$. The filter efficiency would grow as the particles would be collected completely according to this algorithm.

The pressure drop is shown in Fig.6.8.


Fig.6.8 Pressure Drop using DDA without artificial Brownian motion or shear stress rule
Then we apply the artificial Brownian motion and shear stress rule to above deposition procedure. The results are presented in Fig.6.9.



Fig.6.9 Velocity field and deposition pattern using DDA with artificial Brownian motion or shear stress rule
The filter efficiency for this case is $98.4 \%$. The filter efficiency increases by adding the artificial Brownian diffusion.

The pressure drop is given in Fig.6.10.


Fig.6.10 Pressure drop using DDA without artificial Brownian motion or shear stress rule

## Chapter 7

## Conclusion

Throughout this whole paper, the LBM scheme is successfully implemented to simulate the flow field in complex geometry. We implement the particle motion and deposition part with CA. Even though the details of particles are not included, as an approximation method, CA coupled with LBM give satisfactory results.

For the future perspective, there are several points regarding the particle motion and deposition model that need improvement.

The particle motion in the Boolean model is conjugated with a diffusion deviation, which is not isotropic in every direction. Therefore, the artificial Brownian motion needs to be modified to counterbalance the anisotropic effects and eventually fit the real case. However, this part engages with the theoretical part of deriving the Brownian motion, which is not that easy to implement.

The particle size problem is the second difficult one that needs to be implemented. If a rule of CA could be applied to handle this issue, it may be the best way. But this is just an ideal case. Usually more physics related would be introduced.

After all above issues being solved, the final step is to apply this model to the real case. The single fiber collection efficiency is a good criterion to test the model. The model for packed bed should fits this model too.
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## Appendix I. Finite-Difference Recovery of Navier-Stokes Equation for

## Incompressible LBGK Model

In this section, the D2Q9 (two dimensional nine speeds) lattice LBGK model:

$$
\begin{equation*}
f_{\alpha}\left(\mathbf{x}+\mathbf{e}_{\alpha} \delta_{t}, t+\delta_{t}\right)-f_{\alpha}(\mathbf{x}, t)=-\frac{1}{\tau}\left[f_{\alpha}(\mathbf{x}, t)-f_{\alpha}^{(e q)}(\rho, \mathbf{u})\right]+\frac{\delta_{t}^{2}}{\delta_{x}} g_{\alpha} \tag{A1.1}
\end{equation*}
$$

where $c$ is the lattice speed $c=\delta_{x} / \delta_{t} ; \delta_{x}$ and $\delta_{t}$ are the lattice constant in length and step size in time, $\tau$ is the dimensionless relaxation time which is closely relative to Reynolds number, and

$$
\mathbf{e}_{\alpha}=\left\{\begin{array}{l}
(0,0) \\
(\cos [(\alpha-1) \pi / 2], \sin [(\alpha-1) \pi / 2]) c \\
(\cos [(\alpha-5) \pi / 2+\pi / 4], \sin [(\alpha-5) \pi / 2+\pi / 4]) \sqrt{2} c
\end{array}\right.
$$

$$
\begin{aligned}
& \alpha=0 \\
& \alpha=1,2,3,4 \\
& \alpha=5,6,7,8
\end{aligned}
$$

are the velocity vectors.
The equilibrium distribution function $f_{\alpha}^{(e q)}$ is

$$
\begin{equation*}
f_{\alpha}^{(e q)}(\rho, \mathbf{u})=w_{\alpha} \rho\left[1+3\left(\frac{\mathbf{e}_{\alpha} \cdot \mathbf{u}}{c}\right)+\frac{9}{2}\left(\frac{\mathbf{e}_{\alpha} \cdot \mathbf{u}}{c^{2}}\right)^{2}-\frac{3}{2}\left(\frac{\mathbf{u}}{c}\right)^{2}\right] \tag{A1.2}
\end{equation*}
$$

Where the weighting factor $w_{0}=4 / 9, w_{1,2,3,4}=1 / 9, w_{5,6,7,8}=1 / 36$.

The density of each lattice unit and local momentum is given by

$$
\begin{array}{r}
\rho=\sum_{\alpha} f_{\alpha} ; \\
\rho \mathbf{u}=\sum_{\alpha} \mathbf{e}_{\alpha} f_{\alpha} ; \tag{A1.4}
\end{array}
$$

The forcing term is given by

$$
g_{\alpha}=\left\{\begin{array}{cr}
0 & \alpha=0  \tag{A1.5}\\
\frac{1}{3 c} \mathbf{e}_{\alpha} \cdot \mathbf{F} & \alpha=1,2,3,4 \\
\frac{1}{12 c} \mathbf{e}_{\alpha} \cdot \mathbf{F} & \alpha=5,6,7,8
\end{array}\right.
$$

In finite difference method, the position we study is represented by $(i, j)$, the $x$ and $y$ direction coordinates. At the time step $n$ (before the collision), the distribution function $f_{\alpha}$ at $(i, j)$, is represented by $f_{\alpha}^{(n)}(i, j)$. And we can assume that the time step after streaming is represented by superscripts $k$, and the time step after collision (bounce-back) by $n+k / 2$ where the notation $k$
is integer $(k=0,1,2,3, \cdots)$.
Therefore, after streaming we have

$$
\begin{align*}
& f_{0}^{(n)}(i, j)=f_{0}^{\left(n-\frac{1}{2}\right)}(i, j) ;  \tag{A1.6a}\\
& f_{1}^{(n)}(i, j)=f_{1}^{\left(n-\frac{1}{2}\right)}(i-1, j) ;  \tag{A1.6b}\\
& f_{2}^{(n)}(i, j)=f_{2}^{\left(n-\frac{1}{2}\right)}(i, j-1) ;  \tag{A1.6c}\\
& f_{3}^{(n)}(i, j)=f_{3}^{\left(n-\frac{1}{2}\right)}(i+1, j) ;  \tag{A1.6d}\\
& f_{4}^{(n)}(i, j)=f_{4}^{\left(n-\frac{1}{2}\right)}(i, j+1) ;  \tag{A1.6e}\\
& f_{5}^{(n)}(i, j)=f_{5}^{\left(n-\frac{1}{2}\right)}(i-1, j-1) ;  \tag{A1.6f}\\
& f_{6}^{(n)}(i, j)=f_{6}^{\left(n-\frac{1}{2}\right)}(i+1, j-1) ;  \tag{A1.6~g}\\
& f_{7}^{(n)}(i, j)=f_{7}^{\left(n-\frac{1}{2}\right)}(i+1, j+1) ;  \tag{A1.6h}\\
& f_{8}^{(n)}(i, j)=f_{8}^{\left(n-\frac{1}{2}\right)}(i-1, j+1) \tag{A1.6i}
\end{align*}
$$

By equation (1.3) and (1.4), we have
$u_{i, j}^{(n)}=\frac{c}{\sum_{\alpha} f_{\alpha}^{(n)}}\left[\left(f_{1}^{(n)}(i, j)-f_{3}^{(n)}(i, j)\right)+\left(f_{5}^{(n)}(i, j)-f_{6}^{(n)}(i, j)\right)+\left(f_{8}^{(n)}(i, j)-f_{7}^{(n)}(i, j)\right)\right]$.
Then

$$
\begin{align*}
& u_{i, j}^{(n)}=\frac{c}{\rho}\left[\left(f_{1}^{(n)}(i, j)-f_{3}^{(n)}(i, j)\right)+\left(f_{5}^{(n)}(i, j)-f_{6}^{(n)}(i, j)\right)+\left(f_{8}^{(n)}(i, j)-f_{7}^{(n)}(i, j)\right)\right] .  \tag{A1.8a}\\
& v_{i, j}^{(n)}=\frac{c}{\rho}\left[\left(f_{2}^{(n)}(i, j)-f_{4}^{(n)}(i, j)\right)+\left(f_{5}^{(n)}(i, j)-f_{8}^{(n)}(i, j)\right)+\left(f_{6}^{(n)}(i, j)-f_{7}^{(n)}(i, j)\right)\right] . \tag{A1.8b}
\end{align*}
$$

According to the equations (A1.2) and (A1.6), we may have the distribution function after collision below

$$
\begin{align*}
& f_{0}^{\left(n+\frac{1}{2}\right)}(i, j)=\frac{4}{9 \tau} \rho\left[1-\frac{3}{2}\left(\frac{u_{i, j}^{(n) 2}+v_{i, j}^{(n) 2}}{c^{2}}\right)\right]+\frac{\tau-1}{\tau} f_{0}^{(n)}(i, j)  \tag{A1.9a}\\
& f_{1}^{\left(n+\frac{1}{2}\right)}(i, j)=\frac{\rho}{9 \tau}\left[1+3 \frac{u_{i, j}^{(n)}}{c}+3 \frac{u_{i, j}^{(n) 2}}{c^{2}}-\frac{3}{2} \frac{v_{i, j}^{(n) 2}}{c^{2}}\right]+\frac{\tau-1}{\tau} f_{1}^{(n)}(i, j) \tag{A1.9b}
\end{align*}
$$

$$
\begin{align*}
& f_{2}^{\left(n+\frac{1}{2}\right)}(i, j)=\frac{\rho}{9 \tau}\left[1+3 \frac{v_{i, j}^{(n)}}{c}-\frac{3}{2} \frac{u_{i, j}^{(n) 2}}{c^{2}}+3 \frac{v_{i, j}^{(n) 2}}{c^{2}}\right]+\frac{\tau-1}{\tau} f_{2}^{(n)}(i, j) ;  \tag{A1.9c}\\
& f_{3}^{\left(n+\frac{1}{2}\right)}(i, j)=\frac{\rho}{9 \tau}\left[1-3 \frac{u_{i, j}^{(n)}}{c}+3 \frac{u_{i, j}^{(n) 2}}{c^{2}}-\frac{3}{2} \frac{v_{i, j}^{(n) 2}}{c^{2}}\right]+\frac{\tau-1}{\tau} f_{3}^{(n)}(i, j) ;  \tag{A1.9d}\\
& f_{4}^{\left(n+\frac{1}{2}\right)}(i, j)=\frac{\rho}{9 \tau}\left[1-3 \frac{v_{i, j}^{(n)}}{c}-\frac{3}{2} \frac{u_{i, j}^{(n) 2}}{c^{2}}+3 \frac{v_{i, j}^{(n) 2}}{c^{2}}\right]+\frac{\tau-1}{\tau} f_{4}^{(n)}(i, j) ;  \tag{A1.9e}\\
& f_{5}^{\left(n+\frac{1}{2}\right)}(i, j)=\frac{\rho}{36 \tau}\left[1+3 \frac{u_{i, j}^{(n)}}{c}+3 \frac{v_{i, j}^{(n)}}{c}+3 \frac{u_{i, j}^{(n) 2}}{c^{2}}+3 \frac{v_{i, j}^{(n) 2}}{c^{2}}+9 \frac{u_{i, j}^{(n)} v_{i, j}^{(n)}}{c^{2}}\right]+\frac{\tau-1}{\tau} f_{5}^{(n)}(i, j) ;  \tag{A1.9f}\\
& f_{6}^{\left(n+\frac{1}{2}\right)}(i, j)=\frac{\rho}{36 \tau}\left[1-3 \frac{u_{i, j}^{(n)}}{c}+3 \frac{v_{i, j}^{(n)}}{c}+3 \frac{u_{i, j}^{(n) 2}}{c^{2}}+3 \frac{v_{i, j}^{(n) 2}}{c^{2}}-9 \frac{u_{i, j}^{(n)} v_{i, j}^{(n)}}{c^{2}}\right]+\frac{\tau-1}{\tau} f_{6}^{(n)}(i, j) ;  \tag{A1.9g}\\
& f_{7}^{\left(n+\frac{1}{2}\right)}(i, j)=\frac{\rho}{36 \tau}\left[1-3 \frac{u_{i, j}^{(n)}}{c}-3 \frac{v_{i, j}^{(n)}}{c}+3 \frac{u_{i, j}^{(n) 2}}{c^{2}}+3 \frac{v_{i, j}^{(n) 2}}{c^{2}}+9 \frac{u_{i, j}^{(n)} v_{i, j}^{(n)}}{c^{2}}\right]+\frac{\tau-1}{\tau} f_{7}^{(n)}(i, j) ;  \tag{A1.9h}\\
& f_{8}^{\left(n+\frac{1}{2}\right)}(i, j)=\frac{\rho}{36 \tau}\left[1+3 \frac{u_{i, j}^{(n)}}{c}-3 \frac{v_{i, j}^{(n)}}{c}+3 \frac{u_{i, j}^{(n) 2}}{c^{2}}+3 \frac{v_{i, j}^{(n) 2}}{c^{2}}-9 \frac{u_{i, j}^{(n)} v_{i, j}^{(n)}}{c^{2}}\right]+\frac{\tau-1}{\tau} f_{8}^{(n)}(i, j) ; \tag{A1.9i}
\end{align*}
$$

Substituting equation set (A1.6) and (A1.9) into (1.8a) gives:

$$
\begin{align*}
u_{i, j}^{(n+1)} & =\frac{c}{\rho}\left[\frac{\rho}{9 \tau}\left(1+3 \frac{u_{i-1, j}^{(n)}}{c}+3 \frac{u_{i-1, j}^{(n)}}{c^{2}}-\frac{3}{2} \frac{v_{i-1, j}^{(n)}}{c^{2}}\right)+\frac{\tau-1}{\tau} f_{1}^{(n)}(i-1, j)\right. \\
& -\frac{\rho}{9 \tau}\left(1-3 \frac{u_{i+1, j}^{(n)}}{c}+3 \frac{u_{i+1, j}^{(n)}{ }^{2}}{c^{2}}-\frac{3}{2} \frac{v_{i+1, j}^{(n)}{ }^{2}}{c^{2}}\right)-\frac{\tau-1}{\tau} f_{3}^{(n)}(i+1, j) \\
& +\frac{\rho}{36 \tau}\left(1+3 \frac{u_{i-1, j-1}^{(n)}}{c}+3 \frac{v_{i-1, j-1}^{(n)}}{c}+3 \frac{u_{i-1, j-1}^{(n)}}{c^{2}}+3 \frac{v_{i-1, j-1}^{(n)}}{c^{2}}+9 \frac{u_{i-1, j-1}^{(n)} v_{i-1, j-1}^{(n)}}{c^{2}}\right)+\frac{\tau-1}{\tau} f_{5}^{(n)}(i-1, j-1) \\
& -\frac{\rho}{36 \tau}\left(1-3 \frac{u_{i+1, j-1}^{(n)}}{c}+3 \frac{v_{i+1, j-1}^{(n)}}{c}+3 \frac{u_{i+1, j-1}^{(n)}}{c^{2}}+3 \frac{v_{i+1, j-1}^{(n)}}{c^{2}}-9 \frac{u_{i+1, j-1}^{(n)} v_{i+1, j-1}^{(n)}}{c^{2}}\right)-\frac{\tau-1}{\tau} f_{6}^{(n)}(i+1, j-1) \\
& +\frac{\rho}{36 \tau}\left(1+3 \frac{u_{i-1, j+1}^{(n)}}{c}-3 \frac{v_{i-1, j+1}^{(n)}}{c}+3 \frac{u_{i-1, j+1}^{(n)}}{c^{2}}+3 \frac{v_{i-1, j+1}^{(n)}}{c^{2}}-9 \frac{u_{i-1, j+1}^{(n)}}{c^{2}}\right)+\frac{\tau-1}{\tau} f_{8}^{(n)}(i-1, j+1) \\
& \left.-\frac{\rho}{36 \tau}\left(1-3 \frac{u_{i+1, j+1}^{(n)}}{c}-3 \frac{v_{i+1, j+1}^{(n)}}{c}+3 \frac{u_{i+1, j+1}^{(n)}}{c^{2}}+3 \frac{v_{i+1, j+1}^{(n)}}{c^{2}}+9 \frac{u_{i+1, j+1}^{(n)}}{c^{2}}\right)-\frac{\tau-1}{\tau} f_{7}^{(n)}(i+1, j+1)\right] . \tag{A1.10}
\end{align*}
$$

After expansion and combination,

$$
\begin{align*}
& \frac{\rho}{c} u_{i, j}^{(n+1)}=\frac{\rho}{36 \tau}\left(12 \frac{u_{i-1, j}^{(n)}+u_{i+1, j}^{(n)}}{c}+12 \frac{u_{i-1, j}^{(n)}-u_{i+1, j}^{(n)}{ }^{2}}{c^{2}}-6 \frac{v_{i-1, j}^{(n)}-v_{i+1, j}^{(n)}{ }^{2}}{c^{2}}\right. \\
& +3 \frac{u_{i-1, j-1}^{(n)}+u_{i+1, j-1}^{(n)}}{c}+3 \frac{v_{i-1, j-1}^{(n)}-v_{i+1, j-1}^{(n)}}{c}+3 \frac{u_{i-1, j-1}^{(n)}{ }^{2}-u_{i+1, j-1}^{(n)}{ }^{2}}{c^{2}}+3 \frac{v_{i-1, j-1}^{(n)}-v_{i+1, j-1}{ }^{2}}{c^{2}} \\
& +9 \frac{u_{i-1, j-1}^{(n)} v_{i-1, j-1}^{(n)}+u_{i+1, j-1}^{(n)} v_{i+1, j-1}^{(n)}}{c^{2}} \\
& +3 \frac{u_{i-1, j+1}^{(n)}+u_{i+1, j+1}^{(n)}}{c}-3 \frac{v_{i-1, j+1}^{(n)}-v_{i+1, j+1}^{(n)}}{c}+3 \frac{u_{i-1, j+1}^{(n)}{ }^{2}-u_{i+1, j+1}^{(n)}{ }^{2}}{c^{2}}+3 \frac{v_{i-1, j+1}^{(n)}{ }^{2}-v_{i+1, j+1}^{(n)}{ }^{2}}{c^{2}} \\
& \left.-9 \frac{u_{i-1, j+1}^{(n)} v_{i-1, j+1}^{(n)}+u_{i+1, j+1}^{(n)} v_{i+1, j+1}^{(n)}}{c^{2}}\right) \\
& +\frac{\tau-1}{\tau}\left[f_{1}^{(n)}(i-1, j)-f_{3}^{(n)}(i+1, j)+f_{5}^{(n)}(i-1, j-1)-f_{6}^{(n)}(i+1, j-1)+f_{8}^{(n)}(i-1, j+1)\right. \\
& \left.-f_{7}^{(n)}(i+1, j+1)\right] ; \tag{A1.11}
\end{align*}
$$

Then

$$
\begin{align*}
& u_{i, j}^{(n+1)}=\frac{1}{12 \tau}\left[4\left(u_{i-1, j}^{(n)}+u_{i+1, j}^{(n)}\right)+4 \frac{u_{i-1, j}^{(n)} 2^{2}-u_{i+1, j}^{(n)}{ }^{2}}{c}-2 \frac{v_{i-1, j}^{(n)} 2^{2}-v_{i+1, j}^{(n)}{ }^{2}}{c}\right. \\
& +\left(u_{i-1, j-1}^{(n)}+u_{i+1, j-1}^{(n)}\right)+\left(v_{i-1, j-1}^{(n)}-v_{i+1, j-1}^{(n)}\right)+\frac{u_{i-1, j-1}^{(n)}{ }^{2}-u_{i+1, j-1}^{(n)}{ }^{2}}{c}+\frac{v_{i-1, j-1}^{(n)}{ }^{2}-v_{i+1, j-1}^{(n)}{ }^{2}}{c} \\
& +\left(u_{i-1, j+1}^{(n)}+u_{i+1, j+1}^{(n)}\right)-\left(v_{i-1, j+1}^{(n)}-v_{i+1, j+1}^{(n)}\right)+\frac{u_{i-1, j+1}^{(n)} 2^{2}-u_{i+1, j+1}^{(n)}{ }^{2}}{c}+\frac{v_{i-1, j+1}^{(n)}-v_{i+1, j+1}^{(n)}{ }^{2}}{c} \\
& \left.+3 \frac{u_{i-1, j-1}^{(n)} v_{i-1, j-1}^{(n)}+u_{i+1, j-1}^{(n)} v_{i+1, j-1}^{(n)}-u_{i-1, j+1}^{(n)} v_{i-1, j+1}^{(n)}-u_{i+1, j+1}^{(n)} v_{i+1, j+1}^{(n)}}{c}\right] \\
& +\frac{c}{\rho} \frac{\tau-1}{\tau}\left[f_{1}^{(n)}(i-1, j)-f_{3}^{(n)}(i+1, j)+f_{5}^{(n)}(i-1, j-1)-f_{6}^{(n)}(i+1, j-1)+f_{8}^{(n)}(i-1, j+1)\right. \\
& \left.-f_{7}^{(n)}(i+1, j+1)\right] ; \tag{A1.12}
\end{align*}
$$

Through Taylor series expansion, the specific details can be consulted in the book [Hoffmann \& Chiang 2000], then we have

$$
\begin{aligned}
& 4\left(u_{i-1, j}^{(n)}+u_{i+1, j}^{(n)}\right)=4\left(2 u_{i, j}^{(n)}+\delta_{x}^{2} \frac{\partial^{2} u}{\partial x^{2}}+O\left[\left(\delta_{x}\right)^{4}\right]\right) \\
& u_{i-1, j-1}^{(n)}+u_{i+1, j-1}^{(n)}+u_{i-1, j+1}^{(n)}+u_{i+1, j+1}^{(n)}=4 u_{i, j}^{(n)}+2 \delta_{x}^{2} \frac{\partial^{2} u}{\partial x^{2}}+2 \delta_{y}^{2} \frac{\partial^{2} u}{\partial y^{2}}+O\left[\left(\delta_{x}\right)^{3},\left(\delta_{y}\right)^{3}\right] \\
& v_{i-1, j-1}^{(n)}-v_{i+1, j-1}^{(n)}-v_{i-1, j+1}^{(n)}+v_{i+1, j+1}^{(n)}=4 \delta_{x} \delta_{y} \frac{\partial^{2} v}{\partial x \partial y}+O\left[\left(\delta_{x}\right)^{3},\left(\delta_{y}\right)^{3}\right] \\
& 4\left(u_{i-1, j}^{(n)}{ }^{2}-u_{i+1, j}^{(n)}{ }^{2}\right)=4\left[-2 \delta_{x} \frac{\partial\left(u^{2}\right)}{\partial x}\right]+O\left[\left(\delta_{x}\right)^{3},\left(\delta_{y}\right)^{3}\right] \\
& -2\left(v_{i-1, j}^{(n)}{ }^{2}-v_{i+1, j}^{(n)}{ }^{2}\right)=-2\left[-2 \delta_{x} \frac{\partial\left(v^{2}\right)}{\partial x}\right]+O\left[\left(\delta_{x}\right)^{3},\left(\delta_{y}\right)^{3}\right] \\
& u_{i-1, j-1}^{(n)}{ }^{2}-u_{i+1, j-1}^{(n)}{ }^{2}=-2 \delta_{x} \frac{\partial\left(u^{2}\right)}{\partial x}+2 \delta_{x} \delta_{y} \frac{\partial^{2}\left(u^{2}\right)}{\partial x \partial y}+O\left[\left(\delta_{x}\right)^{3},\left(\delta_{y}\right)^{3}\right] \\
& u_{i-1, j+1}^{(n)}{ }^{2}-u_{i+1, j+1}^{(n)}{ }^{2}=-2 \delta_{x} \frac{\partial\left(u^{2}\right)}{\partial x}-2 \delta_{x} \delta_{y} \frac{\partial^{2}\left(u^{2}\right)}{\partial x \partial y}+O\left[\left(\delta_{x}\right)^{3},\left(\delta_{y}\right)^{3}\right] \\
& v_{i-1, j-1}^{(n)}{ }^{2}-v_{i+1, j-1}^{(n)}{ }^{2}+v_{i-1, j+1}^{(n)}{ }^{2}-v_{i+1, j+1}^{(n)}{ }^{2}=-4 \delta_{x} \frac{\partial\left(v^{2}\right)}{\partial x}+O\left[\left(\delta_{x}\right)^{3},\left(\delta_{y}\right)^{3}\right] ; \\
& 3\left(u_{i-1, j-1}^{(n)} v_{i-1, j-1}^{(n)}+u_{i+1, j-1}^{(n)} v_{i+1, j-1}^{(n)}-u_{i-1, j+1}^{(n)} v_{i-1, j+1}^{(n)}-u_{i+1, j+1}^{(n)} v_{i+1, j+1}^{(n)}\right)=-12 \delta_{y} \frac{\partial(u v)}{\partial y}+O\left[\left(\delta_{x}\right)^{3},\left(\delta_{y}\right)^{3}\right]
\end{aligned}
$$

Substituting all above equations and $c=\delta_{x} / \delta_{t}, \delta_{y}=\delta_{x}$ into A1.12gives

$$
\begin{aligned}
u_{i, j}^{(n+1)} & =\frac{1}{12 \tau}\left[8 u_{i, j}^{(n)}+4 \delta_{x}^{2} \frac{\partial^{2} u}{\partial x^{2}}-8 \delta_{t} \frac{\partial\left(u^{2}\right)}{\partial x}+4 \delta_{t} \frac{\partial\left(v^{2}\right)}{\partial x}+4 u_{i, j}^{(n)}+2 \delta_{x}^{2} \frac{\partial^{2} u}{\partial x^{2}}+2 \delta_{x}^{2} \frac{\partial^{2} u}{\partial y^{2}}+4 \delta_{x}^{2} \frac{\partial^{2} v}{\partial x \partial y}\right. \\
& \left.-4 \delta_{t} \frac{\partial\left(u^{2}\right)}{\partial x}-4 \delta_{t} \frac{\partial\left(v^{2}\right)}{\partial x}-12 \delta_{t} \frac{\partial(u v)}{\partial y}\right]+O\left[\left(\delta_{x}\right)^{2},\left(\delta_{y}\right)^{2}\right]+\frac{c}{\rho} \frac{\tau-1}{\tau}\left[f_{1}^{(n)}(i-1, j)-f_{3}^{(n)}(i+1, j)\right. \\
& \left.+f_{5}^{(n)}(i-1, j-1)-f_{6}^{(n)}(i+1, j-1)+f_{8}^{(n)}(i-1, j+1)-f_{7}^{(n)}(i+1, j+1)\right]
\end{aligned}
$$

When $\tau=1$, using Forward Time Central Space (FTCS) approximation, the equation gives

$$
\frac{\partial u}{\partial t}=\frac{1}{12}\left[\frac{6 \delta_{x}^{2}}{\delta_{t}} \frac{\partial^{2} u}{\partial x^{2}}+\frac{2 \delta_{x}^{2}}{\delta_{t}} \frac{\partial^{2} u}{\partial y^{2}}-12 \frac{\partial\left(u^{2}\right)}{\partial x}+\frac{4 \delta_{x}^{2}}{\delta_{t}} \frac{\partial^{2} v}{\partial x \partial y}-12 \frac{\partial(u v)}{\partial y}\right]
$$

## Rearranging

$$
\frac{\partial u}{\partial t}+\frac{\partial\left(u^{2}\right)}{\partial x}+\frac{\partial(u v)}{\partial y}=\frac{1}{12}\left[\frac{6 \delta_{x}^{2}}{\delta_{t}} \frac{\partial^{2} u}{\partial x^{2}}+\frac{2 \delta_{x}^{2}}{\delta_{t}} \frac{\partial^{2} u}{\partial y^{2}}+\frac{4 \delta_{x}^{2}}{\delta_{t}} \frac{\partial^{2} v}{\partial x \partial y}\right]
$$

Recall the continuity equation assuming the density is constant,

$$
\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}=0
$$

Which indicates

$$
\frac{\partial^{2} v}{\partial x \partial y}=\frac{\partial}{\partial x}\left(\frac{\partial v}{\partial y}\right)=\frac{\partial}{\partial x}\left(-\frac{\partial u}{\partial x}\right)=-\frac{\partial^{2} u}{\partial x^{2}}
$$

Then the FTCS approximation gives

$$
\frac{\partial u}{\partial t}+\frac{\partial\left(u^{2}\right)}{\partial x}+\frac{\partial(u v)}{\partial y}=\frac{1}{6} \frac{\delta_{x}^{2}}{\delta_{t}}\left[\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}\right]
$$

The viscosity given by

$$
\nu=\frac{2 \tau-1}{6} \frac{\delta_{x}^{2}}{\delta_{t}}
$$

The pressure term is coupled with the distribution function through equation of state. The above equation is the $\mathrm{N}-\mathrm{S}$ equation for the incompressible flow. The continuity equation in the LBGK model can also be demonstrated in this way. This recovery of N-S equation is only valid in the special case $\tau=1$. For the case $\tau \neq 1$, we can recall the successive over relaxation (SOR) method used in CFD.

## Appendix II. Incompressible Models

## He \& Luo's Model

He \& Luo proposed an incompressible model in 1997 [He \& Luo 1997], in their paper, the author change the original equilibrium density distribution function to:

$$
f_{\alpha}^{(e q)}(\rho, \mathbf{u})=w_{\alpha}\left\{\rho+\rho_{0}\left[3\left(\frac{\mathbf{e}_{\alpha} \cdot \mathbf{u}}{c}\right)+\frac{9}{2}\left(\frac{\mathbf{e}_{\alpha} \cdot \mathbf{u}}{c^{2}}\right)^{2}-\frac{3}{2}\left(\frac{\mathbf{u}}{c}\right)^{2}\right]\right\}
$$

And the authors demonstrate that through this transformation, the remaining error terms are of the order $O\left(M^{2}\right)$ or lower order. This approximation is based on the assumption of low Mach number. After this step, a local pressure distribution function is introduced:

$$
p_{\alpha} \equiv c_{s}^{2} f_{\alpha} .
$$

where $c_{s}$ is the sound speed, and $c_{s}^{2}=c^{2} / 3$ for the D 2 Q 9 model. The above equation is also called equation of state and the pressure $p_{\alpha}$ becomes an independent variable in the incompressible N-S equation.
Then the equation of the system comes to

$$
p_{\alpha}\left(\mathbf{x}+\mathbf{e}_{\alpha} \delta_{t}, t+\delta_{t}\right)-p_{\alpha}(\mathbf{x}, t)=-\frac{1}{\tau}\left[p_{\alpha}(\mathbf{x}, t)-p_{\alpha}^{(e q)}(\rho, \mathbf{u})\right] .
$$

where

$$
p_{\alpha}^{(e q)}(\rho, \mathbf{u}) \equiv c_{s}^{2} f_{\alpha}^{(e q)}=w_{\alpha}\left\{p+p_{0}\left[3\left(\frac{\mathbf{e}_{\alpha} \cdot \mathbf{u}}{c}\right)+\frac{9}{2}\left(\frac{\mathbf{e}_{\alpha} \cdot \mathbf{u}}{c^{2}}\right)^{2}-\frac{3}{2}\left(\frac{\mathbf{u}}{c}\right)^{2}\right]\right\}
$$

The only condition must satisfy in numerical simulations of incompressible flow is

$$
M \ll 1
$$

Specifically in practice, the value of Mach number is always maintained under 0.15 in numerical simulations by LBE method.

This model is tested in Sali's report [Sali 2012] which shows that it has a quite satisfactory simulation result.

## Guo's Model

In 2000, Guo also proposed an incompressible purely based on the mathematical model [Guo et al 2000].

Guo introduced a new equilibrium distribution function $g_{i}^{(0)}$ defined by

$$
g_{i}^{(0)}=\left\{\begin{aligned}
-4 \sigma \frac{p}{c^{2}}+s_{0}(\mathbf{u}) & i=0 \\
\lambda \frac{p}{c^{2}}+s_{i}(\mathbf{u}) & i=1,2,3,4 \\
\gamma \frac{p}{c^{2}}+s_{i}(\mathbf{u}) & i=5,6,7,8
\end{aligned}\right.
$$

where the parameters satisfying:

$$
\lambda+\gamma=\sigma, \quad \lambda+2 \gamma=1 / 2 .
$$

and

$$
s_{i}(\mathbf{u})=w_{i}\left[3\left(\frac{\mathbf{e}_{i} \cdot \mathbf{u}}{c}\right)+\frac{9}{2}\left(\frac{\mathbf{e}_{i} \cdot \mathbf{u}}{c^{2}}\right)^{2}-\frac{3}{2}\left(\frac{\mathbf{u}}{c}\right)^{2}\right]
$$

The weighting factors are same as previous model. Then the evolution equation of the system comes to

$$
g_{\alpha}\left(\mathbf{x}+\mathbf{e}_{\alpha} \delta_{t}, t+\delta_{t}\right)-g_{\alpha}(\mathbf{x}, t)=-\frac{1}{\tau}\left[g_{\alpha}(\mathbf{x}, t)-g_{\alpha}^{(e q)}(\rho, \mathbf{u})\right] .
$$

The velocity and pressure of flow are given by

$$
\begin{gathered}
\mathbf{u}=\sum_{i=1}^{8} c \mathbf{e}_{i} g_{i} \\
p=\frac{c^{2}}{4 \sigma}\left[\sum_{i=1}^{8} g_{i}+s_{0}(\mathbf{u})\right]
\end{gathered}
$$

This model is widely accepted by other researchers [Kang et al 2010].

## Appendix III. Other Boundary Conditions

## Mid-Grid Boundary Condition

The picture below shows the scheme of mid-grid bounce back. The empty circles represent nodes inside wall and solid circles represent nodes in the fluid domain. The dashed line symbolizes the location where wall is.


Fig.A3.1 Mid-grid bounce back scheme [Succi 2001]
Succi gives an equation for mid-grid bounce back.

$$
\left[\begin{array}{l}
f_{7}(x, y) \\
f_{4}(x, y) \\
f_{8}(x, y)
\end{array}\right]=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)\left[\begin{array}{c}
f_{5}(x-1, y-1) \\
f_{2}(x, y-1) \\
f_{6}(x+1, y-1)
\end{array}\right]
$$

## Inamoro Nonslip boundary condition

In Inamuro's paper "A non-slip boundary condition for lattice Boltzmann simulations" [Inamuro et al 1995], it is assumed that gas molecules strike the wall and then leave the wall with a Maxwellian velocity distribution and have the velocity and the temperature of the wall.

For the south wall, he proposes

$$
\begin{gathered}
f_{2}=\frac{1}{9} \rho^{\prime}\left\{1+3 v_{w}+\frac{9}{2} v_{w}^{2}-\frac{3}{2}\left[\left(u_{w}+u^{\prime}\right)^{2}+v_{w}^{2}\right]\right\} \\
f_{5}=\frac{1}{36} \rho^{\prime}\left\{1+3\left(u_{w}+u^{\prime}+v_{w}\right)+\frac{9}{2}\left(u_{w}+u^{\prime}+v_{w}\right)^{2}-\frac{3}{2}\left[\left(u_{w}+u^{\prime}\right)^{2}+v_{w}^{2}\right]\right\} \\
f_{6}=\frac{1}{36} \rho^{\prime}\left\{1+3\left(-u_{w}-u^{\prime}+v_{w}\right)+\frac{9}{2}\left(-u_{w}-u^{\prime}+v_{w}\right)^{2}-\frac{3}{2}\left[\left(u_{w}+u^{\prime}\right)^{2}+v_{w}^{2}\right]\right\}
\end{gathered}
$$

where the unknown parameters

$$
\rho_{w}=1-v_{w}\left[f_{0}+f_{1}+f_{3}+2\left(f_{4}+f_{7}+f_{8}\right)\right]
$$

$$
\begin{gathered}
\rho^{\prime}=6\left[\rho_{w} v_{w}+\frac{f_{4}+f_{7}+f_{8}}{1+3 v_{w}+3 v_{w}{ }^{2}}\right] \\
u^{\prime}=\frac{1}{1+3 v_{w}}\left\{6\left[\rho_{w} u_{w}-\frac{\left(f_{1}-f_{3}+f_{8}-f_{7}\right)}{\rho^{\prime}}\right]-u_{w}-3 u_{w} v_{w}\right\} .
\end{gathered}
$$

where $u^{\prime}$ is the counter-slip velocity.
It is assumed that gas molecules strike the wall leave the wall with a Maxwellian velocity distribution and have the velocity and the temperature of the wall. This method should have $2^{\text {nd }}$ order accuracy but much more complex than other methods. However, it increase the accuracy at the cost of simplicity, which makes this scheme less applicable in programming.

## Filippova \& Hanel's boundary condition

In 1998, Filippova and Hanel proposed the way of dealing with the curved boundary condition [Filippova O. Hanel D. 1998].


Fig.A3.2 Mei's boundary scheme [Mei et al 1999]

$$
\Delta=\left|\frac{\mathbf{x}_{f}-\mathbf{x}_{w}}{\mathbf{x}_{f}-\mathbf{x}_{b}}\right|
$$

FH proposed the following treatment for $\tilde{f}_{\bar{\alpha}}\left(\mathbf{x}_{b}, t\right)$ on curved boundaries:

$$
\tilde{f}_{\bar{\alpha}}\left(\mathbf{x}_{b}, t\right)=(1-\chi) \tilde{f}_{\alpha}\left(\mathbf{x}_{f}, t\right)+\chi f_{\alpha}^{*}\left(\mathbf{x}_{b}, t\right)+2 w_{\alpha} \rho \frac{3}{c^{2}} \mathbf{e}_{\bar{\alpha}} \cdot \mathbf{u}_{w}
$$

The tilde denotes the post-collision state of distribution function. And $\mathbf{e}_{\bar{\alpha}}$ and $\mathbf{e}_{\alpha}$ denote opposite direction. The $\chi$ is the weighting factor, and $f_{\alpha}^{*}\left(\mathbf{x}_{b}, t\right)$ is fictitious equilibrium distribution:

$$
f_{\alpha}^{*}\left(\mathbf{x}_{b}, t\right)=w_{\alpha} \rho\left(\mathbf{x}_{f}, t\right)\left[1+\frac{3}{c^{2}} \mathbf{e}_{\alpha} \cdot \mathbf{u}_{b f}+\frac{9}{2 c^{4}}\left(\mathbf{e}_{\alpha} \cdot \mathbf{u}_{f}\right)^{2}-\frac{3}{2 c^{2}} \mathbf{u}_{f} \cdot \mathbf{u}_{f}\right]
$$

In above equations, $\mathbf{u}_{b f}$ and $\chi$ are to be calculated.

$$
\begin{array}{ll}
\mathbf{u}_{b f}=\frac{(\Delta-1)}{\Delta} \mathbf{u}_{f}+\frac{1}{\Delta} \mathbf{u}_{w}, \quad \chi=\frac{(2 \Delta-1)}{\tau}, & \text { for } \Delta \geq \frac{1}{2} \\
\mathbf{u}_{b f}=\mathbf{u}_{f}, \quad \chi=\frac{(2 \Delta-1)}{\tau-1}, & \text { for } \Delta<\frac{1}{2}
\end{array}
$$

Mei et al improved the stability of this scheme by setting [Mei et al 1999]:

$$
\begin{array}{ll}
\mathbf{u}_{b f}=\left(1-\frac{3}{2 \Delta}\right) \mathbf{u}_{f}+\frac{3}{2 \Delta} \mathbf{u}_{w}, \quad \chi=\frac{(2 \Delta-1)}{\tau+\frac{1}{2}}, & \text { for } \Delta \geq \frac{1}{2} \\
\mathbf{u}_{b f}=\mathbf{u}_{f f}, \quad \chi=\frac{(2 \Delta-1)}{\tau-2}, & \text { for } \Delta<\frac{1}{2}
\end{array}
$$

In Bao's paper, the author points out that using this kind of scheme would cause mass loss or "mass leakage" when body forces are introduced. And the author also propose a mass-conserving boundary condition [Bao et al 2008].

## Extrapolation Boundary Condition

The extrapolation scheme is an traditional finite difference method dealing with the boundary condition. And this scheme is introduced to lattice Boltzmann method by Chen et al [Chen et al 1996].


Fig.A3.3 Extrapolation boundary scheme
The scheme gives

$$
f_{i}^{(-1)}=2 f_{i}^{(0)}-f_{i}^{(1)}
$$

This scheme has $2^{\text {nd }}$ order accuracy claimed by the author.

It is tested at $\tau=0.8$, the result shows


Fig.A3.4 Extrapolation scheme for $\tau=0.8$

The above figure indicates this scheme might only have $1^{\text {st }}$ order accuracy.
Guo et al [Guo et al 2001] also investigates this extrapolation scheme and modified it in his incompressible model [Guo et al 2000], he also demonstrates that the model have a $2^{\text {nd }}$ order accuracy.

## Complex Boundary Condition

A.J.C Ladd proposed the boundary problem regarding hydrodynamic interactions between solid particles [Ladd 1994]. When the boundary geometry is not that simple as straight line, rather cursive or moving boundary, the simple way like bounce-back scheme is far from enough. Since particle size and shape are not uniform, the boundary surface may not right lies on the computational nodes.


Fig.A3.5 bounce-back [Ladd 1994] (Square Nodes represent practical boundary)
Therefore, there is need to study the special treatment to these types of boundary conditions.

## Bouzidi's Boundary Condition

Bouzidi used an interpolation scheme to tackle this type of problem [Bouzidi et al 2001].


Fig.A3.6 Details of the collision process [Bouzidi 2001]
In above figure, node $C$ represents the exact position of wall, node $B$ is inside wall and node $A$ is in the flow.

Using the linear interpolation:
$f_{i^{\prime}}\left(\mathbf{r}_{l}, t+1\right)=2 q f_{i}^{c}\left(\mathbf{r}_{l}, t\right)+(1-2 q) f_{i}^{c}\left(\mathbf{r}_{l}-\mathbf{c}_{i}, t\right), \quad q<\frac{1}{2}$
$f_{i^{\prime}}\left(\mathbf{r}_{l}, t+1\right)=\frac{1}{2 q} f_{i}^{c}\left(\mathbf{r}_{l}, t\right)+\frac{(2 q-1)}{2 q} f_{i^{\prime}}^{c}\left(\mathbf{r}_{i}, t\right), \quad q \geq \frac{1}{2}$
Where $q=|A C| /|A B|$. The superscript $c$ represents distribution function after collision. The prime notation $f_{i^{\prime}}^{c}$ represents the reversed direction of $f_{i}^{c}$.

Also they used quadratic interpolation to obtain:
$f_{i^{\prime}}\left(\mathbf{r}_{l}, t+1\right)=q(2 q+1) f_{i}^{c}\left(\mathbf{r}_{l}, t\right)+(1+2 q)(1-2 q) f_{i}^{c}\left(\mathbf{r}_{l}-\mathbf{c}_{i}, t\right)-q(1-2 q) f_{i}^{c}\left(\mathbf{r}_{l}-2 \mathbf{c}_{i}, t\right), \quad q<\frac{1}{2}$
$f_{i^{\prime}}\left(\mathbf{r}_{l}, t+1\right)=\frac{1}{q(2 q+1)} f_{i}^{c}\left(\mathbf{r}_{l}, t\right)+\frac{(2 q-1)}{q} f_{i^{\prime}}^{c}\left(\mathbf{r}_{i}, t\right)+\frac{(1-2 q)}{(2 q+1)} f_{i^{\prime}}^{c}\left(\mathbf{r}_{l}-\mathbf{c}_{i}, t\right), \quad q \geq \frac{1}{2}$
It is tested under Poiseuille flow by setting different $q$ value


Fig.A3.7 Bouzidi's boundary scheme tested at difference $q$ value
The upper figure is tested at $q=0.8$ and the lower one at $q=1$, which shows this scheme has $2^{\text {nd }}$ order accuracy.

In Yin's paper [Yin \& Zhang 2012], the author used Bouzidi's idea to interpolate velocity in diagonal direction based on Ladd's paper [Ladd 1994].


Fig.A3.8 Velocity inter-/extrapolation boundary treatment [Yin 2012]

In above figure, $\Gamma$ is the solid boundary, $\Gamma^{\prime}$ is the solid boundary based on bounce-back scheme. After collision at $\mathbf{x}_{f}$, the probability density function is assumed to bounce back at midpoint $\mathbf{x}_{m}$ with modified magnitude:
$f_{i^{\prime}}=f_{i}-\frac{2 \rho w_{i}}{c_{s}^{2}} \mathbf{u}_{m} \cdot \mathbf{c}_{i}$, specifically in case $f_{5}=f_{7}-\frac{2 \rho}{36 c_{s}^{2}} \mathbf{u}_{m} \cdot \mathbf{c}_{i}$.
$\Delta=\left|\frac{\mathbf{x}_{s}-\mathbf{x}_{b}}{\mathbf{x}_{s}-\mathbf{x}_{f}}\right| ;$
For $\Delta \leq 1 / 2$, the midpoint velocity $\mathbf{u}_{m}$ can be obtained with linear interpolation:
$\mathbf{u}_{m}=\frac{\frac{1}{2} \mathbf{u}_{b}+\left(\frac{1}{2}-\Delta\right) \mathbf{u}_{f}}{1-\Delta}$,
For $\Delta>1 / 2$, the midpoint becomes a solid node, and
$\mathbf{u}_{m}=\frac{\frac{3}{2} \mathbf{u}_{b}+\left(\frac{1}{2}-\Delta\right) \mathbf{u}_{f f}}{2-\Delta}$.

We also tested this scheme at the value of $q=0.8$ in contrast with the scheme given by Bouzidi.


Fig.A3.9 Yin's boundary scheme at $q=0.8$.
The result shows that this scheme only has $1^{\text {st }}$ order of accuracy by the tested results.

## Appendix IV. Programs

## DDA Scheme for Particle Motion

```
u_max = max(max(abs(u))); % Initialization of maximum velocity
ddax = rand(lx,ly)*u_max; % Initialization of register for x-direction
dday = rand(lx,ly)*u_max; % Initialization of register for y-direction
sigx = \operatorname{sign}(\textrm{xu});\quad % Get the sign of value of velocity
sigy = sign(yu);
[X,Y] = find(P_Area); % Find the positions of particles
[X,Y] = find(P_Area); % Find the positions of particles
index = sub2ind(siz,X,Y); % Transfer the matrix position to index
```

$\operatorname{ddax}($ index $)=\operatorname{ddax}($ index $)+\operatorname{abs}(x u($ index $)) ; \quad \%$ Adding the $x$-velocity to register ddax
$\operatorname{dday}($ index $)=\operatorname{dday}($ index $)+\operatorname{abs}(\mathrm{yu}($ index $)) ; \quad \%$ Adding the $y$-velocity to register dday
$[\mathrm{X} 1, \mathrm{Y} 1]=$ find $\left(\mathrm{ddax}>\mathrm{u} \_\max \right) ; \quad$ \% Find those registers which are full
index1 = sub2ind(siz,X1,Y1);
[X2,Y2] = find(dday>u_max);
index2 $=$ sub2ind(siz,X2,Y2);
$\operatorname{ddax}($ index 1$)=\operatorname{ddax}($ index 1$)-\mathrm{u} \_\max ; \quad \quad \%$ Clear the registers which are full
dday $($ index 2$)=\operatorname{dday}($ index 2$)-u \_m a x ;$
$\% \%$ Move the particles of which their registers are full (Periodic Boundary condition at upper and lower walls)
vector_x = zeros(lx,ly);
vector_x(index1) = sigx(index1);
vector_y = zeros(lx,ly);
vector_y(index2) $=\operatorname{sigy}($ index 2$)$;
P_Temp $=\operatorname{zeros}(1 x, l y)$;
for $\mathrm{j}=1: 1 \mathrm{~lx}$
for $\mathrm{k}=1$ : ly
$\operatorname{if}((\mathrm{j}+$ vector_x $\mathrm{f}(\mathrm{j}, \mathrm{k}))>1 \mathrm{x} \|(\mathrm{j}+$ vector_x $(\mathrm{j}, \mathrm{k}))==0)$
vector_x $(\mathrm{j}, \mathrm{k})=0$;
end
if((k+vector_y(j,k))>ly)
vector_y $(\mathrm{j}, \mathrm{k})=-\mathrm{ly}+1$;
end
if $((\mathrm{k}+$ vector_ $\mathrm{y}(\mathrm{j}, \mathrm{k}))==0)$
vector_y $(\mathrm{j}, \mathrm{k})=\mathrm{ly}-1$;
end
$P_{-} \operatorname{Temp}\left(j+\operatorname{vector} \_x(j, k), k+v e c t o r \_y(j, k)\right)=P_{-} \operatorname{Temp}\left(j+v e c t o r \_x(j, k), k+v e c t o r \_y(j, k)\right)+$

```
            P_Area(j,k);
    end
end
P_Area = P_Temp;
```


## Modified Probability Motion Scheme

```
tau_s = 3;
```

tau_s = 3;
sigx = sign(xu);
sigx = sign(xu);
sigy = sign(yu);
sigy = sign(yu);
prob_x = tau_s*abs(xu); % Calculate the probability move along x-direction
prob_x = tau_s*abs(xu); % Calculate the probability move along x-direction
prob_y = tau_s*abs(yu); % Calculate the probability move along y-direction
prob_y = tau_s*abs(yu); % Calculate the probability move along y-direction
prob_crit_x = rand(lx,ly); % Set numbers of uniform distribution range from 0-1
prob_crit_x = rand(lx,ly); % Set numbers of uniform distribution range from 0-1
prob_crit_y = rand(lx,ly);
prob_crit_y = rand(lx,ly);
[X1,Y1] = find(prob_x>prob_crit_x); % Get the positions of particles which will move
[X1,Y1] = find(prob_x>prob_crit_x); % Get the positions of particles which will move
index1 = sub2ind(siz,X1,Y1);
index1 = sub2ind(siz,X1,Y1);
[X2,Y2] = find(prob_y>prob_crit_y);
[X2,Y2] = find(prob_y>prob_crit_y);
index2 = sub2ind(siz,X2,Y2);
index2 = sub2ind(siz,X2,Y2);
%% The particle movement part is same as that in DDA scheme.

```
%% The particle movement part is same as that in DDA scheme.
```

