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Abstract

CONTROL DESIGN AND GENETIC ALGORITHM OPTIMIZATION FOR ELECTRO-
STATIC MEMS

Jill C. Blecke

Michigan Technological University, 2011

Advisor: Dr. Gordon G. Parker

This dissertation discusses structural-electrostatic modeling techniques, genetic algorithm

based optimization and control design for electrostatic micro devices.

First, an alternative modeling technique, the interpolated force model, for electrostatic
micro devices is discussed. The method provides improved computational efficiency rela-
tive to a benchmark model, as well as improved accuracy for irregular electrode configura-
tions relative to a common approximate model, the parallel plate approximation model. For
the configuration most similar to two parallel plates, expected to be the best case scenario
for the approximate model, both the parallel plate approximation model and the interpolated
force model maintained less than 2.2% error in static deflection compared to the benchmark
model. For the configuration expected to be the worst case scenario for the parallel plate

approximation model, the interpolated force model maintained less than 2.9% error in static

X1X



XX

deflection while the parallel plate approximation model is incapable of handling the con-

figuration.

Second, genetic algorithm based optimization is shown to improve the design of an
electrostatic micro sensor. The design space is enlarged from published design spaces to
include the configuration of both sensing and actuation electrodes, material distribution,
actuation voltage and other geometric dimensions. For a small population, the design was
improved by approximately a factor of 6 over 15 generations to a fitness value of 3.2 fF.
For a larger population seeded with the best configurations of the previous optimization,

the design was improved by another 7% in 5 generations to a fitness value of 3.0 fF.

Third, a learning control algorithm is presented that reduces the closing time of a radio-
frequency microelectromechanical systems switch by minimizing bounce while maintain-
ing robustness to fabrication variability. Electrostatic actuation of the plate causes pull-in
with high impact velocities, which are difficult to control due to parameter variations from
part to part. A single degree-of-freedom model was utilized to design a learning control
algorithm that shapes the actuation voltage based on the open/closed state of the switch.
Experiments on 3 test switches show that after 5-10 iterations, the learning algorithm lands

the switch with an impact velocity not exceeding 0.2 m/s, eliminating bounce.



1. Introduction

Microelectromechanical Systems (MEMS) have the properties of being small, light weight,
capable of high frequency operation and relatively low cost. This provides performance
advantages over their macro scale counterparts when incorporated in various applications
such as sensors, switches, actuators and other structures (1, 2). As MEMS devices rise in
popularity, so does the need for improved modeling techniques and control strategies to aid
in their design and eventual implementation into larger systems. The purpose of this work
is three-fold. The first goal is to advance the modeling techniques of electrostatic MEMS
devices by developing an improved electrostatic model for use in optimization algorithms
and control design that improves upon accuracy of approximate models, but does not com-
promise computational efficiency. The second goal is to improve upon the overall design of
electrostatic MEMS devices by employing a multi-objective genetic algorithm based opti-
mization program with integrated control, capable of filtering invalid geometries. The third
goal is to improve the performance of MEMS devices with strategic learning control that

preserves the practicality of the device for use outside of a laboratory setting.

There exist multi-physics analysis codes that are capable of detailed modeling of the in-
teraction between structural and electrostatic coupled systems (3). However, for operations

such as optimization based design, where computational efficiency is required, complex
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models are not practical. A simplified electrostatic model can approximate the device as
two parallel electrode plates and estimates the nonlinear attractive distributed force based
on the capacitance (4). A major assumption of this approach is that the electrostatic field is
uniform between the plates, as it neglects fringing effects. In this work, where genetic algo-
rithms will be employed to perform discrete topology optimization of both the material and
electrode distribution of the device, this assumption is often violated and there exists a need
for an intermediate electrostatic model. The objective here is to develop an improved elec-
trostatic model that approximates fringing effects, but still preserves the practical solution

times for use in optimization algorithms and control design.

As MEMS devices become more complex and advances in fabrication extends the de-
sign space of features, finding optimal designs becomes more challenging. For capacitive-
sensing electrostatic MEMS devices, design involves decisions of geometry and electrode
configurations. Material distribution as well as size and location of both actuation and
sensing electrodes are important players in their behavior. Typically these types of prob-
lems have many local minima so gradient-based optimization methods have a tendency to
find the nearest local minima to the starting solution. Genetic algorithms can be useful in
computing an optimal geometry for MEMS devices that have multiple objectives or large
design spaces (5—-8). In this research, a genetic algorithm optimization function will be
employed to aid in the design of a MEMS resonant mass sensor. An alternative sensing

technique will also be discussed.

A major factor in the performance of MEMS devices is part-to-part variation due to
large fabrication tolerances relative to device dimensions (9). Another major challenge in
control of MEMS lies in limited sensing techniques on the micro scale (10). The control

problem in this work will be demonstrated on an electrostatically actuated, radio-frequency
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MEMS switch and will focus on reducing the effects of part-to-part variation by employing a
practical learning control strategy that relies only on the sensed potential difference between
the electrodes. The benefit of this type of control is that it is practical outside of a laboratory
setting and can act as a calibration tool over the lifetime of the part, accounting for variations

due to both fabrication or altered properties of the device due to aging or wear.

The remainder of the document is organized as follows: Chapter 2 will provide a brief
introduction to electrostatics and genetic algorithm optimization. The literature review in
Chapter 3 is broken into three parts: (i) analytical formulas to approximate the capacitance
for parallel plate capacitor type devices, (ii) use of genetic algorithms for optimization of
MEMS device design and (iii) control strategies for electrostatically actuated MEMS de-
vices. Chapter 4 describes the development of an improved structural-electrostatic model
for electrostatic MEMS devices. A proposed sensing method for MEMS mass sensors using
input shaping techniques is discussed in Chapter 5. Chapter 6 breaks down the details of
genetic algorithm optimization for improving the design of a MEMS resonant mass sensor.
Learning control strategies to eliminate bounce for a RF-MEMS switch are discussed in
Chapter 7. Chapter 8 and Chapter 9 will describe potential future work beyond the scope

of this project and a summary of the contributions, respectively.






2. Background

2.1 Electrostatic Modeling

This section will introduce the governing equations of electrostatics to form the foun-
dation equations upon which electrostatically actuated MEMS devices operate. Further

derivations, explanations and applications of these equations are available in (11).

Electrostatic force equations begin with Coulomb’s law which states that the electro-
static force, ﬁ, on a charged particle, ¢;, due to a second charged particle, ¢, is equal to
Eq. 2.1, where ¢, is the permittivity of free space (8.854 x 107'2 F/m), 7 is the position

vector of each charge. A system of two charged particles is illustrated in Figure 2.1(a).

The following notation will be used throughout the remainder of this section: r - scalar,

- vector, 7 - unit vector, |7] - magnitude of a vector.

1G2(71 — 75) . 7142712

P | _
47T€()|T_"1—’I?2|5 471'60|7712|2

2.1)

Eq. 2.1 can be extended to compute the electrostatic force on charge, ¢;, by a system of

n charges by summing up the forces of each charge, ¢;, shown in Eq. 2.2. A system of n



(@) (b)

Figure 2.1. (a) System of two charged particles; (b) System of n charged particles

charged particles is illustrated in Figure 2.1(b).

n

—
= 4 Tij
1ij—4 Zqﬁ"ﬂp

meo <= I

(2.2)

If a charge, ¢ is small enough such that it does not disturb other charges in the vicinity,

then the electrostatic field, E, is defined as the force per unit charge and can be computed

using Eq. 2.3.

E =

|

(2.3)

The electrostatic field due to a single point charge, ¢, at any location, 77, is described by

Eq. 2.4.

Ev— Q<Fi_F)

" Ameg|T; — 3

(2.4)
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Extended to a system of n charges, the electrostatic field at any location, 77, is described

by Eq. 2.5.

= ~ T
E;; = E S — 2.5
! Ameo| ;)2 (2.3)

In the case of a charge density, p(z, v, ), in a volume, V, the electrostatic field is de-
scribed by Eq. 2.6, where 7" is the position vector from the volume element to the point of

interest.

E(w,y,2) = — / e )W (2.6)

4meg

An important relation to acknowledge is given by Eq. 2.7. Substituting Eq. 2.7 into

Eq. 2.6, the electrostatic field can also be expressed as Eq. 2.8.

r 1

— =—_v (= 2.7

EE (m) @7
Ble.y2) = o / pv(m) 2.8)

The gradient computation can be pulled outside the integral if both the limits of integra-

tion and the charge density are not functions of the evaluation location.

., 1 1
E(z,y,z) = —V47T€0 /Vp (H) av (2.9)




The integrand in Eq. 2.9 is a scalar quantity at each location and is defined as the elec-
trostatic potential function, ¢, shown in Eq. 2.10. This allows for the more compact form

of Eq. 2.9, shown in Eq. 2.11.

- p
¢—/V—47T60|ﬂdv (2.10)

E=-V¢ (2.11)

The electric flux, D is proportional to the electrostatic field, shown by Eq. 2.12. Sub-

stituting Eq. 2.6 into Eq. 2.12, the flux can also be expressed as Eq. 2.13.

D = ¢FE (2.12)
D=— [ p— 2.13
i )P &1

Gauss’ law, shown in Eq. 2.14, states that the surface integral of the electric flux is equal
to the total charge in a volume surrounded by the closed surface, S. Since the electrostatic
field within a conductor is zero, if the closed surface is comprised entirely of conducting

material, the total charge and the electric flux, are zero.

/ﬁ-dﬁz/pdv (2.14)
S \%4

If the charge density is a continuous function, the divergence theorem can be applied



and Eq. 2.14 can be re-written as Eq. 2.15.

/5-d§:/v-5dv (2.15)
S |4

Equating the right hand sides of Eq. 2.14 and Eq. 2.15, the charge distribution can be
related to the electric potential though the flux and electrostatic field equations, shown in
Eq. 2.11 and Eq. 2.12. Eq. 2.16 is the differential form of Gauss’ law and is commonly

referred to as Poisson’s equation.

VD=p—V(-Ve)=p— V2p=-L (2.16)

€0

In a region free of any charge, Eq. 2.16 becomes Eq. 2.17, and is known as Laplace’s

equation.

V3 =0 (2.17)

2.2 Genetic Algorithm Based Optimization

Genetic algorithm based optimization is an evolutionary based method of searching a
design space for an optimal solution. Each possible configuration in the design space is
represented by a bit string of finite length, referred to as a member. The numerical solu-
tion to a genetic algorithm optimization problem is defined by the size of the population,

number of generations and the fitness function that is to be minimized in the optimization.
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St t Create initial
art—; population
Fitness —
evaluation
*exit upon maximum
Create next number of generations
generation

Figure 2.2. Genetic algorithm based optimization

The schematic in Figure 2.2 shows the process flow of a generic genetic algorithm based

optimization code, for which there are 3 key steps.

Step 1 is to randomly generate the members of the initial population. Step 2 is to evaluate
each member of the population in the current generation according to the fitness function.
Each member is ranked, where the best configuration is the member with the lowest fitness
value. If the generation just evaluated is not the final generation, a new population for the
next generation is created using 3 distinct processes - elite members, crossover and muta-
tion. Elite members are the members of the previous generation that have the lowest fitness
values. These members automatically survive to the next generation. Crossover creates
children for the new population by combining two parents from the previous generation.
The mutation process creates members for the new population by applying a small proba-
bility of modest alterations to members of the current generation. Once the population of
the new generation is created, each member is evaluated, ranked, and the process repeats

until the maximum number of generations set by the user is reached. The output of the
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genetic algorithm optimization is the set of members in the final generation with the lowest

fitness values.

The disadvantages of genetic algorithm optimization are that a global minimum solu-
tion is not guaranteed and that it can become computationally expensive. An advantage,
however, is that it is perfectly positioned to handle discrete design variables and that the
entire design space can be searched without being constrained to local minima. It is for

these advantages that genetic algorithm based optimization was chosen for this work.






3. Literature Review

The literature review provided below will describe published research for 3 main topics:

1. Analytical formulas to approximate the capacitance for parallel plate capacitor type

devices, including MEMS,
2. Use of genetic algorithms for optimization of MEMS device design, and

3. Control strategies for electrostatically actuated MEMS devices.

3.1 Electrostatic Models

The modeling spectrum, from complex to simple, illustrated in Figure 3.1, for electro-
static devices ranges from fully-coupled, structural-electrostatic analysis to a parallel plate
approximation. The fully-coupled, structural-electrostatic analysis allows for accurate so-
lutions, but can be too computationally expensive for use in optimization or control design
applications. On the opposite end of the spectrum, the parallel plate approximation is a com-
mon simplified model that provides enormous reduction in solution time, but cannot take

into account fringing forces near the edges of the electrodes. Many researchers have ad-
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Fully-coupled Conformal Empirical Parallel Plate
Analysis Mapping { Models Approximation

Figure 3.1. Electrostatic model spectrum from complex to simple, left to right

dressed inclusion of higher order effects attempting to find a balance between computational
efficiency and accuracy using conformal mapping techniques and by computing empirical
models for a defined geometry set. Section 3.1.1 and Section 3.1.2 briefly describes the
fully-coupled structural-electrostatic analysis and the parallel plate model, respectively. A
discussion of published analytical models designed to take into account the fringing fields

ignored by the parallel plate model, follows in Section 3.1.3.

3.1.1 Fully-Coupled, Structural-Electrostatic Analysis

Consider the system consisting of two conducting plates held at a voltage differential, V,
shown in Figure 3.2. The plates are of length, [, width, w, thickness, ¢ and are separated by

an air gap, g.

The electric potential between the two plates satisfies Laplace’s equation, given by
Eq. 3.1. Fully-coupled, structural-electrostatic analysis codes exist that compute the so-
lution to Laplace’s equation, subject to the appropriate boundary conditions, and uses the
electric potential solution to compute the electrostatic force, which serves as an input to the
structural analysis. The magnitude of the electrostatic force is dependent upon the instan-

taneous air gap from the structural analysis, thus coupling the two analyses.
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Plate 2: Electric Potential

Plate 1: Ground

Z
Lo |

Figure 3.2. Two parallel conducting plates held at a voltage potential, V

< >

2 2 2
g;ﬁ + gyf + g/j =0 (3.1)

Figure 3.3 shows a cross-section view of the electric potential through the center of two
fixed plates using COMSOL Multiphysics. Near the center of the plates, away from the
edges, the potential only varies linearly in the z-direction between the two plates. Near the
edges, the electric potential also varies in the x-direction, as well as the y-direction into the
page, which is not shown in this view. The fringing forces generated near the edges of the

electrodes will be the center of the discussion in the remainder of this section.

3.1.2 Parallel Plate Approximation Model

The parallel plate approximation neglects fringing effects, reducing the Laplace equation

in Eq. 3.1 to Eq. 3.2, subject to the given boundary conditions.
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Electric potential (V)
— 100

Figure 3.3. Voltage potential, V', in volts, between two parallel plates held at a 100 V potential
difference
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A solution for Eq. 3.2 is given by Eq. 3.3. This solution requires that the electric field is
uniform between the two plates. The magnitude of the uniform electrostatic field is given

by Eq. 3.4.

¢(z) = — (3.3)
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E=Vo=—— (3.4)

Substituting Eq. 3.4 into Eq. 2.12, the electric flux is written as Eq. 3.5. On the surface
of a conductor, the electric flux density is equal to the surface charge density, . Thus, for

electrode area, A, the total charge, (), is given by Eq. 3.6.

D= % (3.5)
Q- “;V (3.6)

Capacitance is defined as the ratio of charge to electric potential, so the parallel plate
approximation for the capacitance between two plates held at a potential difference is given

in Eq. 3.7.

== (3.7)

3.1.3 Closed-Form Capacitance Formulas Including Fringing

Closed-form models that account for the fringing effects have been developed for drum-
shaped electrostatic MEMS (12), circular disc capacitors (13, 14) and MEMS comb drive
actuators (15, 16). This particular section will review the models applied to rectangular
parallel plate capacitors and rectangular conducting lines over a ground plane. With the

exception of one, the analytical capacitance formulas listed in this paper can be categorized
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into those derived from conformal mapping techniques and those empirically derived. The
remainder of this section will address the models in chronological order of the publication

date for the references listed.

For this discussion, the following notation will be used - plate length, [ (m); plate width,
w (m); plate thickness, ¢ (m); plate separation in the z-direction, g (m); permittivity of free

space, ¢g (F/m).

In 1937, Palmer (17) published a paper to increase accessibility to fringing models for
parallel plate capacitors. The models listed in Palmer’s article were derived using Schwartz-
Christoffel transformations and are applicable to capacitors with plates of negligible thick-
ness and large ratios of width to plate separation. The first model, shown by Eq. 3.8, takes
into account the fringing of the flux and the flux passing through the back of the plates.
The second model, given in Eq. 3.9, accounts for fringing near the ends of the finite plates.
Both models give the capacitance per unit length of the device. The first term of each com-
putes the capacitance due to the parallel plates. The second and third terms account for the

fringing effects.

c_@{1+i+im(2ﬂ_w>} (3.9)

g wmw o wT g

C:@[1+i+iln(1+ﬂ>} (3.9)
g TTw W g

Also derived using conformal mapping techniques, Elliott (11) describes the total ca-
pacitance of a parallel plate capacitor given in Eq. 3.10. Once again, the first term calculates

the capacitance from the plates and the fringing is accounted for by the second and third
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terms.

coctf mE) () 510

Chang (18, 19) developed a model using approximate conformal mapping techniques.
While the model, shown in Eq. 3.12, is an improvement in accuracy over the parallel plate
approximation and takes into account fringing due to the thickness, relatively, it is a more

complex capacitance computation and is limited to plates with a width to gap ratio larger

than unity.
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For a rectangular conductor, the authors in reference (20) approximated the capacitance
due to the fringing field of a rectangular conductor by utilizing the circular capacitance
formula and modeling the ends of the conductor as semicircles. For widths greater than

half of the thickness, the capacitance per unit length is described by Eq. 3.12. The first term
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computes the capacitance for a rectangular cross-section, subtracting off the two end pieces
represented by semicircles. The capacitance due to the two end pieces are then computed by
the second term. For widths less than half of the thickness, the capacitance per unit length

is described by Eq. 3.13.

t
w — 27

C=c¢ (3.12)

(e S )
C=¢|—+ <

9 ln< +20 4 79(29+2)>

0. 0543t>

+1.47 (3.13)

Seeking to decrease the complexity of Eq. 3.11, the authors in reference (21) derived
an empirical model for the capacitance per unit length of a single line over a ground plane.

Eq. 3.14 is valid for devices with a width to gap ratio and thickness to gap ratio of 0.3-30.

w ¢ 0.222
1.15— + 2.8 (—) ] (3.14)
g g

In reference (22) it is demonstrated that the accuracy of the empirical model in Eq. 3.14

C:

could be improved by limiting the valid geometries. For wires with a width to gap ratio
greater than unity and a thickness to gap ratio between 0.1 and 4, the capacitance per unit

length can be described by Eq. 3.15.

w w 0.25 t 0.5
— 4+ 0.77 + 1.06 (—) +1.06 (—) ] (3.15)
g g g

Empirical models for various shapes of capacitors are presented by references (23, 24).

C:
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For a micro-strip capacitor, the capacitance per unit length, including fringing effects, can
be computed by Eq. 3.16 - Eq. 3.18. Eq. 3.16 is valid for gap to width ratios less than 0.01.
Eq. 3.17 is valid for gap to width ratios between 0.01 and 0.1. Eq. 3.18 is valid for gap to

width ratios larger than 0.1

c = 142123 (2)} (3.16)
g L w
2
o - W 1+\/2.7781 (2) +0.001097] (3.17)
g i w
[ 0.8258
c = 11411205 (3> ] (3.18)
g L w

For a square capacitor, the capacitance per unit length, including fringing effects can be
computed using Eq. 3.19 and Eq. 3.20. Eq. 3.19 is valid for gap to width ratios between 0.1

and unity. Eq. 3.20 is valid for gap to width ratios between 1.0 and 10.

0.891
c = = {1 +92.343 (2> } (3.19)
g w
0.992
c = {1 +2.343 (2) } (3.20)
g w

The authors in reference (25) combined some of the fringing models described above
to create a new analytical model for the capacitance of a electrostatically actuated MEMS
parallel plate actuator. The capacitance per unit length of a device having a width to gap

ratio larger than 5 can be computed using Eq. 3.21.
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Current literature provides viable options for modeling the fringing fields for two par-
allel plates separated by a gap. However, the fringing field models are limited to two elec-
trodes that share the same dimensions and are directly aligned. The models fail to accurately
represent the fringing for two plates that are not the same size or shape, such as the presence

of a hole(s) in one of the plates or extra electrode areas neighboring one of the plates.

3.2 Genetic Algorithm Based Optimization and MEMS

Optimization techniques are beneficial to incorporate into the early stages of design for
any type of device, and electrostatically actuated MEMS devices are no exception. Through
the use of carefully designed optimization algorithms, optimum topologies, electrode sizes
and locations, driving voltages and more can be discovered such that the performance of the
device matches the target design behavior. This section will investigate how optimization
algorithms have been utilized to assist in the design process of MEMS devices in gen-
eral. While most optimization programs for MEMS have been centered on gradient based
techniques (some examples include, but are certainly not limited to references (26-38)),
this discussion will be focused on the use of genetic algorithm based optimization methods

only.

Genetic algorithms began their use in the field of MEMS in regards to the design synthe-
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sis of MEMS components. Li and Antonsson (39) employed genetic algorithms to optimize
the synthesis of MEMS mask layouts and fabrication processes. The objective was to cre-
ate a synthesis that resulted in as close to the desired 3D shape as possible, despite random
shape and process variations. The authors in reference (40) demonstrated the use of ge-
netic algorithms to optimize MEMS synthesis design as well, but expanded the objective to
include the topology and size of the devices such that a particular performance character-
istic was achieved. The design variables were the number, types and connectivity of basic
components. The solution could then be further refined using gradient based optimization
methods (41). Fan et al. (42) proposed a similar method of MEMS synthesis optimization,

but also included the use of bond graphs.

Genetic algorithms have also been used to define physical properties of MEMS devices.
The authors in reference (8) demonstrated the use of genetic algorithms to optimize the
thickness of a micro-membrane to match a desired pump performance. In simulation, the
membrane was divided into sections and the thickness of each section was represented by a
bit, correlating to one of two thickness values. Susanto and Yang (43) optimized the force-
deflection at the tip of a piezoelectric forceps using physical design parameters as the design
variables, while the authors in reference (6) optimized the dimensions of a micro-beam res-
onator to achieve a desired frequency response curve. The dimensions of an electro-thermal
actuator were also optimized by a genetic algorithm to maximize the deflection of the de-
vice (7). The authors in reference (44) optimized the dimensions of an RF-MEMS switch
with a minimized actuation voltage and maximized dynamic stiffness by combining genetic
algorithms with orthogonal experiment and BP neural network methods. Yuan et al. (45)
expanded the design variables beyond dimensions to include the driving voltage as well,

in which the global sensitivity of an electrostatically driven gyroscope was minimized by
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genetic algorithm optimization. Engesser et al. (46) likewise expanded the design vari-
able set to include geometric and material properties when minimizing the total area of a
MEMS accelerometer. The authors in reference (47) employed genetic algorithms to define
the discrete location and size of the piezoelectric components for a MEMS actuator. This
optimization program was further wrapped in a gradient based optimization loop that per-
formed topology optimization of the device. Further use of genetic algorithms for topology
optimization in MEMS was documented by Motiee (48) who optimized an electro-thermal
actuator to achieve a desired deflection at a given location. The authors in reference (49)
used unique evolutionary programming to optimize the springs of a MEMS resonator de-
vice, taking into account both location noise and pre-stress, where the fitness of each design

was computed as a function of its resonant frequency and deflection.

Current literature demonstrates that genetic algorithms are a great tool for the design
and optimization of MEMS. The protocol can find a family of good solutions without being
constrained by local minima. However, the optimization algorithms have not yet demon-
strated constraint to connected geometries for discrete material topologies. Also, the design
space could be expanded to include both material distribution, electrode configurations and

applied voltages such that an entire system configuration could be optimized.

3.3 Control Design for Electrostatic MEMS

The inherent instability in electrostatic MEMS devices has sparked enormous efforts in
control design to defeat pull-down and improve performance. The control objectives for

electrostatic MEMS tend to focus around set-point control through the entire gap, tracking
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a reference trajectory through the entire gap, compensation for parameter uncertainty that
may lead to pull-down and self-calibration. Closed-loop control strategies are difficult to
implement on such structures because of the high structural frequencies. Also, many times,
sensors are not compatible with the size of micro devices or are not practical outside of a
laboratory setting. While the open-loop strategies are simpler to implement, they cannot ac-
count for parameter variation, a trait very common due to uncertainty in MEMS fabrication

or inaccurate models (10).

This section of the literature review will discuss control strategies already published gen-
erally focused around extending the stable operating range of electrostatic MEMS devices
beyond pull-in, or avoiding the effects of pull-in. Control categories include open-loop
device design considerations, open-loop input waveform design, introduction of additional
circuitry to the system, closed-loop linear control, closed-loop nonlinear control and adap-

tive control.

There exists a plethora of excellent control strategies, both open-loop and closed-loop,
published for a variety of electrostatic MEMS devices. Open-loop control strategies are
capable of reducing or eliminating the effects of pull-down but lack robustness for parts
subject to fabrication imperfections. Closed-loop control strategies are often times signif-
icantly more robust but are impractical and hide under implementation challenges defined
by devices with high structural frequencies, availability of micro-sized sensors and complex

control laws.
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3.3.1 Open-loop Control of Electrostatic MEMS via Fabrication and Design Consid-

erations

Simple design configurations can be made to improve the performance of MEMS devices
by avoiding the effects of pull-down without the need to address the challenges of feed-
back. The first design consideration is unique electrode configurations. Legtenberg et al.
(50) expanded the stable travel region of a beam by using a curved electrode, thereby fa-
vorably altering the pull-down behavior of the device. Another strategy is to use laterally
offset electrodes, as opposed to electrodes directly across the gap. In this case, actuation
is motivated strictly by the fringing forces due to the non-uniform electrostatic field at the
edges, and the stable operating range can be expanded depending on the shape and location
of the offset electrodes (51, 52). Hung and Senturia (53) defined a “leveraged bending”
technique that designed uniquely shaped beams and actuated only selective areas of the de-
vice, such that the remainder performed as a lever and was allowed to extend beyond the
original instability. The authors in reference (54) developed a unique sequential actuation
scheme for a set of two different electrodes that was used to achieve stable displacements
beyond pull-in for a comb drive. Rather than alter electrode shape or location, Wu et al.
(55) coated the inner surface of a micro-mirror actuator with a silicon dioxide layer to create

a larger stable operating range.

The counterpart to the use of novel electrode configurations for open-loop control of
electrostatic MEMS devices beyond pull-in is to design unique flexure components. One
tactic is to alter the material properties of the device. Hung and Senturia (53) developed
a “strain stiffening” technique that introduced a geometric nonlinearity in the beam to im-

prove stability. Similarly, the authors in reference (56) demonstrated that the curvature of
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a structure can be altered by introducing a stress gradient along the length and width of a
beam. Due to the change in stiffness of the curved beam, the stable travel range of the device
was extended. A second tactic is to change the stiffness of the flexure components through
shape design. Many novel suspension systems have been designed, including a spring de-
sign with stiffness properties such that the restorative force is proportional to the square, and
higher orders, of the deflection (57). Zhou and Dowd (58) designed a “tilted folded-beam™
suspension to improve the stability of a comb drive actuator, while the authors in reference
(59) developed a flexure component inspired by a four bar linkage that created a nonlinear
restoring force shown to improve the pull-in performance. Zhang and Dunn (60) created
a “tailored topology” approach, where two bi-layer beams were connected together using
a combination of plate and flexure components. The components not only created unique
stiffness characteristics, but also electrode configurations to assist in the improved stability.
The authors in reference (61) developed a two beam suspension design with one anchored

beam and a single movable beam. This setup extended the stable travel range of the device.

3.3.2 Open-loop Control of Electrostatic MEMS via Input Waveform Design

A second control approach for electrostatic MEMS to avoid the negative effects of pull-
down is special input waveforms to achieve desired performance. Nadal-Guardia et al.
(62) used a current drive method for electrostatic MEMS actuators connected to a series
capacitor for stable set point control. A current source delivered an initial charge and was
then turned off to place the structure in a desired location. The authors in reference (10) pro-
posed a high voltage spike followed by a trailing steady-state voltage to reduce vibrations

in an electrostatic micro-optical-electro-mechanical system (MOEMS) comb drive. For a
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bi-directional parallel plate actuator, a unique command of the polarity of the moving elec-
trode relative to the stationary electrode was proven to allow stable set point control beyond
pull-in (63). The authors in reference (64) applied an AC voltage with a DC offset to stabi-
lize microstructures beyond pull-in. A pulse and hold waveform was shown to avoid pull-in
and allow fast switching and soft-landing without bounce for RF-MEMS switches (65, 66).
A similar pulse and hold waveform was also demonstrated in reference (67) for a MEMS
switch that must traverse the entire gap. Chen and Ou also explored zero vibration and zero
vibration derivative input shaping for the use of nonlinear two and three step shapers to re-
duce vibration in parallel plate actuators. Zero vibration response is achieved for a torsional
micro-mirror by combining the static response of the system, an energy balance equation
and a nonlinear approximation solution to analytically compute the magnitude and timing

of pulses of the input waveform (68).

3.3.3 Open-loop Control of Electrostatic MEMS through Additional Circuitry De-

sign

Another design consideration to extending the stable operating range of electrostatic MEMS
devices is the addition of extra circuitry components in series with the device. Both a single
capacitor and a “switched capacitor” circuit, consisting of an operational amplifier-capacitor
combination, have been shown to extend stability beyond pull-down when placed in series
with a parallel plate actuator under either voltage or charge control (69-72). Chan and
Dutton (73) designed a special “folded capacitor” design to allow for stable control beyond
pull-in. The introduction of an inductor-capacitor circuit in series with the device was also

shown to extend the stable operating range of a parallel plate actuator (74). Cagdaser and



29

Boser (75) demonstrated that an inductor in series with the device, when actuated at its

electrical resonance, extended the stable operating range as well.

3.3.4 Closed-loop Linear Control of Electrostatic MEMS

Linear controllers have been demonstrated as an option for position control of electrostatic
MEMS. Chu and Pister (76) demonstrated the use of a proportional position feedback con-
troller to extend the stable operating range of a microgirpper device. A proportional control
law was also discussed for position control of a long-range micro-positioner in reference
(77). A proportional controller supplemented with integral control was shown to provide
position control for a lateral micro-actuator in reference (78) and a micro-mirror subject to
uncertainty in reference (79). The authors in reference (80) utilized a proportional-integral-
derivative (PID) controller for both translational position control and disturbance rejection
for a comb resonator. The authors in reference (81) improved the performance of a dual-axis
micro-mirror using PID control in multiple loops. A phase lead compensator was employed
for position control of a parallel plate actuator in reference (82). Lu and Fedder (83, 84)
used a pre-filter to enhance the performance of their linear time invariant (LTI) controlled

micro-actuator.

3.3.5 Closed-loop Nonlinear Control of Electrostatic MEMS

By far the majority of publications for extending the stable operating range of electrostatic
MEMS falls into nonlinear control due to the nonlinear nature of electrostatic actuation.

Many of the nonlinear controllers have been shown to not only increase the operation range
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of the devices, but also improve transient performance and robustness. One nonlinear con-
trol strategy is the design of closed-loop dynamic drives. The authors in (85-87) use a
dynamic on-off voltage drive based on a threshold for the position feedback of parallel
plate actuators. Nadal-Guardia et al. proposed using dynamic, on-off type, current drives
to extend the stable travel range of parallel plate actuators (62) and torsional actuators (88).
Chen et al. (89) designed a voltage drive that inputs a constant voltage for a tilt-angle
micro-mirror at small angles and after crossing a threshold, can linearly or nonlinearly de-
creases the voltage as the device reaches the commanded position. Other nonlinear strate-
gies also include switching control or sliding mode control (90-93) and model inversion
or linearization (94, 95). Some work has been focused around supplementing conventional
linear type controllers with nonlinear functions. The authors in reference (96) proposed two
controllers, one that uses a linear proportional feedback combined with a timed step func-
tion, and another that uses sine wave feedback in conjunction with a step function. Borovic
et al. (97) introduced a nonlinear proportional-derivative controller to control an optical
switch. The control utilized a feedforward term as well to assist in fast switching with de-
sireable overshoot performance. The authors in reference (98) also introduced a nonlinear
proportional-derivative controller for the closed-loop control of a torsional micro-mirror
and compared the performance to a gain scheduling approach. The authors in reference
(99) designed a robust tracking control law based on energy. The control constrained the

total energy in the system to be less than the minimum energy to achieve contact.

Extensive work has been published comparing various nonlinear controllers. Refer-
ences (100-108) compare nonlinear strategies applied to a parallel plate actuators and/or
torsional micro-mirrors, including, but not limited to, control schemes based on differen-

tial flatness, Lyapunov stability, backstepping and trajectory planning. Various controllers
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utilizing dynamic and static state or output feedback strategies for the stabilization of par-
allel plate actuators have also been compared in (109-112). Wang (113) compared various
nonlinear feedback controls to control the position of a microbeam tip as well as suppress

vibrations.

3.3.6 Adaptive and Self-Tuning Control of Electrostatic MEMS

Adaptive and self-tuning controllers lend well to accounting for uncertainty in modeling,
environmental effects or imperfections in fabrications and the world of MEMS is no ex-
ception. The authors in reference (114) demonstrated the improved position control of a
parallel plate actuator that is subjected to fabrication variations. An adaptive backstepping
control was applied to a parallel plate actuator to improve robustness (115, 116). Both adap-
tive state feedback and adaptive output feedback have been shown to control bi-directional
micro actuators (117-119). Stable control of a lateral comb resonator under both struc-
ture and fault conditions was demonstrated using self-tuning variable structure controllers

(120, 121).

Current literature provides numerous control strategy options for electrostatically actu-
ated micro devices. This work will aim to provide alternative learning control techniques
that can adapt based on previous behavior of the device, improve the performance of the

device and use sensing techniques viable for real world implementation.






4. Modeling of Electrostatic MEMS

In Chapter 6, genetic algorithm based optimization will be shown to be a useful tool to aid
in the design of an electrostatically actuated MEMS resonant mass sensor. However, before
the optimization discussion can begin, the issue of how best to model the device must be
addressed. The goal of this section is to develop a model that can accurately model an elec-
trostatically actuated micro cantilever beam, including fringing effects, without sacrificing
computational efficiency. Three models will be discussed. First, in Section 4.1, a fully-
coupled structural-electrostatic analysis will be described and regarded as the benchmark
model. Secondly, in Section 4.2, a commonly used simplified model using the parallel plate
approximation, previously discussed in Section 3.1.2, will be described. Thirdly, in Sec-
tion 4.3, a proposed model that decreases the computational time relative to the benchmark
model, as well as improving the accuracy in a static deflection analysis will be described.
Finally, the performance of the model using the parallel plate approximation described in
Section 4.2 and the proposed model described in Section 4.3, will be compared to that of the
benchmark for 3 configurations in Section 4.4. For further modeling details in COMSOL,

see Section 6.4.2.
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Figure 4.1. General electrostatic MEMS schematic

4.1 Fully-Coupled, Structural-Electrostatic Model

COMSOL is a commercially available finite element modeling software and was chosen
for two reasons. First, COMSOL is capable of being accessed from within MATLAB. This
capability is valuable when integrating finite element models with optimization programs or
control system design. Secondly, COMSOL is capable of combining multiple physics do-
mains in a single model. This capability is valuable in solving a structural analysis coupled
with an electrostatic analysis, which is many times required when modeling electrostatic

MEMS.

Electrostatic MEMS are actuated by applying a voltage potential difference between
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two electrodes, illustrated in Figure 4.1. The electrostatic force between those electrodes
attracts a movable electrode towards a fixed electrode. The electrostatic force that pulls
the movable electrode is dependent upon the air gap between them. Thus, as the device
deforms, so does the electrostatic field, and ultimately the electrostatic force acting on the
device. Therefore, a coupled analysis is required to determine the static deflection of' a micro
device under electrostatic actuation, and the use of COMSOL for this analysis affords this

capability.

To perform this analysis in COMSOL, 3 applications are required:

1. 3D Solid, Stress-Strain (SMSLD),

2. Deformed Mesh (ALE), and

3. Electrostatics (EMES).

The problem extends from an example in reference (122). The EMES application solves
for the potential, V', in the air gap between the two electrodes, defined by Eq. 4.1. This
solution corresponds to Eq. 2.17 in Section 2.1, however, the notation in this section is
converted to be the same used by COMSOL. The solution to Eq. 4.1 is used to deduce the
electrostatic forces, defined by Eq. 4.2 acting on the movable electrode (123), where E is
the electric field vector, D is the electric displacement vector and 77 is the outward normal

vector.

— V(- VV) =0 (4.1)
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Figure 4.2. Schematic for the fully-coupled, structural-electrostatic model in COMSOL

—

Foy=—=(E-D)i+ (ii- E)D" (4.2)

N | —

These equations are solved using the locations defined in the ALE application, whose
mesh deforms according to the structural deformation of the device computed in the SM-
SLD application. The SMSLD application solves for the deformation using the principle
of virtual work, assuming the external forces acting on the domain, in this case the elec-
trostatic forces acting on the device, are equal to the internal strains, and that the variation
of the virtual work is equal to zero, as shown in Eq. 4.3 (123). Figure 4.2 illustrates the

solution sequence of the fully-coupled, structural-electrostatic analysis.

SW =0 (4.3)
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The benefit of the fully-coupled, structural-electrostatic analysis over a non-coupled
analysis is an improvement in accuracy, since the electrostatic forces changes as a function
of the deformation. For this reason, the coupled analysis is used as the benchmark model.
A disadvantage of the coupled analysis is the computational inefficiency. This becomes an
important limitation if the model is to be used in both genetic algorithm optimization and
control system design. The remainder of Chapter 4 explores two methods to combat this

negative attribute.

4.2 Parallel Plate Approximation Model

A common simplification when modeling electrostatic MEMS is to work under two
assumptions. The first assumption is that the two electrodes are rigid bodies and remain
parallel throughout the deformation. The second assumption is that the length and width of
the electrodes is much greater than the air gap dimension. As described in Section 3.1.2,
these two assumptions lead to the statement that, at any position near the center of the elec-
trodes, the electric scalar potential varies only in the direction normal to the plates, and
thus, the electrostatic field is uniform. The two charged plates then represent a parallel
plate capacitor, for which the capacitance, C, is approximated by Eq. 3.7. The approxi-
mate electrostatic force can be computed directly from the capacitance equation given in
Eq. 4.4, where A is the area of the electrodes, V' is the potential difference between the two

electrodes, g is the air gap between the electrodes and ¢ is the permittivity of free space.

0 (A AV?
9 (60_> V2= —60292 (4.4)
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Figure 4.3. Schematic for the parallel plate approximation model in COMSOL

The parallel plate approximation model is also implemented in COMSOL, however,
since the electrostatic force acting on the device is closed-form, only the SMSLD applica-
tion is required. Figure 4.3 illustrates the solution sequence of the parallel plate approxi-
mation model. The model is implemented by applying a boundary load equivalent to the
approximate electrostatic force to any material area of the device that is located directly
across the air gap from an actuation electrode. This implies that any area of the device that
is not located directly across from an actuation electrode is not subject to any loading, even
if fringing forces exist. One can propose that the configuration for which the parallel plate
approximation model performs the best is one where all of the device material is located
directly across the air gap from all of the actuation electrodes. Similarly, one can also pro-
pose that the configuration for which the parallel plate approximation model performs most
poorly is one where there is no overlapping area of the device material and the actuation

electrodes, such that any deformation of the device is due purely to fringing forces.

The advantage of a closed-form solution for the electrostatic force is that it de-couples
the analyses, significantly reducing the solution time. However, for this improvement in
computational efficiency, accuracy for some configurations is sacrificed. The accuracy of

the parallel plate approximation model depends greatly on the configuration of material
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distribution and electrode configurations. For the application of genetic algorithm based
optimization, the model used must be able to accurately compute the static deflection for
all configurations. Section 4.4 will illustrate the shortcomings of using this model for ge-
netic algorithm based optimization and the capability of the proposed model described in
Section 4.3 to handle these configurations with improved accuracy, while reducing the so-

lution time relative to the benchmark model.

Alternatively, Section 3.1.3 reviews published formulas for approximating the capac-
itance, including fringing effects, between two electrodes held at a potential difference.
These approximations are only valid for particular geometries, none of which encompass

all of the geometries possible for the genetic algorithm based optimization problem.

4.3 Interpolated Force Model

A model is presented that approximates the electrostatic forces, including fringing, with-
out solving the coupled analysis described in Section 4.1. The model will be referred to as
the interpolated force model and consists of two steps. First, the electrostatic problem, us-
ing the EMES application in COMSOL, is solved at specified air gaps. The electrostatic
load on each geometric face of the movable electrode is tabulated. Secondly, the structural
problem, using the SMSLD application in COMSOL, is solved. In this part of the model,
the load on each geometric face of the movable electrode is taken from a look-up table gen-
erated in the first part of the analysis. The look-up tables specify the electrostatic load for
each domain with material in the device, as a function of the instantaneous gap. The instan-

taneous gap is defined by the difference between the initial air gap at zero actuation and the
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Figure 4.4. Schematic for the interpolated force model in COMSOL

deflection. Figure 4.4 illustrates the solution sequence of the interpolated force model.

The benefit of the interpolated force model is that it affords the capability of expressing
the electrostatic force as a closed-form function of the gap, eliminating the need to solve the
fully-coupled, structural-electrostatic analysis. The computational efficiency is superior the
parallel plate approximation model since the electrostatic problem must be solved multiple
times in addition to the structural problem; however, the solution time is reduced relative

to the fully-coupled model.

4.4 Model Performance in a Static Deflection Analysis

The modeling techniques are evaluated for a static deflection analysis of a MEMS res-
onant mass sensor by computing the static deflection of the configuration with an applied
voltage of 100 volts. The sensor is a fixed-free cantilever beam composed of poly-silicon.

Further details of device composition and operation are discussed in Chapter 6.

Three different sensor configurations are used to test the performance of the parallel
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plate approximation model and the interpolated force model relative to the benchmark
model. The 3 configurations are illustrated in Figures 4.5(a)-(c). Note, the configura-
tions shown are before the symmetry constraint is imposed. The configurations illustrated
are symmetric about the lower horizontal axis. The first configuration, illustrated in Fig-
ure 4.5(a), is a scenario for which one would expect the parallel plate approximation model
to perform its best. This configuration is close to two parallel plates. The second configura-
tion, illustrated in Figure 4.5(b), is a scenario for which one would expect the parallel plate
model to perform poorly. The deformation is due purely to fringing forces, since there is
no actuation electrode located directly across the gap from the device material. The third
configuration, illustrated in Figure 4.5(c), is a configuration produced during a genetic al-
gorithm optimization run. This configuration was chosen as it is a typical configuration the
optimization process must analyze. Figure 4.5(d) illustrates a legend corresponding to the
3 configurations. This legend will be used throughout the remainder of this document for

describing the material distribution and the electrode configurations in the design space.

Figure 4.6 and Figure 4.7 describe the performance of the parallel plate approximation
model and the interpolated force model for configuration 1. Figure 4.6 illustrates the percent
error in applied load for each domain with material. The maximum error in applied load
using the parallel plate approximation model is 3.9% and the maximum error in applied
load using the interpolated force model is 2.2%. Figure 4.7 illustrates the percent error in
static deflection for geometry corners of domains with material. The maximum error in
deflection using the parallel plate approximation model is 1.6% and the maximum error in

deflection using the interpolated force model is 0.88%.

Figure 4.8 and Figure 4.9 describe the performance of the parallel plate approximation

model and the interpolated force model for configuration 2. Figure 4.8 illustrates the per-
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(a) (b)

Material + Actuation
Material + Sensing

No Material + Actuation

No Material + Sensing

() (d)

Figure 4.5. (a) Configuration 1 - Best case configuration for the parallel plate approximation
model; (b) Configuration 2 - Worst case configuration for the parallel plate approx-
imation model; (c) Configuration 3 - Typical configuration for optimization; (d)
Material distribution and electrode configuration legend

cent error in applied load for each domain with material. The maximum error using the
interpolated force model is 13%. The parallel plate approximation model has infinite error
in applied loads for domains with material and sensing, represented by a value of 100% in
the plot. Figure 4.9 illustrates the percent error in static deflection for geometry corners of
domains with material. The maximum error in deflection using the interpolated force model
is 2.9%. The parallel plate approximation model has infinite error in deflection since the

applied load is zero for this configuration.

Figure 4.10 and Figure 4.11 describe the performance of the parallel plate approxima-

tion model and the interpolated force model for configuration 3. Figure 4.10 illustrates the
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percent error in applied load for each domain with material. The maximum error using the
interpolated force model is 38%. The parallel plate approximation model has infinite error
in applied load for domains with material and sensing, represented by a value of 100% in
the plot. Figure 4.11 illustrates the percent error in static deflection for geometry corners of
domains with material. The maximum error in deflection using the interpolated force model
is 18%. The maximum error in deflection using the parallel plate approximation model is

62%.

A second measure of performance is computational efficiency. For the analyses above,
the parallel plate approximation model reduces the solution time by approximately 88%
relative to the benchmark model. The interpolated force model reduces the solution time

by approximately 50% relative to the benchmark model.

Figures 4.6-4.11 show that the parallel plate approximation model can accurately model
the static deflection for some electrode configurations, but cannot accurately model others.
For the application of genetic algorithm based optimization, the model must be able to
handle any configuration generated. The fully-coupled, structural-electrostatic analysis and
the interpolated force model both provide this capability, but the interpolated force model

has superior computational efficiency.
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Figure 4.6. Model performance for configuration 1 (a) Percent error in applied load for each do-
main with material using the interpolated force model; (b) Percent error in applied
load for each domain with material using the parallel plate approximation model
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Figure 4.7. Model performance for configuration 1 (a) Percent error in static deflection for each
geometry point corresponding to domains with material using the interpolated force
model; (b) Percent error in static deflection for each geometry point corresponding
to domains with material using the parallel plate approximation model
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Figure 4.8. Model performance for configuration 2 (a) Percent error in applied load for each do-
main with material using the interpolated force model; (b) Percent error in applied
load for each domain with material using the parallel plate approximation model
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Figure 4.9. Model performance for configuration 2 (a) Percent error in static deflection for each
geometry point corresponding to domains with material using the interpolated force
model; (b) Percent error in static deflection for each geometry point corresponding
to domains with material using the parallel plate approximation model
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Figure 4.11. Model performance for configuration 3 (a) Percent error in static deflection for
each geometry point corresponding to domains with material using the interpo-
lated force model; (b) Percent error in static deflection for each geometry point
corresponding to domains with material using the parallel plate approximation
model






5. Input Shaping Techniques for Detection of
Mass on a MEMS Mass Sensor

In this section, an alternative sensing technique is proposed for a MEMS mass sensor.
MEMS resonant mass sensors are challenged with detecting very small changes in mass
that do not significantly alter the performance of the device in the frequency domain. The
proposed strategy employs input shaping techniques and makes use of the inherent sensi-
tivity to parameter variation for detection. The strategy is demonstrated in simulation on
the sample configuration illustrated in Figure 5.1. The initial gap and the thickness of the
beam are 3.0 ym and 3.5 um, respectively. The applied voltage is set to 100 V. Section 5.1
discusses sensing a small mass change in the frequency domain for this configuration. Sec-

tion 5.2 introduces a proposed sensing method using input shaping techniques.

A frequency response analysis in COMSOL is used to obtain the response of the con-
figuration for a range of frequencies, before and after mass accumulation. The mass accu-
mulation is modeled as a 0.1% increase in density. The analysis uses the interpolated force
modeling method. The response of the configuration is shown in Figure 5.2. Second or-
der parameters are determined from the COMSOL response using a Nelder-Mead simplex

direct search method, and are listed in Table 5.1
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(2)

Material + Actuation
Material + Sensing

No Material + Actuation

No Material + Sensing

(b)

Figure 5.1. (a) Sample configuration for control design; (b) Material distribution and electrode
configuration legend

Table 5.1.
Second order system parameters for the system before and after mass accumulation

| Parameter | Units | Original System | System plus Mass
Gain, K — 5.7 x 10720 5.7 x 10720
Damping Ratio, ¢ - 2.1427 x 1074 2.1418 x 10~
Natural Frequency, w,, | rad/s 2.558 x 10° 2.557 x 10°

COMSOL Response

¢— Original System
— System + Mass

2000

2200 2400

26b0 28b0
Frequency (kHz)

3000 3200

Figure 5.2. Response of the system before and after mass accumulation
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5.1 MEMS Resonant Mass Sensing in the Frequency Domain

One method of mass detection is to search for a change in natural frequency of the
device, as illustrated by the arrow in Figure 5.3. Referring to Figure 5.2, for this particu-
lar configuration and mass accumulation model, the sensor would need to detect a 0.04%

change in frequency.

Rather than only investigating a shift in natural frequency, a second frequency domain
sensing method investigates changes in both frequency and magnitude using a root mean
square (RMS) computation. This particular method is used to compute the fitness value
for the optimization described in Chapter 6 and is illustrated by Figure 5.4. Two frequency
locations are chosen and the responses of the configuration before and after mass accumula-
tion is recorded for each frequency. Then, the change in response between the two models
at each frequency, illustrated by the arrows, is computed and used to calculate the RMS
change. Referring to Figure 5.2, for this particular configuration and mass accumulation

model, the sensor would need to detect a 0.07 fF change in capacitance.

The two methods for MEMS resonant mass detection described above face some chal-
lenges. The first challenge is detecting the relatively small changes in performance that
result from minuscule changes in mass. Another challenge is practical implementation in
real world environments, since extra signal processing is required on-chip to convert the
response to the frequency domain in real time. These negative attributes do not make the
sensing methods impossible, but do require special consideration for on-chip signal pro-

cessing and structure sensitivity.
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Figure 5.3. Generic response for frequency shift detection of MEMS resonant mass sensors

‘ % “““““ Original System
A System + Mass

Frequency

Figure 5.4. Generic response for a 2 point RMS detection of MEMS resonant mass sensors
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5.2 MEMS Mass Sensing using Input Shaping Techniques

Input shaping is a control technique that designs a special input waveform to reduce
residual vibrations of a system after actuation. The authors in reference (124) step through
the design of an input waveform for flexible structures and the work presented below is
based upon the method presented in this publication. Input shaping is chosen for sensing
for two reasons - (i) input shaping is an open loop control strategy, so the challenges of
feedback in micro systems, as discussed in Section 3.3, are eliminated and (ii) input shaping
is notably sensitive to model parameters (124). The latter of the two is especially appealing

since a change in mass is precisely what the sensor needs to detect.

For this work, a step input is convolved with a set of two impulses. The magnitude
of the initial step function is set to unity and the duration of the step is chosen to be 1 us.
One impulse actuates the structure and the second impulse, if timed correctly, cancels the
dynamics. If the input waveform is not designed correctly because of an inaccurate esti-
mation of plant parameters, there will be residual vibrations following the actuation. The

open-loop block diagram for this sensing technique is illustrated in Figure 5.5.

The open loop response for the sample configuration is shown in Figure 5.6. The resid-
ual vibrations are highlighted in Figure 5.6(b). After mass accumulation, the input wave-

form is no longer perfectly shaped to cancel the dynamics.

1 L PLANT| |G

Position
Sensing

o

Figure 5.5. Open-loop block diagram of a system with a shaped input
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Using input shaping as a sensing technique for a MEMS mass sensor is advantageous
due to eliminating the need for feedback and the sensitivity to parameter changes. Also,
since the timing of the response is known, a time-dependent gain could be added to amplify
the residual vibrations for easier detection. The challenge of this type of feedback is the
requirement of exact plant parameters for the input waveform design. However, because of
the open-loop structure of the system, this drawback could be mitigated with the design of a

self-calibration technique using learning control, using the method presented in Chapter 7.
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6. Genetic Algorithm Optimization for MEMS

Sensor Design

In this chapter, the use of genetic algorithm based optimization for the design of a MEMS
resonant mass sensor will be investigated. The resonant micro sensor is an electrostatically
actuated, fixed-free, poly-silicon micro beam with capacitive sensing capabilities. The sen-
sor has a polymer coating to which airborne contaminants attach, causing a mass change.
The objective of the optimization is to assign a combination of sensor dimensions, material
and electrodes, such that the largest average change in capacitance is sensed for an accu-

mulated change in mass. Figure 6.1 describes the flow of the optimization.

Section 6.1 will describe the design space and arrangement of the design variables. The
structure of the optimization will be discussed in Section 6.2 and geometry considerations
are given in Section 6.3. Section 6.4 will define how to calculate the fitness value for each
configuration, given by step 2 in Figure 6.1. Finally, Section 6.5 will present the results of

several sample optimization runs.
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Y

Output of genetic algorithm based optimization is
the member of the final generation with the lowest fitness value

Figure 6.1. Process flow of the optimization integrating the use of COMSOL and genetic algo-
rithms
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6.1 Design Variables

Each design configuration is defined discretely by a bit string. The physical design space
is divided into grid-like regions. The design space for a sample configuration is shown in
Figure 6.2. The optimization is constrained to symmetric designs only. This reduces the
total design space by half and eliminates the role of torsional modes. Thus the bit string
only needs to define half of the configuration. Assume that the ranges and values for the

initial gap, actuation voltage and beam thickness are those given in Table 6.1.

Two bits are assigned to each region in the design space. The first bit determines if there
is material in that region. The second bit determines if the electrode in that region is used
for sensing or actuation. An additional set of bits describes the magnitude of the initial gap,
applied voltage and beam thickness. For examples in this work, assume 2 bits represent the
range for each of the miscellaneous parameters. For the case illustrated in Figure 6.2, the

configuration and its identifying bit string are broken down and described in Figure 6.3.

Table 6.1.
Miscellaneous parameter ranges and values

’ Parameter \ Units \ Max. \ Min. \ Value ‘

Initial Gap pm 4.0 2.5 2.5
Applied Voltage \Y 100 40 100
Beam Thickness | pum 4.0 2.5 3.5
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Material + Actuation
Material + Sensing

No Material + Actuation

No Material + Sensing

(b)

Figure 6.2. (a) Sample configuration for a MEMS resonant mass sensor; (b) Material distribu-
tion and electrode configuration legend
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Figure 6.3. Sample configuration with identifying bit string for a MEMS resonant mass sensor
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6.2 Genetic Algorithm Structure

The general structure for genetic algorithm based optimization was discussed in Sec-
tion 2.2. The optimization protocol used in this work follows this structure and the methods
for scaling, selection, elite members, crossover and mutation are described below. The

optimization in this work does not include migration.

The fitness value is scaled after each generation is ranked and the fitness scale in this
work is based upon the rank of the configuration. The best member in each generation has
a scaled fitness value of unity. The second best member has a scaled fitness value of two,
etc. The worst member of each generation has a scaled fitness value equal to the size of the

population.

The parent selection process is a stochastic uniform method. A line is generated and
each member of the current generation corresponds to a segment of that line proportional
to its scaled fitness value. The selection algorithm progresses along the line, assigning a
parent from each segment it stops at. The selection algorithm advances in steps of equal

length.

Together, elite members and the crossover fraction, determine how many children are
produced by each of the three processes - elite members, crossover and mutation. For this
work, elite members is set to a value of two, indicating that the two best configurations
automatically survive to the ensuing generation. The crossover fraction determines what
percentage of the children, excluding those generated by elite members, will be created
using crossover. The remaining population is generated through mutation. In this work, the

crossover fraction is set to 0.8, indicating that 80% of the children not generated by elite
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Table 6.2.

Scattered crossover example
Parent 1 [111000]
Parent 2 [000111]

Binary Array | [101000]

Child [ [101111] |

members are created using crossover and 20% are generated through mutation.

The crossover process in this work uses a scattered method. For each child to be gener-
ated using crossover, a random binary array, equal in length to each member, is generated.
The genes of the child are taken from the first parent for each index corresponding to unity
in the binary array and are taken from the second parent for each index corresponding to

zero in the binary array. An example of this crossover method is shown in Table 6.2.

The mutation function in this work adds a random number to each gene in the mutation
parent. The random number is taken from a Gaussian distribution. The mean of the distri-
bution is zero. The standard deviation at the first generation is assigned to unity, as is the

rate at which the mutation decreases. The mutation decreases to zero at the final generation.

6.3 Geometry Considerations for Finite Element Analysis

The evaluation of the fitness function, described in Section 6.4, requires mutliple com-

putations in COMSOL, so this section will describe the geometry used in these analyses.

The geometry is drawn in 3 distinct steps, summarized by the illustrations in Figure 6.4.

First, a solid 3D block is drawn to represent each grid-like region of the beam. These regions
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Figure 6.4. (a) [llustration of beam subdomains; (b) Illustration of beam subdomains and elec-
trostatic subdomains; (c) Complete illustration of the geometry in the physical de-
sign space

will be referred to as “beam subdomains” and are shown in Figure 6.4(a). Secondly, a solid
3D block is drawn to represent the air gap beneath each of the beam subdomains. These
regions will be referred to as “electrostatic subdomains” and are shown in Figure 6.4(b).
Finally, a larger block is drawn to encompass the entire beam and the air gap to allow for
evaluation and visualization of the electrostatic field around the device. The entire physical
design space is illustrated in Figure 6.4(c). Drawing each individual region of the design
space allows each region to be assigned the necessary boundary conditions defined by the

identifying bit string.

The total number of regions in the geometry is dependent upon the number of rows and

columns specified. The results in this work use 8 rows and 8 columns, after symmetry is
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imposed. The length and width of each region is specified at the beginning of the program
and remains consistent throughout the design process. The results in this work assigned

each subdomain to be 10 um long and 10 pm wide.

Special consideration for disconnected geometries must be made when using discrete
topology optimization. Geometry configurations with no material elements on the fixed-
end, or configurations with floating portions of material are considered invalid designs.
Examples of valid and invalid geometries are illustrated in Figure 6.5, where material do-

mains are represented by shaded domains.

A special geometry creation function assures only connected geometries enter the ge-
netic algorithm optimization in the initial population. The function initially places material
is domains 1, 2 and 5, as illustrated in Figure 6.3. The material in these domains exists in
every configuration of the initial population, but these domains are not constrained to have
material after crossover or mutation. Next, a random number between zero and unity is
generated for each adjacent neighbor using a standard uniform distribution. If the number
rounds to unity, that neighbor is assigned material. if the number rounds to zero, that neigh-
bor remains a hole. This process is repeated until all of the adjacent edges of the domain

have neighbors without material or the configuration has reached a design space border.

Disconnected geometries can still enter the optimization through the crossover and mu-
tation functions. Thus, a geometry check is performed to evaluate each configuration before
fitness evaluation. The geometry check first looks for a domain along the fixed edge with
material. If none is found, the geometry is deemed invalid. If one is found, each adjacent
neighbor also with material is cataloged. Once all of the adjacent neighbors are examined,
each neighbor with material is cycled through in a similar manner. The process continues

until there remains no new neighbor with material. The cataloged geometry is then com-
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pared to the original geometry. If the two geometries do not match, that indicates there is
additional material disconnected to the base and the geometry is invalid. If the two geome-
tries match, the configuration is valid and the process proceeds to the fitness evaluation.
Invalid geometries are discarded and replaced by a new geometry generated by the initial

population creation function.
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(a) (b)

(©

Figure 6.5. (a) Example of an invalid geometry configuration with disconnected sections of
material; (b) Example of an invalid geometry configuration with no material at
fixed-end; (c¢) Example of a valid geometry configuration
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6.4 Fitness Function Evaluation

The goal of the fitness function is to increase the averaged sensed change in capacitance
for a given mass accumulation of the device. This section will investigate the details of that
computation, as outlined by step 2 in Figure 6.1. Step 2 requires 3 models in COMSOL - an
eigenfrequency analysis, static deflection analysis and a frequency response analysis. The
boundary conditions and details of the 3 models will be discussed in Sections 6.4.1-6.4.3,

respectively. Section 6.4.4 will describe the computation of the fitness value.

6.4.1 Eigenfrequency Analysis

The fitness evaluation investigates the change in natural frequency of the sensor after a
mass change. Thus, the first natural frequency of the device must be computed before
and after mass accumulation using an eigenfrequency analysis, corresponding to step 2b in
Figure 6.1. The SMSLD application in COMSOL is used. The mass change of the device
is modeled as a 0.1% increase in density. A function developed in MATALB is used to
compute the indices for proper assignment of subdomain and boundary conditions for each

configuration.

Table 6.3 summarizes the subdomain settings to be used in this model. Beam subdo-
mains with material are active in this application and are assigned poly-silicon material

properties. The remaining subdomains are inactive in this analysis.

The boundary settings for this analysis are illustrated in Figure 6.6. The boundaries
along the fixed edge of beam subdomains with material are assigned a fixed constraint.

The remaining boundaries of the beam subdomains with material are assigned a free condi-
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Table 6.3.
COMSOL subdomain settings for the eigenfrequency analysis

Beam Electrostatic
Subdomains Subdomains
Material + Actuation or Material + Sensing
SMSLD \ Active/Poly-Silicon \ Inactive
No Material + Actuation or No Material + Sensing
SMSLD | Inactive \ Inactive

tion. All other boundaries, those belonging to electrostatic subdomains or beam subdomains

without material, are inactive in this analysis.

The natural frequency of the device, before and after mass accumulation, is recorded

and used in the frequency response analysis, to be discussed in Section 6.4.3.

6.4.2 Static Deflection Analysis

Subsequent to the natural frequency computations in Section 6.4.1, a stationary analysis
for the static deflection of the beam is performed for the assigned actuation voltage. This

analysis corresponds to Step 2¢ in Figure 6.1.

The static analysis is implemented in COMSOL differently for each of the models de-
scribed in Chapter 4. The fully-coupled structural-electrostatic analysis utilizes the SM-
SLD, EMES and ALE applications. A function developed in MATLAB computes the in-

dices for proper assignment of subdomain and boundary conditions in each application.

Table 6.4 summarizes the subdomain settings to be used in this model for each applica-
tion. Beam subdomains with material are active in the SMSLD application with the material

properties of poly-silicon, assigned a mesh deformation in the ALE application consistent
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Beam Subdomain  Material + Actuation or Material + Sensing
Fixed condition if domain exists in first the first column,

along the left edge
Free condition if domain exists in any other column

: Free condition

Inactive boundary

Electrostatic Subdomain

Beam Subdomain ~ NO Material + Actuation or No Material + Sensing

Fixed condition if domain exists in first the first column,
. _ along the left edge
Free condition if domain exists in any other column

: Free condition

Inactive boundary

Electrostatic Subdomain

Figure 6.6. COMSOL boundary settings in the SMSLD application for the eigenfrequency
analysis

with the physics from the output of the SMSLD application and are inactive in the EMES
application. The remaining subdomains are inactive in the SMSLD application, allowed
free mesh deformation in the ALE application and active with the material properties of air

in the EMES application.

For the parallel plate approximation model and the interpolated force model, the physics
are uncoupled with a closed-form expression for the electrostatic force. In the case of these
two models, only the SMSLD application is used. Table 6.5 summarizes the subdomain
settings to be used in this model for each application. Beam subdomains with material
are active and assigned poly-silicon material properties. The remaining subdomains are

inactive in this analysis.



73

Table 6.4.
COMSOL subdomain settings for the static deflection analysis using the fully-coupled,
structural-electrostatic model

Beam Electrostatic
Subdomains Subdomains
Material + Actuation or Material + Sensing
SMSLD Active/Poly-Silicon Inactive
ALE Active Active
Physics Induced Deformation | Free Deformation
EMES Inactive Active/Air
No Material + Actuation or No Material + Sensing
SMSLD Inactive Inactive
ALE Active Active
Free Deformation Free Deformation
EMES Active/Air Active/Air

The boundary settings for each application of the fully-coupled model are illustrated
in Figure 6.7-Figure 6.9. In the SMSLD application, boundaries along the fixed edge that
represent material are assigned a fixed constraint. Bottom boundaries of beam subdomains
with material are assigned an electrostatic load computed by the EMES application. Any
remaining boundaries that represent material are assigned a free condition. All other bound-

aries, those belonging to electrostatic subdomains or beam subdomains without material, are

Table 6.5.
COMSOL subdomain settings for the static deflection analysis using the parallel plate
approximation model or the interpolated force model

Beam Electrostatic
Subdomains Subdomains

Material + Actuation or Material + Sensing
SMSLD | Active/Poly-Silicon | Inactive
No Material + Actuation or No Material + Sensing
SMSLD | Inactive \ Inactive
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Beam Subdomain  Material + Actuation or Material + Sensing

Fixed condition if domain exists in first the first column,
along the left edge
Free condition if domain exists in any other column

Electrostatic Load condition

Free condition

Electrostatic Subdomain

iy

Inactive boundary

Beam Subdomain N Material + Actuation or No Material + Sensing

Fixed condition if domain exists in first the first column,
along the left edge
Free condition if domain exists in any other column

Electrostatic Load condition

Free condition

Electrostatic Subdomain Inactive boundary

iy

Figure 6.7. COMSOL boundary settings in the SMSLD application for the fully-coupled,
structural-electrostatic static deflection analysis

inactive in this analysis. In the EMES application, all bottom surfaces of beam subdomains
with material are assigned a voltage potential condition. Also, all bottom surfaces of the
electrostatic subdomains that represent actuation are assigned a ground condition. Remain-
ing active boundaries are assigned either a zero charge or continuous condition, depending
on the configuration. Beam subdomain boundaries are inactive in this analysis. In the ALE
application, all boundaries are active. Any boundary representing material is assigned mesh
deformation defined by output of the SMSLD application. Any boundary representing the
outer surface of the device or air region is assigned a fixed constraint, not allowing the
mesh to deform in those locations. Finally, all remaining boundaries are assigned a free

deformation mesh condition.
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Beam Subdomain  Material + Actuation or Material + Sensing

Ground condition if domain is actuation
Zero charge condition if domain is sensing

Electric Potential condition

Electrostatic Subdomain

: Zero charge condition or Continuous condition

Inactive boundary

Beam Subdomain N Material + Actuation or No Material + Sensing

Ground condition if domain is actuation
Zero charge condition if domain is sensing

Zero charge condition or Continuous condition

: Electric Potential condition

Electrostatic Subdomain Inactive boundary

Figure 6.8. COMSOL boundary settings in the EMES application for the fully-coupled,
structural-electrostatic static deflection analysis

The parallel plate approximation model and the interpolated force model decouple the
analysis through a known expression for the electrostatic loading. Therefore, only the SM-
SLD application in COMSOL is used. The boundary settings for the static deflection anal-
ysis using the parallel plate approximation model and the interpolated force model are illus-
trated in Figure 6.10. A fixed constraint is applied to boundaries of the beam subdomains
with material along the fixed edge. The bottom surfaces of the beam subdomains with ma-
terial are assigned a boundary load. Any remaining boundaries that represent material are
assigned a free condition. All other boundaries, those belonging to electrostatic subdomains

or beam subdomains without material, are inactive in this analysis.

The calculation of the applied electrostatic load differs for the parallel plate approxima-
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Beam Subdomain  Material + Actuation or Material + Sensing

Fixed condtion on mesh deformation if domain
exists in first column, along left edge

Mesh deformation defined by Physics if domain
exists in any other column

Fixed condition on mesh deformation

Free condition on mesh deformation

V=

Electrostatic Subdomain

JUT

Mesh deformation defined by Physics

Beam Subdomain  No Material + Actuation or No Material + Sensing

Fixed condtion on mesh deformation if domain
exists in first column, along left edge

Mesh deformation defined by Physics if domain
exists in any other column

Fixed condition on mesh deformation

Free condition on mesh deformation

V=

Electrostatic Subdomain

JUT

Mesh deformation defined by Physics

Figure 6.9. COMSOL boundary settings in the ALE application for the fully-coupled,
structural-electrostatic static deflection analysis

tion model and the interpoloated force model. For the parallel plate approximationmodel,
the load is computed using Eq. 4.4. In the interpolated force model, the boundary load is
determined by first solving a number of electrostatic models in the EMES application in
COMSOL for specified gaps. The electrostatic force on each boundary is recorded and a
look-up table is generated for each boundary. The table is linearly interpolated to form an
expression for the electrostatic force on each boundary as a function of the gap. For this
work, the electrostatic load is solved for gap values of gy = 2 um in 0.4 pum increments,

where g is the initial gap of the configuration.

The boundary conditions for the electrostatic analysis in COMSOL are illustrated in

Figure 6.11. All bottom surfaces of beam subdomains with material are assigned a voltage
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Beam Subdomain  Material + Actuation or Material + Sensing

Fixed condition if domain exists in first the first column,
along the left edge
Free condition if domain exists in any other column

Electrostatic Load condition

Free condition

Electrostatic Subdomain

iy

Inactive boundary

Beam Subdomain N Material + Actuation or No Material + Sensing

Fixed condition if domain exists in first the first column,
along the left edge
Free condition if domain exists in any other column

Electrostatic Load condition

Free condition

Electrostatic Subdomain

iy

Inactive boundary

Figure 6.10. COMSOL boundary settings in the SMSLD application for static deflection anal-
ysis using either the parallel plate approximation model or the interpolated force
model

potential condition. Also, all bottom surfaces of the electrostatic subdomains that represent
actuation are assigned a ground condition. Remaining active boundaries are assigned either
a zero charge or continuous condition, depending on the configuration. Beam subdomain

boundaries are inactive in this analysis.

Parallel plate electrostatic MEMS are subject to an instability called pull-down at ap-
proximately one-third of the initial gap. A larger description of pull-down in electrostatic
MEMS is given in Section 7.1. In this application, pull-down is not a desirable situation and
could potentially cause damage to the sensor. Therefore, a pull-down check is used to detect

if the event occurs during the static deflection analysis. Since there is a numerical challenge
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Beam Subdomain

Electrostatic Subdomain

Material + Actuation or Material + Sensing

Ground condition if domain is actuation
Zero charge condition if domain is sensing

Electric Potential condition

Zero charge condition or Continuous condition

i

Inactive boundary

Beam Subdomain

Electrostatic Subdomain

No Material + Actuation or No Material + Sensing

Ground condition if domain is actuation
Zero charge condition if domain is sensing

Electric Potential condition

Zero charge condition or Continuous condition

i

Inactive boundary

Figure 6.11. COMSOL boundary settings in the EMES application for static deflection analysis
using the interpolated force model

with computing displacements exceeding pull-down, COMSOL generates a warning indi-

cating that the solution has not converged. If this occurs, the configuration is flagged and

is immediately assigned a high fitness value, and the optimization moves on to evaluating

the next member. If pull-down does not occur, two variables are recorded during the static

deflection analysis. First, the static deflection for each beam subdomain with material that

is located directly across the air gap from a sensing electrode is recorded. Secondly, the

electrostatic force acting on each beam subdomain with material is also recorded.
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Table 6.6.
COMSOL subdomain settings for the frequency response analysis

Beam Electrostatic
Subdomains Subdomains
Material + Actuation or Material + Sensing
SMSLD \ Active/Poly-Silicon \ Inactive
No Material + Actuation or No Material + Sensing
SMSLD | Inactive \ Inactive

6.4.3 Frequency Response Analysis

A change in mass will ultimately affect the frequency response of the sensor. Therefore,
a frequency response analysis in COMSOL, using the SMSLD and squeeze-film damping
(MMFD) applications is performed next. This analysis corresponds to step 2e in Figure 6.1.
The frequency response analysis in COMSOL allows for the computation of the steady-state
amplitude of the device when actuated at a specified frequency. The model evaluates the
sensor before and after mass accumulation, at both frequencies computed by the eigenfre-
quency analysis, for a total of 4 solutions. A function developed in MATLAB is used to
compute the indices for proper assignment of subdomain and boundary conditions for each

configuration.

Table 6.6 summarizes the subdomain settings to be used in this model. Beam subdo-
mains with material are active in this application and are assigned poly-silicon material

properties. The remaining subdomains are inactive in this analysis.

The boundary settings for this analysis are illustrated in Figure 6.12-Figure 6.13. In the
SMSLD application, boundaries along the fixed edge that represent material are assigned

a fixed constraint. Bottom boundaries of beam subdomains with material are assigned a
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Beam Subdomain  Material + Actuation or Material + Sensing

Fixed condition if domain exists in first the first column,
along the left edge
Free condition if domain exists in any other column

Electrostatic Load condition plus Film Damping Load

Free condition

Electrostatic Subdomain

iy

Inactive boundary

Beam Subdomain  NO Material + Actuation or No Material + Sensing

Fixed condition if domain exists in first the first column,
along the left edge
Free condition if domain exists in any other column

Electrostatic Load condition plus Film Damping Load

Free condition

Electrostatic Subdomain Inactive boundary

iy

Figure 6.12. COMSOL boundary settings in the SMSLD application for the frequency response
analysis

harmonic load. The magnitude of the load is computed as 10% of the electrostatic load
plus the squeeze-film damping load computed by the MMFD application. Any remaining
boundaries that represent material are assigned a free condition. All other boundaries, those
belonging to electrostatic subdomains or beam subdomains without material, are inactive in
this analysis. In the MMFD application, all of the bottom surfaces of the beam subdomains
with material are assigned a film damping boundary. For this work, the surrounding air
pressure is assigned to atmospheric and the initial gap is defined individually according to

each configuration.

The steady-state amplitude of oscillation, wy,., for each beam subdomain with material

and located directly across the air gap from a sensing electrode is recorded. The absolute
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Beam Subdomain  Material + Actuation or Material + Sensing

: Film damping condition
: Free condition

Inactive boundary

Electrostatic Subdomain

Beam Subdomain N Material + Actuation or No Material + Sensing
: Film damping condition
: Free condition

i/ / / Inactive boundary

Electrostatic Subdomain

Figure 6.13. COMSOL boundary settings in the MMFD application for the frequency response
analysis

difference between the amplitude of oscillation at steady-state, wy,, and the static deflec-
tion, w,y, 1s computed to determine the change in displacement due to harmonic actuation
for each sensing beam subdomain, dw. The displacement is then averaged over the entire
sensing area, dw,,,. The average displacement, is related to a change in capacitance, dCgug,

using the parallel plate approximation, shown by Eq. 6.1.

Asensin
Esensing (6.1

0Cang = Sw
avg
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6.4.4 Fitness Evaluation

The fitness value is defined in this work as a two-point RMS computation of the average
sensed change in capacitance for the device at two frequencies for a given accumulation of
mass. The change in average sensed capacitance before and after mass accumulation for

each frequency is computed using Eq. 6.2.

Acfl = |5Cavgdevice+mass - 6Cavgdevice| (6.2)

The fitness of the configuration, fit, is the two point RMS computation, shown in

Eq. 6.3.

ACH + AC?
fit = \/—fl SR (6.3)

The genetic algorithm optimization aims to minimize the cost function. Therefore, the
actual fitness value, fval, is computed as the recipricoal of the two point RMS calculation,
shown in Eq. 6.4. This ensures that devices with the largest changes in average sensed

capacitance have the lowest fitness values.

1
foal = ﬁ (6.4)
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6.5 Optimization Results

This section presents the results from several sample optimization runs. The first run is
for a small population, over the course of 15 generations, using the parallel plate approxi-
mation model. The second run is for a small population, over the course of 15 generations,
using the interpolated force model. The third run is for a larger population, over the course
of 5 generations using the interpolated force model. The initial population of the third run

is seeded with the best output configurations of the previous runs.

6.5.1 Optimization using the Parallel Plate Approximation Model for a Small Popu-

lation

The genetic algorithm based optimization, using the parallel plate approximation model, is
run for a population of 100 members. For this work, the design space after symmetry is
set to 8 rows by 8 columns and each domain is 10 ym long by 10 xm wide. The actuation
voltage ranges between 40 V and 100 V and is defined by 2 bits. The initial gap and the

beam thickness range between 2.5 ym and 4.0 um and are each defined by 2 bits as well.

After 15 generations, the optimization improves the design by approximately a factor of
2. Figure 6.14 shows the reduction of the best fitness value through each generation. The
output configuration of the optimization is illustrated in Figure 6.15, noting the configura-
tion is symmetric about the horizontal axis. For the output configuration, the initial gap and
the beam thickness are 4.0 um and the actuation voltage is 100 V. The fitness of the output

configuration is approximately 4.7 {F.

The fitness of this output configuration is also computed using the benchmark model
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Best Fitness (1/fF)

Generation

Figure 6.14. Minimum/Best fitness value for each generation of the optimization using the par-
allel plate approximation model

and the interpolated force model. Using the parallel plate approximation model, the fitness
computation contains approximately 25% error compared to the benchmark model and re-
duces the total solution time by approximately 67%. Using the interpolated force model,
the fitness computation contains approximately 2% error and reduces the total solution time

by approximately 10% compared to the benchmark model.

6.5.2 Optimization using the Interpolated Force Model for a Small Population

The genetic algorithm based optimization, using the interpolated force model, is run for a
population of 100 members. For this work, the design space after symmetry is set to 8 rows
by 8 columns and each domain is 10 gm long by 10 um wide. The actuation voltage ranges
between 40 V and 100 V and is defined by 2 bits. The initial gap and the beam thickness

range between 2.5 pym and 4.0 ym and are each defined by 2 bits as well.
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Material + Actuation

Material + Sensing

No Material + Actuation

No Material + Sensing

(a) (b)

Figure 6.15. (a) Genetic algorithm optimization output configuration using the parallel plate
approximation model; (b) Material distribution and electrode configuration legend

After 15 generations, the optimization improves the design by approximately a factor of
6. Figure 6.16 shows the reduction of the best fitness value through each generation. The
output configuration of the optimization is illustrated in Figure 6.17, noting the configura-
tion is symmetric about the horizontal axis. For the output configuration, the initial gap and
the beam thickness are 4.0 um and 3.5 um, respectively and the actuation voltage is 100 V.

The fitness of the output configuration is approximately 3.2 fF.

The fitness of this output configuration is also computed using the benchmark model and
the parallel plate approximation model. Using the parallel plate approximation model, the
fitness computation contains approximately 86% error compared to the benchmark model
and reduces the total solution time by approximately 70%. Using the interpolated force
model, the fitness computation contains approximately 12% error and reduces the total so-

lution time by approximately 25% compared to the benchmark model.
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Figure 6.16. Minimum/Best fitness value for each generation of the optimization using the in-
terpolated force model

6.5.3 Optimization using the Interpolated Force Model for a Large Population

The genetic algorithm based optimization, using the interpolated force model, is run for a
population of 1000 members. For this work, the design space after symmetry is set to 8
rows by 8 columns and each domain is 10 gm long by 10 pm wide. The actuation voltage
ranges between 40 V and 100 V and is defined by 2 bits. The initial gap and the beam thick-
ness range between 2.5 ym and 4.0 ym and are each defined by 2 bits as well. The initial

population is seeded with the output configurations shown in Figure 6.15 and Figure 6.17.

After 5 generations, the optimization improved the design beyond the previous opti-
mization runs by approximately 7%. Figure 6.18 shows the reduction of the best fitness
value through each generation. The output configuration of the optimization is illustrated
in Figure 6.19, noting the configuration is symmetric about the horizontal axis. For the out-

put configuration, the initial gap and the beam thickness are 4.0 ym and 3.5um, respectively
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Material + Actuation

Material + Sensing

No Material + Actuation

No Material + Sensing

(a) (b)

Figure 6.17. (a) Genetic algorithm optimization output configuration using the interpolated
force model; (b) Material distribution and electrode configuration legend

and the actuation voltage is 100 V. The fitness of the output configuration is approximately

3.0 fF.

The fitness of this output configuration is also computed using the benchmark model and
the parallel plate approximation model. Using the parallel plate approximation model, the
fitness computation contains approximately 80% error compared to the benchmark model
and reduces the total solution time by approximately 67%. Using the interpolated force
model, the fitness computation contains approximately 13% error and reduces the total so-

lution time by approximately 16% compared to the benchmark model.

6.5.4 Optimization Conclusions

Genetic algorithm based optimization is a viable tool for improving the design of an electro-
static MEMS resonant mass sensor. The optimization does not guarantee a global minimum,
but does report a family of good designs, improved from the initial population. Besides
defining actuation and material configurations for flexible structures that are are sensitive

to changes in mass, a number of other trends are noted from the results due to the expanded
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Figure 6.18. Minimum/Best fitness value for each generation of the optimization using the in-
terpolated force model with a larger population

design space. Three trends are discussed below and are demonstrated on the configuration

illustrated by Figure 6.19.

1. Large areas of material increases the effect of squeeze-film damping on the structure,
increasing the fitness of the configuration. The configuration in Figure 6.19 shows a
hole in domain 9 (see Figure 6.3 for domain numbering scheme). Changing domain
9 from a domain without material and assigned actuation to a domain with material
and assigned actuation impedes the motion of the structure by way of an increased

damping force, and increases the fitness value by approximately 103%.

2. Actuation due to fringing fields of electrodes not placed directly across the gap from
material, leads to larger deflections, decreasing the fitness. Fringing forces are gen-
erally small enough in magnitude so as to not induce pull-down. The configuration

in Figure 6.19 contains 14 domains assigned no material and actuation. The fring-
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Material + Actuation

Material + Sensing

No Material + Actuation

No Material + Sensing

(a) (b)

Figure 6.19. (a) Genetic algorithm optimization output configuration using the interpolated
force model with a larger population; (b) Material distribution and electrode con-
figuration legend

ing forces generated by these domains contribute to the deflection of the structure.
Changing these domains, numbers 4, 9, 11, 12, 15-17, 23-25,27 and 29-31, to no ma-
terial and sensing increases the fitness value by approximately 98%. In fact, chang-
ing the 4 domains assigned no material and sensing (numbers 3, 21, 28 and 32) to
domains assigned no material and actuation, improves the fitness value by approxi-

mately 2.0%.

3. Sensor electrode placement must be considered carefully as placement of sensing do-
mains affects both the magnitude of the actuation force and the average deflection.
Sensing location is important for two reasons. The first reason is that sensing elec-
trodes take away from the magnitude of the electrostatic actuation force, affecting
the deflection of the device. The second reason is that a sensing location with limited
motion can detract from the average deflection and make a configuration with good
sensitivity appear as though it does not. It is also important to note that a domain
sensitive to a mass change without being assigned a sensing electrode can also make

a configuration with good sensitivity appear as though it does not, assuming that the
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removal of the actuation electrode (required for the addition of the sensing electrode)

does not significantly alter the motion of that domain.



7. Learning Control to Eliminate Bounce for a

RF-MEMS Switch

©2009 IEEE. Reprinted, with permission, from Blecke, J.C., Epp, D.S., Sumali, H. and
Parker, G.G., ”A simple learning control to eliminate RF-MEMS bounce”, Journal of Mi-
croelectromechanical Systems, April 2009. Documentation of permission to use appears in

the Appendix A. Portions reprinted with permission.

A learning control algorithm is presented that reduces the closing time of a radio fre-
quency microelectromechanical systems switch by minimizing bounce while maintaining
robustness to fabrication variability. A single degree-of-freedom model was utilized to de-
sign a learning control algorithm that shapes the actuation voltage based on the open/closed
state of the switch in real-time. The initial input is based on the soft landing presented in

(65) and (66).

Section 7.1 will discuss the dynamics of the device and identification of system pa-
rameters. The details of the learning control will be described in Section 7.2. Simulation
results and experimental results appear in Section 7.3 and Section 7.4, respectively. The

conclusions are given in Section 7.5

A single degree-of-freedom model was used to design a learning control algorithm that
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shapes the actuation voltage based on the open/closed state of the switch. Experiments on
3 test switches show that after 5-10 iterations, the learning algorithm lands the switch plate
with an impact velocity not exceeding 0.20 m/s, eliminating bounce. Simulations show that
robustness to parameter variation is directly related to the number of required iterations for

the device to learn the input for a bounce-free closure.

7.1 Switch Dynamics and System Identification

The device considered is an electrostatically actuated, parallel plate RF-MEMS switch
similar to that sketched in Figure 4.1 in Section 4.1. The movable electrode is suspended
above the fixed electrode with 4 folded-beam springs. The springs are attached to the sub-
strate by 2 anchors and connect to each corner of the switch plate. The electrostatic force
to close the switch is generated by a voltage potential applied between the plate and the

electrodes on the substrate directly beneath it.

Upon actuation, the electrostatic force overcomes the spring restoring force and the
plate moves towards the contacts. Under static conditions, stability is limited to one-third
of the initial gap between the plate and the contacts. The instability is an inherent result of
the nonlienar electrostatic actuation force. When the plate reaches the unstable position, it
snaps down to the contacts and closes the switch. This phenomenon is referred to as pull-
in (125-127). Pull-in dynamics result in excessive impact velocities of the plate, causing
wear on the electrodes and reducing the lifetime of the switch (see, e.g. references (66) and
(128)). Another side effect of a large impact velocity is the plate bouncing and interrupting

the transmission after initial closure. Since switch closure time is defined as the time after all
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bounce has decayed, this results in long closure times. The goal of the learning control is to
maintain minimum closure time of the switch by reducing the bounce at impact, eliminating

interruptions subsequent to switch closure.

A single degree-of-freedom model of the switch is created for simulation-based devel-
opment of the control strategy. While the nonlinearities associated with damping in MEMS
devices have been investigated (129), to maintain the simplicity of the model, constant
damping is assumed. The following notation will be used throughout the remainder of this
section: natural frequency of the free system, w; damping ratio of the free system, (¢; posi-
tion of the mass, x; initial distance between the plate and the substrate (with zero input), d,;
travel range the plate is required to move to close the switch, d;; electrostatic force exerted
on the plate, F,; permittivity of free space, ¢y; surface area of the electrodes, A; actuation
voltage, V,; mass of the switch plate, m. Figure 4.1 is re-sketched in Figure 7.1 to represent

the RFE-MEMS switch.

The electrostatic force exerted on the switch plate is approximated using the parallel

plate model described in Section 4.2 is given in Eq. 7.1.

e AV?
) — 1

The dynamic equation for the model is given by Eq. 7.2.
&4 2wk + Wi = —Fes (7.2)
) ! m '

An electrostatic constant, K., is defined by Eq. 7.3 to give the dynamic equation in

Eq. 7.4.
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Figure 7.1. Single degree-of-freedom RF-MEMS switch model for free dynamics

K, = @ (73)

2m

KoV

@ <P .

i+ 20ywrd + wir =

A secondary single degree-of-freedom system, adding stiffness and damping, is used
to model an impact, illustrated by Figure 7.2, similar to the work presented in (128). The
natural frequency and damping ratio of the system during contact are represented by w, and
(., respectively. This secondary system is implemented in the simulation only when the

dynamics of the system indicated contact between the electrodes.
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Figure 7.2. Single degree-of-freedom RF-MEMS switch model for contact dynamics

The linear parameters, wy and (y, in the model are determined experimentally using
base motion to excite the switch (130). Figure 7.3 shows the frequency response function
between the plate mass and the substrate. The first significant mode of the system, wy, is

found to be at 21 kHz with a damping ratio, (¢, of 0.02.

The gap, d, is obtained from the work in (65) and (66) performed on the same type of
switch. A gradient-based optimization algorithm is used to tune the remaining parameters,
dy, Kes, we and (. to a measured data set. The final list of model parameters is displayed in

Table 7.1.

A time domain simulation is created using the parameters identified in Table 7.1. When

the switch is in an open position, the simulation runs using the system described by Eq. 7.4.
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Figure 7.3. Base excitation frequency response of the switch plate in reference to the substrate

An idealized voltage across the contacts is simulated in the model as well. The voltage
is high when the switch is open and low when the position of the plate, z, is less than a
threshold. The threshold to signal contact was set at 0.1 ym in the simulation. While the

simulated voltage is low, the simulation runs the impact model described by Eq. 7.5.

Table 7.1.
Nominal parameters for model simulation
| Parameter | Units Value
wy Hz 2.1 x 10*
Cr - 2.0 x 1072
dy m 3.8 x 107°
dy m 2.6 x 1076
K Fm/kg | 1.9 x 107!
We Hz 6.1 x 10*
Ce - 4.2 x 1071
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Figure 7.4. Comparison of model to measured response, including bounce
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The system reverts to the system model in Eq. 7.4 when the electrodes are no longer
in contact (simulation voltage high). Figure 7.4 compares the simulation to measured data
from a test part, including bounce. The data is collected using single-point velocity mea-
surements on a laser Doppler vibrometer and did not capture tilt or bending of the plate that
can cause one location of the plate to be at a different displacement than the exact point
of the contact. When the location of the laser is not placed directly over the contact, the

displacement can surpass the travel range of the switch, dipping below a position of 0 pm.
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7.2 Learning Control Design

Learning control utilizes the system response to a known input to adjust the control law
after each cycle (131-133). Different implementations of learning control are employed
depending on the knowledge of the system. If the desired path is known, the error function
is generally a function of the difference between desired and actual system states at each
point in the trajectory. For the RF-MEMS switch, good variables to monitor would be
displacement and velocity. However, obtaining velocity measurements on MEMS parts is
currently impractical outside of a laboratory setting, and displacement measurements would
likely require the inclusion of microelectronics at the RF-MEMS devices. To eliminate the
need for any changes to the switch and to make control of the switch practical, the control
algorithm developed in this paper is based only on the continuity across the switch contacts
(if the switch is open or closed). The voltage is sampled at 4 MHz - a rate faster than the

switch dynamics.

Measuring the continuity across the switch gives no significant information about the
path of the switch - it only indicates contacting and non-contacting positions. In this par-
ticular case, there are two critical components of the trajectory: (i) the timing of the initial
closure relative to the application of the switch close command and (ii) whether an inter-
ruption exists in the continuity after the initial closure (switch re-opening due to bounce).
The desired end-point conditions of the switch are that of minimal close time with a soft
landing - ideally, the plate reaches closure with zero velocity, makes contact, and stays in

contact.

To achieve these goals, an iterative method is developed for generating the switch input

voltage time history that results in a bounce-free closure and is robust to parameter variation.
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Figure 7.5. Sample shaped input waveform

The shaped time history input was first introduced in (65) and (66). A sample input is shown

in Figure 7.5 and described in the functional form by Eq. 7.6.

p
0<t<ty

t1 <t<ty
ts <t <ty

ty <1 <ts

\ ts <t <tg

TV, (1 = cos(wit)

=

%%(1 —cos(wi(t —ta +11))) (7.6)

o

%Vh(l — cos(wa(t — ty)

Vi

Each time designation in Figure 7.5 and Eq. 7.6 is defined in Table 7.2. In general, the

input is characterized by an initial pulse,

followed by a hold voltage, separated from the

pulse by a short zero voltage. The initial pulse of the waveform is used to move the switch

toward the contacts. Before it reaches pull-in, the voltage is set to zero, and the momentum

in the switch plate allows it to coast toward the contacts. At the end of the coast period, the
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Table 7.2.
Input waveform breakpoints

Parameter \ Units \ Value

t s 4.20 x 1076

tQ S tp

t3 S tl + tg

t4 S tc + tg

ts S ty+1.00 x 1076

te S 100 x 107

Wy rad/s 7.4 % 10°

Wo rad/s 3.1 x 10°

hold voltage is applied. The waveform utilizes a haversine function to transition between
the different voltage levels. A piecewise continuous function, given in Eq. 7.6, compiles

the waveform based on the values of V},, V},, t,, and ...

In the learning process, any of the 4 variables can be changed: the magnitude of the
initial pulse, V},, the hold voltage, V}, the coast time, . and the end time of the initial pulse,
t,. The input waveform must start out conservative so as to not break the device. The device
will fail when enough voltage is applied such that the displacement of the mass equals or
exceeds the total gap, welding the switch in the closed position. The correct voltages may
not be known prior to operation. This type of learning control can determine those voltages,

as long as the initial attempts are conservative enough to avoid breaking the device.

Nominal values of 98 V and 72 V for V), and V), are chosen, respectively. These values
are 65% of the magnitudes suggested in (65) and (66) for a similar device (1}, = 150 V and
Vi, = 110 V). If the switch does not make contact during the first iteration, the magnitudes
are increased to 70% of the suggested waveform. The waveform is then increased by 5%

at each iteration until contact is made.
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Once contact is made for the first time, the magnitudes in the waveform are fixed, and
only ¢, and t. are adjusted on future iterations. Upper and lower limits are set at the be-
ginning of the control algorithm for ¢, and ¢.. Both variables begin at their lower limits, 5
and 1 us, respectively. Once the magnitude of the input is fixed, if the switch does not land
within a region of when V/, is applied, ¢, is incrementally increased using Eq. 7.7 until the
switch lands within the region or lands early (before V/, is applied). The current value of ¢,
is denoted by ¢, ,,. The fraction by which ¢, ,, is adjusted for the next iteration is denoted by

At,,, and the new value of ¢, ,, is denoted by ¢, ,,+1.

tp,n—i—l = (1 + Atp) . tpm, (7.7)

After the first iteration that records an early initial closure, the current and previous
values of t,, are used as the new limits, and the next value of ¢, is assigned the central value in
that interval. Each adjustment after this iteration employs the same bisectional-type method
of adjustment described in Eq. 7.8, where the upper and lower limits are determined by the
values used in the previous two input waveforms. The upper and lower bounds are denoted

by t, ., and t,;, respectively.

(tps +tpu) (7.8)

N | —

tp,n+1 -

Once contact is recorded within the region of when V), is applied, ¢, is increased incre-
mentally, according to Eq. 7.9, until bounce is eliminated. The current value of ¢.. is denoted
by t. . The fraction by which ¢.,, is adjusted is denoted by At,., and the new value of ¢,

is denoted by ¢ ,,41.



102

tc,n+l - (1 + Atc) : tc,n (79)

At any point in the learning process, if closure no longer occurs when V}, is applied, the

control reverts back to adjust ¢,,.

7.3 Simulation Results

By using the set of nominal model parameters listed in Table 7.1 and the input param-
eters in Table 7.3, the simulation required 10 iterations to eliminate ounce. In the final
iteration of the simulation, V}, is equal to 82.5 V and V/, is equal to 112 V. Figure 7.6 shows
the adjustments made to ¢, and ¢. throughout the simulation. Figure 7.7 shows the position
time history of the initial response, an intermediate response and the response on the final

iteration.

As mentioned in Section 7.2, devices can fail if too much voltage is applied. Even

among parameter variations, this type of learning control can determine an initial waveform

Table 7.3.
Input parameters

| Parameter | Units | Value |

Vo v 98
Vh S 72
tp 1S 5.0
te s 1.0
At, % 25
At. % 25




103

—
w2 ..m
3; J L: R o o [ = R [ EEEEEN o e [ T g o R
4—!0
O !
2 4 6 8 10
Iteration
A A
N 151 A
g LA
= A
Y 101 A
A
St D A ‘ ‘ ‘ ]
2 4 .6 8 10
Iteration

Figure 7.6. Simulation value of ¢, and ¢, in us, for each iteration

that is conservative enough to not break the switch. However, increased robustness of the
system comes at a cost of iterations - more time will be required to find a solution that
has eliminated bounce. An analysis looked briefly at the relationship between the number
of iterations, the number of failed devices, and parameter uncertainty. By using a random
uniform distribution, each system parameter (¢, wy, K.s) was varied up to £5%, £25%
and +50% of the nominal value. Fifteen simulations were completed for each case, once
using the suggested waveform as an initial input and second using 50% of the magnitude
of the suggested waveform as the initial input. Table 7.4 displays the average number of
iterations for each simulation set. The simulations show that the more conservative the
initial waveform is, the larger the number of required iterations, but the number of failed

devices is also reduced. Zero devices failed using the reduced initial waveform.

With the control strategy described in Section 7.2, 225 simulation trials are run with the
parameters varied up to £15% uing a uniform random distribution. In all cases, the control

found a solution that eliminated bounce with an average of 14.8 iterations. The simulations
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Figure 7.7. Position time history of the simulated response to show elimination of bounce

Table 7.4.
Average number of iterations for each simulation set

|V, | Vi | £5% | £25% [ £50% |
150V [110V] 580 | 11.0 [ 12.8
75V [ 55V | 167 | 171 | 179

ranged from 1 to 24 iterations. Figure 7.8 shows the iteration distribution over the range.
At most, the strategy would require 240 ms (24 iterations at 100 s per iteration) to learn

the correct input for zero bounce closure.
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7.4 Experimental Results

The control scheme is implemented experimentally on 3 test switches. Since it is known
that a value of 1}, equal to 110 V and V,, equal to 150 V are appropriate for this type of switch
based on the work in (65) and (66), the control implemented in the tests begins with these
magnitudes as the nominal values in order to reduce the number of iterations, and wear on

the actual test pieces.

The test bed consisted of a four-probe station with a laser Doppler vibrometer for mea-
suring switch displacement. Two probes provide switch actuation voltage, while two more
probes measure continuity across the switch by recording the voltage across a resistor and a
constant voltage source placed in series with the switch. The controller logic, programmed
in LabView, relied solely on the binary continuity measurement. Results were recorded for

the 3 switches, referred to as devices 1, 2 and 3.
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Table 7.5.
Experimental input parameters
’ Parameter \ Units \ Value ‘
Vi A% 150
Vi A% 110
iy S 5.00 x 107°
te S 1.00 x 107°
At, % 25
At, % 25

The input parameters, listed in Table 7.5, when applied to device 1, require 7 iterations to
eliminate bounce. Figure 7.9 shows the actuation waveform for the first and final iterations.
Figure 7.10 shows the associated time history of the continuity measured across the switch
as well as the position measured from the laser vibrometer for the response of the switch
under the initial waveform and the final waveform in the learning process. The interesting
points to note are the lack of interruption in the continuity in the final iteration and the

reduction of closing time between the two iterations.
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Figure 7.9. Device 1 experimental open-loop voltage command for the first and final iterations
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Figure 7.10. Device 1 experimental continuity measurement and position time history to show
elimination of bounce

During the experiment, ¢, changes from 5 to 9.8 us and ¢. remains at 1 s, as shown in
Figure 7.11. Figure 7.10 shows that on the first iteration, the switch plate initially lands at
approximately 20 us. Figure 7.9 shows the landing occurring after V}, is applied at 13 pus.
Since the landing occurs too late, ¢, is incrementally increased. This continues through
iteration 4. Iteration 5 records an initial closure too early (before V}, was applied). By using
the value of ¢, on iteration 4 as the lower bound and the value of ¢, on iteration 5 as the upper
bound, the value of ¢,, is adjusted using the bi-sectional method on iteration 7, described by
Eq 7.8, after resetting its value in iteration 6. On the final iteration, the initial closure of the

switch coincides with the application of the hold voltage, V), at approximately 16 us.

Figure 7.12 shows the measured velocity response of device 1 for the first and final
iterations. Two markers on the plot indicate initial landing of the switch plate. The learning
algorithm reduces the initial contact velocity from 0.29 m/s on the first iteration to 0.11 m/s

on the final iteration. This reduction in velocity between the two iterations eliminates the
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Figure 7.11. Experimental value of ¢, and ¢., in us, at each iteration for device 1

Table 7.6.
Experimental waveform parameters for 3 devices

Device | Iterations | Initial ¢, | Initial ¢, | Final ¢, | Final ¢,
(ps) (115) (ps) (ps)
1 7 5.00 1.00 9.38 1.00
2 9 5.00 1.00 9.50 1.50
3A 7 5.00 1.00 9.38 1.00
3B 4 10.0 1.00 9.38 1.00

bounce of the switch plate. Without bounce, the total closure time of the switch is reduced
from 34 — 16 ps. The higher frequency content shown in Figure 7.12 is attributed to higher
modes of the system that could appear if the measurement location is not on the exact contact

location.

The same initial parameters are applied to device 2 with the exception that At,, is set to

40%. Table 7.6 compares the values of ¢, and ¢, for the each of the tests.

Comparing devices 1 and 2, similar initial inputs to the system, the tests result in dif-
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Figure 7.12. Device 1 experimental velocity response

Table 7.7.
Experimental impact velocity for 3 devices

Device | Iter. | Initial impact | Final impact | Initial time to | Final time to
velocity (m/s) | velocity (m/s) close (s) close (s)
1 7 0.29 0.11 34 16
2 9 0.25 0.18 45 18
3A 7 0.35 0.20 38 17
3B 4 0.37 0.20 31 17

ferent waveforms. This indicates that there is variation within one or more parameters that
affects the dynamics of the switch; however, the strategy is still able to find a waveform
for each that eliminates bounce. The impact velocities and closure times are compared in

Table 7.7. The final waveform reduces the impact velocity, thus reducing the bounce event,

for all cases.

Two different input waveforms are applied to device 3, referred to as set A and set B,

respectively, to explore the effect that changing the initial waveform has on the control
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algorithm output. Set A uses the parameters described in Table 7.5. Set B uses the same
parameters, but begins with a value of 10 ys for ¢,,. The values of ¢, and ¢, in the two tests
on device 3 are compared in Table 7.6. Upon elimination of the bounce, the total closure
time is reduced to the same value as set A, 17 us. The velocity at impact for device 3 is also

compared in Table 7.7.

The results of the experiments demonstrated that the learning algorithm could be imple-
mented to reduce the velocity of the initial impact and thus remove any significant bounce
of the switch plate. The elimination of bounce greatly reduces the time required for closure

of the switch.

7.5 Learning Control for RF-MEMS Switch Conclusions

A strategy was developed to generate an open-loop input to a RF-MEMS switch that
is subject to parameter variation from part to part. The algorithm used the continuity mea-
sured across the switch to adjust the parameters. Simulations show that the strategy can
account for parameter uncertainty and there exists a direct relationship between the number

of iterations and the magnitude of variation.

The algorithm was also tested experimentally on 3 switches and shown to eliminate
bounce. The elimination of bounce due to the reduction of impact velocity to less than
0.2 m/s allowed the total closure time to be no larger than 20 pus. For the experimental
data sets, 5-10 iterations were required to find a bounce free solution. It was also shown
that changing the initial parameters of the waveform still results in a similar solution wen

applied to the same device.
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Since the control algorithm relies only on the continuity measurement across the con-
tacts, it is imperative that this measurement be accurate. Contamination between the two
electrodes could cause the continuity to degrade, even at impact, resulting in a larger num-
ber of iterations to find a solution, or no solution at all if the contamination is large enough
and is not removed with the motion of the device. However, the fact that only a continuity
measurement is required makes the control practical. For design and monetary cost, the
continuity measurement could be placed in the circuitry on the chip such that the device

could be calibrated at the demand of the user while in service.






8. Future Work

As with any research endeavor, there exist considerations beyond the scope of the project.

This section lists 5 additions to this work that could lead to some interesting results.

1. In the genetic algorithm based optimization of the MEMS resonant mass sensor, an
enhanced mass accumulation model could be added for improved control over how

mass is added to the sensor to more accurately represent real conditions.

2. Practical constraints on electrode configurations in the genetic algorithm based opti-
mization of the MEMS resonant mass sensor would be required for real-life fabrica-

tion and implementation.

3. In the genetic algorithm based optimization of the MEMS resonant mass sensor, al-
lowing the thickness of the beam material to vary for each domain could contribute
to a configuration with improved sensitivity given the effect thickness has on the
stiffness of the device. Also, allowing the actuation voltage to vary at each domain
could allow the fringing effects of neighboring electrodes to play a larger role in the

behavior of the sensor without increasing the risk of pull-down.

4. Develop a learning control strategy, similar to that presented in Chapter 7, to deter-

mine the ideal shaped input for zero vibration actuation of the mass sensor to achieve
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self calibration prior to use.

5. Integrate sensing using input shaping, presented in Chapter 5, or control designs,
into the fitness function of the genetic algorithm based optimization to improve the

complete system design of a MEMS mass sensor.



9. Summary of Contributions

The research described in this document provides the following contributions:

Challenge 1: A fully-coupled, structural-electrostatic model for micro devices is too com-
putationally expensive to be used for optimization or control system design, and published

approximations are not applicable to complex electrode configurations.

Contribution 1: Developed an alternative modeling technique for electrostatic micro de-
vices with improved computational efficiency relative to a fully-coupled analysis that is

valid for irregular electrode configurations.

Challenge 2: Many factors affect the sensitivity of micro sensors creating a complex de-
sign space with many local minima. Gradient based optimization methods are limited in
application to electrostatic micro device design due to a tendency to be constrained by local

minima, as well as fabrication limitations for topology optimization.

Contribution 2: Genetic algorithm based optimization was shown to be a valuable tool
for the design of an electrostatic micro sensor. The optimization improved sensor design
at each successive generation. Unique to this work, the design space was expanded upon
published optimization results for micro devices to include material distribution (capable of

filtering out invalid geometries), sensing and actuation electrode configuration, actuation
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voltage, and other geometric parameters.

Challenge 3: MEMS resonant mass sensors based in the frequency domain require con-
sideration for on chip signal processing and must be sensitive enough to detect very small

changes in mass.

Contribution 3: Proposed using input shaping techniques as an alternative sensing strategy

for the detection of mass, or other parameter changes, for micro sensors.

Challenge 4: Part-to-part variation in fabricated micro devices can lead to poor perfor-

mance due to unknown plant parameters.

Contribution 4: A learning control strategy was developed to calibrate a radio-frequency
micro switch by altering an input voltage waveform to eliminate bounce upon closure of
the switch. The control strategy relied only on the voltage potential across the electrodes to

maintain practical implementation in real world environments.
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