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Abstract

The performance of current mesoscale numerical models is evaluated in a case of model intercomparison
project (COMPARE IlI). Explosive development of Typhoon Flo (9019) occurred in the case in September
1990 during the cooperative three field experiments, ESCAP/WMO-led SPECTRUM, US-led TCM-90,
and former USSR-led TYPHOON-90 in the western North Pacific. Sensitivity to initial fields as well as
impact of enhanced horizontal resolution are examined in the model intercomparison.

Both track and intensity predictions are very sensitive to the choice of initial fields prepared with dif-
ferent data assimilation systems and the use of a particular synthetic tropical cyclone vortex. Horizontal
resolution enhanced from 50 km through 20km down to a 10km grid has a large impact on intensity pre-
diction. This is presumably due to a better presentation of inner structure with higher resolution. There
is little impact on track prediction in this target period when the typhoon was in its before-recurvature
stage. While most models show large biases in underestimating central pressure deepening, some of the
participating models with a particular initial field succeed in reproducing qualitatively the time evolution
of central pressure, including slow deepening in the first half and rapid deepening in the second half of the
simulation period of 72 hours. However, differences leading to different intensity predictions among models
have yet to be identified. Intercomparison of the simulation results shows that wind field has a close rela-
tionship with precipitation distribution. This suggests that better prediction of precipitation distribution
is crucial for better prediction of wind field, and vice versa.
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Through the COMPARE 111 experiments, it has become clear that precise simulation of tropical cyclone
structure, especially in the inner-core region, is very important for accurate intensity prediction. Consider-

ation, therefore, should be given to this point, when improvements in resolution, initialization, and physics
of numerical models for tropical cyclone intensity prediction are reviewed.

1. Introduction

Numerical models have been improved signifi-
cantly to produce tropical cyclone (TC) track pre-
dictions with steadily increasing accuracy. Accord-
ing to the policy statement of the American Mete-
orological Society on Hurricane Research and Fore-
casting (adopted by AMS Council on 14 February
2000)*, NOAA National Hurricane Center (NHC)’s
TC track forecast errors for the decade 1989-1998
averaged 87, 162, 301, and 449km for the Atlantic
12-, 24~ 48-, and 72-h forecasts, respectively. The
Japan Meteorological Agency (JMA)’s TC track
forecast errors averaged for the last four years
(1997-2000) were 161, 299, and 427 km for the west-
ern North Pacific 24-, 48-, and 72-h forecasts, re-
spectively, according to the Regional Specialized
Meteorological Center (RSMC) Tokyo-Typhoon
Center’s Annual Report on its activities for the
2000 season. These good forecasts owe much to en-
hanced numerical model predictions. Recently, in
one case of Hurricane Andrew, Liu et al. (1997)
demonstrated that a high-resolution, non-hydro-
static model with hybrid-type physics (combined
cumulus parameterization and explicit microphy-
sics) was capable of simulating realistically not only
the very low central pressure and strong winds, but
also the structure of the intense hurricane, even in
the inner-core region.

Current operational numerical TC prediction
models, however, still have considerable mean
absolute errors (or root-mean-square errors), and
occasionally large misses in intensity predictions.
Even the GFDL Hurricane Model (Kurihara et al.
1993), for instance, which is known as the best per-
former among operational limited-area TC predic-
tion models, has average prediction errors of max-
imum wind speed of 6.1, 7.9, 8.4, and 9.7ms™* for
12-, 24-, 48-, and 72-h forecasts, respectively, for
the TCs in the Atlantic in 1995 (Kurihara
et al. 1998), and those of 10.6, 11.2, 11.9ms™!
for 24-, 48-, and 72-h forecasts, respectively for 125
TC cases in the western North Pacific in 1995 (Wu
et al. 2000). Its performance in Atlantic TC in-

* Bulletin of the American Meteorological Society,
Vol.81, No.6, June 2000, 1341-1346.

tensity prediction is still much (slightly) worse in
short (long) forecast hours than a statistical scheme
(Kurihara et al. 1998), although it shows modest
skill.

While TC motion (track) will still remain a ma-
jor target of the development of numerical predic-
tion models (Elsberry 1995), the authors believe
that TC intensity can also become an increasingly
feasible target for numerical prediction models of
higher resolutions, with carefully prepared initial
conditions in the next decade. This outlook is
supported by the fact that another tropical cy-
clone prediction model, besides the GFDL model,
showed some capability in TC intensity predictions
(Nagata et al. 1998; Nagata and Mino 2000; Mino
and Nagata 2001). It is, therefore, worthwhile to
explore the capability of current state-of-the-art
mesoscale models in the simulation and prediction
of TC intensity evolutions. For this exploration, we
took the opportunity of Case I1I of the Comparison
of Mesoscale Prediction and Research Experiments
(COMPARE) project under the World Meteorolog-
ical Organization (WMOQO)—Commission for Atmo-
spheric Research (CAS)/WCRP—Joint Scientific
Committee (JSC)—Working Group for Numerical
Experimentation (WGNE). The reader is referred
to Gyakum et al. (1996) for the three long-term
objectives of the COMPARE project.

An event of explosive tropical cyclone develop-
ment has been chosen for the intercomparison ex-
periment, whose major findings are presented in
this paper. The purpose of this research is, there-
fore, to identify and then address, if possible, im-
portant scientific issues relating to the understand-
ing and prediction of explosive development of trop-
ical cyclones. The event occurred during the three
cooperative field experiments for tropical cyclone
research conducted in August and September 1990:
the Special Experiment concerning Typhoon Re-
curvature and Unusual Movement (SPECTRUM),
Tropical Cyclone Motion-90 (TCM-90) (Elsberry
1990; Elsberry et al. 1990; Harr et al. 1991), and
TYPHOON-90. Typhoon Flo (9019) exhibited a
marked deepening of —55hPa/24h (—80hPa/48h)
during its “before-recurvature” stage in the west-
ern North Pacific to become a challenging target
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for mesoscale numerical prediction. One impor-
tant point is, hence, to examine how well current
mesoscale models can simulate, and possibly
predict, the explosive development of the tropical
cyclone.

The intercomparison will focus firstly on the
sensitivity of the track and the intensity of the
simulated tropical cyclone (TC) to initial condi-
tions, and secondly on sensitivity to horizontal res-
olutions. The evaluation is conducted against: 1)
a set of best track data, 2) objective analyses en-
hanced with special observational data, 3) satellite-
estimated precipitation, and 4) mesoscale fields an-
alyzed based on aircraft observations.

This paper is organized as follows: The exper-
imental design is explained in Section 2; In Sec-
tion 3, evaluation methodology is introduced after
examining quality of data for use in analysis and
evaluation; Section 4 describes the synoptic setting
and mesoscale fields; Section 5 presents results of
evaluation and intercomparison. Some discussion
is given in Section 6; Conclusions and remarks are
provided in Section 7.

2. Experimental design

The target event of explosive tropical cyclone
development of —55hPa/24h commenced at 1200
UTC 15 September 1990. The initial time for sim-
ulation was set at 0000 UTC 14 September 1990
(see Fig. 1), 36 h prior to the commencement of the
explosive development to examine if models can
reproduce the explosive development with enough
lead time. Prediction was made for 72h from the
initial time so that it covered the whole develop-
ment stages. The time evolution of central pressure
based on the Regional Specialized Meteorological
Center (RSMC) Tokyo-Typhoon Center (JMA)
Best Track data (Fig. 1) was characterized by two
stages, the first half of the simulation window show-
ing slow deepening, and the second half rapid deep-
ening.

The 72-h simulation period was largely covered
by some of the intensive observing periods (IOPs).
Special observations included 6-hourly radiosondes,
cloud drift winds by the University of Wisconsin,
dropwindsondes, drifting buoys, and aircraft
(NASA DC-8). Quality of each observational data
is examined in Section 3.

Two sets of analyses were produced, one with
JMA’s Global Analysis system of T213/30levels
resolution (J-ANL) (JMA 1997) and the other with
the National Centers for Environmental Predic-
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Fig.1. Time series of Flo (9019)’s central
pressure and maximum sustained wind
speed (10-min average) according to the
best track data by the RSMC Tokyo-
Typhoon Center. T+00h and T+72h
correspond to 0000 UTC 14 and 0000
UTC 17 September 1990, respectively.

tion’s (NCEP) Eta-Model Regional Analysis sys-
tem of 48 km/38levels resolution (N-ANL) (Rogers
et al. 1996). They were interpolated on to 0.5° x
0.5° latitude-longitude grid of 44 pressure levels
mostly with 25 hPa intervals and the surface. These
analyses were used as initial fields for all the partic-
ipating models and as lateral-boundary conditions
for regional models. The reason why we prepared
two analyses for initial conditions was that we con-
sidered there was large uncertainty in the analysis
fields to be used as initial conditions, because of
the sparsity of observational data even during the
special field experiments.

Furthermore, synthetic tropical cyclone vortices
(tropical cyclone bogusing) introduced other uncer-
tainties, which prompted us to make experiments
to examine a state-of-the-art scheme of tropical
cyclone bogusing. For this purpose we requested
the GFDL/NOAA Hurricane Modeling Group to
initialize tropical cyclones in the analyses with
their sophisticated scheme (Kurihara et al. 1993;
Bender et al. 1993b) by providing the tropical cy-
clone parameters in the Best Track data of the
RSMC Tokyo-Typhoon Center, JMA. Thus a com-
bination of two analyses with and without the
GFDL bogusing produced four sets of initial fields.
We note here that JMA’s Global Assimilation em-
ployed its own simple, static TC bogusing scheme
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(JMA 1997) in contrast with GFDL’s dynamical

bogusing scheme, which operated an axi-symmetric
numerical model with appropriate forcing to ob-
tain a quasi-balanced target vortex having a spec-
ified storm intensity and size. Both JMA’s and
GFDL’s bogusings are capable of producing a bal-
anced vortex which has a set of central pressure
and wind radius (radius of 30kt winds in this case)
fairly close to a given set of these parameters, un-
less the analyzed central pressure is too low and/or
the wind radius is too small for the storm struc-
ture to be resolved by the model grid, which is
rarely the case. In this particular case for the study,
since the radius of 30kt winds of the target storm
(225nm =417 km) was large enough compared to
the model grid intervals, the storm size was well
represented even in the coarser-mesh fields. Mean-
while, NCEP’s Eta Model Regional Assimilation
did not employ any TC bogusing. Thus, JMA’s
bogusing was activated in Exps. 1A50 and 1A20,
GFDL’s bogusing in Exps. 1B50, 1B20, 1D50, and
1D20, while no bogusing was used in 1C50 and
1C20 (Table 1). Differences between J-ANL and
N-ANL and significant differences between JMA’s
and GFDL’s bogus TCs will be described in Sec-
tion 4. Participants were provided with these four
initial fields including the two original analyses for
the region shown in Fig.2 or for the whole globe,
depending on the configuration of the participating
model.
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Fig.2. Domain settings. Domain A for
analyses distributed, Domain C for 50-
km mesh runs, Domain F for 20-km mesh

runs, and Domain M for 10-km mesh run.
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The lateral boundary conditions were based on
the same 6-hourly analyses as those used for the ini-
tial fields. We employed the strategy of Chouinard
et al. (1994) to fix lateral boundaries in such a
way that the outer simulation domain (see Fig.2
for domain settings) was sufficiently large so that
throughout the 72-hour simulation information at
the lateral boundaries did not seriously affect the
target system, which was located near the center
of the domain. To calculate trajectories of the
air parcels indicating contamination and released
continuously along candidate lateral boundaries,
we used a global tracer model including advection
and diffusion processes (JMA 1997), which utilized
JMA’s analyses with 6-hour intervals for flow fields
and diffusion coefficients calculated from the anal-
ysis variables for vertical mixing.

The outer, intermediate, and inner domains were
covered with 50km, 20km, and 10km resolution,
respectively. A standard configuration of verti-
cal levels was suggested to the participants. The
27 full-integer vertical levels in sigma coordinate
were: .99625, 9875, .97625, .9625, 94625, .92875,
91125, .89375, .8725, .8425, .8000, .7500, .7000,
.6500, .6000, .5500, .5000, .4500, .4000, .3500, .3000,
.2500, .2000, .1500, .1000, .0500, .0125 from bot-
tom to top. They were placed unevenly in such
a way that higher resolutions were allotted to the
planetary boundary layer (PBL). Domains for ver-

ification were a square of 40° (latitude) x 60° (lon-
gitude) (0°-40°N, 105°-165°E) with 0.5° resolu-
tion for synoptic scale, i.e., 50 km experiments, and
a square of 20° (latitude) x 30° (longitude) (10°—
30°N, 120°-150°E) with 0.25° resolution for meso
scale, i.e., 20km and 10km experiments, both cen-
tered about the target TC in the horizontal and
from the surface to 12.5 hPa with 24 pressure lev-
els in the vertical. Participants provided prediction
fields in these domains to the lead center, JMA.
In the first phase, the participants were requested
to make nine experiments listed in Table 1. A
combination of two analyses with two initializa-
tions (with and without the GFDL initialization)
with two horizontal resolutions (50km and 20 km)
made eight experiments. They were designed to
examine impacts of analyses, initializations, and
horizontal resolutions. Experiment 2A20 was a
20 km experiment with the JMA analysis given for
lateral boundary conditions instead of the predic-
tion field of the corresponding coarse-mesh (50 km)
run (Exp.1A50). This experiment was designed
to investigate the impact of specifying the lateral
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Table 1. List of experiments.
analysis for initial fields |TC bogus horizontal 'vertical lateral boundary
phase 1 'resolution ilevelg* ‘conditions
(Exp. 1A50) [JMA Global JMA | 50km | 27  analysis
(Exp. 1B50) |JMA Global GFDL 50km 27 analysis
(Exp. 1C50) |NCEP Eta Regional I none 50km 27 ‘analysis
(Exp. 1D50) |NCEP Eta Regional | GFDL  50km 27 analysis
1 i
ist  |(Exp. 1A20) |JMA Global I JUMA 20km 27 Exp. 1A50 prediction
(Exp. 1B20) [JMA Global . GFDL ' 20km 27 Exp. 1B50 prediction
(Exp. 1C20) INCEP Eta Regional | none 20km 27 Exp. 1C50 prediction
(Exp. 1D20) |NCEP Eta Regional i GFDL 20km ‘ 27 .Exp. 1D50 prediction
] (Exp. 2A20) |JMA Global JMA 20km ! 27 ‘analysis
2nd (Exp. 1A10) |JMA Global JMA 10km | 27 ‘Exp. 1A20 prediction

* A few models employ different number of vertical levels.

boundary conditions with analysis in comparison
with nesting the 20 km model in the 50 km model
prediction. The result showed that the impact of
the different lateral boundary conditions was neg-
ligibly small in this particular case, owing to a
good prediction of the synoptic field with the 50-km
models, and hence no further mention will be made
of it. In the second phase, the participants were re-
quested to make one 10 km experiment (Exp. 1A10)
from JMA'’s analysis, with nesting in the corre-
sponding 20km experiment (Exp.1A20). Thus,
the total of nine experiments, without including
2A20, were the standard ones, while some partici-
pants made additional experiments on their own.

The fourteen participating models are listed in
Appendix A. The number of models participating
in the 50km resolution experiments ranged from
14 to 12, and that for 20 km resolution experiments
from 12 to 10. Thus a majority of the models par-
ticipated in the eight standard experiments con-
sisting of a combination of the four initial fields
with two horizontal resolutions, 50km and 20 km.
Eight models participated in Exp. 2A20. The num-
ber of models participating in the second-phase
10km resolution experiment 1A10 was six. Be-
sides these, some participating groups made addi-
tional experiments to examine impacts of horizon-
tal/vertical resolutions, parameterizations of deep
convection, non-hydrostatic effects, lateral bound-
ary conditions, etc. This paper, however, focuses
on the evaluation of the simulations within the
standard experiments, resulting in the evaluation
of 109 simulations in total. The additional experi-
ments will be evaluated in further studies by indi-
vidual participants.

3. Quality of data for analyses and evalua-
tions, and evaluation methodology

In this section the quality of data for use in the
analyses and evaluations is examined first, and then
an evaluation methodology is briefly introduced.

3.1 Quality of data

The Global Analyses were produced at the Me-
teorological Research Institute (MRI), JMA with
the Global Spectral Model combined with statis-
tical interpolation method at 6-hour intervals of
data insertion. The data available for the analyses
were:

- on-line conventional data obtained through the

Global Telecommunication System (GTS)
and
— off-line data, which included:

TOVS 1D-VAR data provided by European
Centre for Medium-Range Weather Forecasts;
TCM-90/SPECTRUM/TYPHOON-90 data
archived by the United States Office of
Naval Research (ONR);
—FSATOB (cloud drift winds provided by the
University of Wisconsin);
—dropwindsondes;
—drifting buoys;
—aircraft (NASA DC-8); and,
Lintensive upper-air soundings.

Among the special field observational data, the
drifting buoys had large biases while they had small
standard deviations of differences from the first
guess (Table A2), which allowed bias correction to
make data useful for analysis. Cloud drift winds
reprocessed by the University of Wisconsin, were a
good source of data even though differences from
the first guess were not very small: Root Mean
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Fig.3. NASA/DC-8 observations approximately at 200 hPa around 0600 UTC 16 September 1990. One

wind barb is equivalent to 10 ms~! and unit of temperature is Kelvin.

Squares (RMSs) of differences from the first guess
were approximately 5ms~! and 8ms—! at 850 hPa
and 200hPa, respectively. In middle- to upper-
level geopotential, at five out of the seven intensive
upper air (sonde) observing stations on the islands
in the western North Pacific, were noted system-
atic positive deviations from the first guess (biases)
(Table A3a} and relatively large biases and stan-
dard deviations of differences from the first guess
were seen on the geopotential at the former USSR
observation vessels (four columns from the left in
Table A3b).

For analysis of mesoscale fields during IOPs, and
evaluation of their predictions by the numerical
models, exceptionally dense data taken by the
NASA DC-8 aircraft were used (Fig.3), although
the flights were not very frequent and the flight
level was basically single (approximately 200 hPa
only). For making an objective analysis of temper-
ature and wind at 200 hPa, a successive correction
method was applied to the aircraft data of temper-
ature and wind, with JMA’s Global Analysis used
as a first guess. We adopted this method instead of

the statistical interpolation method used for mak-
ing JMA’s Global Analysis because the former can
preserve more signals of mesoscale features than
the latter which assumes the geostrophic balance
as a constraint for analysis increments. The resul-
tant objective analysis will be used for evaluation
of numerical model predictions in Section 5 (see
Fig. 15 later).

All the data mentioned above were used in mak-
ing JMA’s Global Analyses, while the same, but
for TOVS 1D-VAR data, in making the NCEP
Eta Model Regional Analyses. Dropsonde data, on
the other hand, were regrettably not used for these
objective analyses after careful consideration, be-
cause of huge differences from the first guess field.
Note, however, here that sea-level pressure data
estimated from dropsonde pressure measurements
were used in the Best Track data analysis, which is
used in the evaluation as shown below.

3.2  Evaluation methodology
There are three categories in the evaluation
methodology. The first one is an evaluation of pa-
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rameters characterizing TCs, i.e., center position,
central pressure, maximum wind speed, radius of
30kt wind, radius of 50kt wind, against a poste-
riori analysis usually called Best Track data. We
use the Best Track data produced by the RSMC
Tokyo-Typhoon Center, JMA for this purpose.
Generally speaking, storm center fixing hardly
gives rise to much controversy, especially rarely
for storms with an eye or a clear circulation cen-
ter of spiral rain bands seen on a loop of satellite
imagery. This is true in the case of Flo, where
an eye formed at latest by 1800 UTC 15 Septem-
ber 1990, T+42h into the simulation. In contrast,
in the western North Pacific, where aircraft re-
connaissance ceased in 1987, intensity parameters,
i.e., central pressure and maximum sustained wind
speed, may possibly have large errors, because they
are mostly based on indirect estimates: measure-
ments of satellite imagery features characterizing
storm intensity combined with pattern recognitions
(Dvorak 1975; 1984). Velden et al. (1998), who de-
veloped an objective tropical cyclone intensity es-
timation scheme, evaluated an operational scheme
based on the standard Dvorak method with his new
scheme against reconnaissance aircraft reports for
homogeneous tropical cyclone cases in the North
Atlantic in 1995 and 1996. He reported that the
operational scheme has a bias of 5.9hPa and a
root-mean-square {RMS) error of 10.6 hPa in cen-
tral pressure estimates. Since the intensity estima-
tion scheme at JMA is almost identical to the op-
erational scheme evaluated by Velden, we take into
account errors of these magnitudes when using in-
tensity data from the Best Track in the evaluation
of tropical cyclone intensity simulations. For wind
radii analysis, satellite cloud track winds delivered
once a day are a major data source, besides Ship,
Synop, and Buoy reports of surface winds. These
data normally show fair coverage for the analy-
sis of radius of 30-kt (approximately 15.4ms™!)
winds, while they do relatively poor coverage for
50-kt (approximately 25.7ms™') winds, which ex-
ist closer to the tropical cyclone center, where low-
level cloud tracking often fails due to dense cover
of high clouds and reports of direct measurements
are relatively rare. To circumvent the data sparsity
problem for the analysis of radius of 50-kt winds,
JMA employs the statistical relationship between
tropical cyclone central pressures and radii of 50-
kt winds. The relationship is represented by three
curves, each representing large, medium, and small
storms. Therefore, accuracy of 50-kt wind radii,
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which are mostly based on the statistical relation-
ship with intensity, is not as good as that of 30-kt
wind radii, which are mostly based on direct ob-
servations and/or indirect measurements of wind
(cloud tracking).

The second evaluation category is synoptic-scale
conventional verification statistics against the ob-
jective analyses. In these kinds of tropical cases, we
calculate absolute wind correlations between the
simulation and observation at lower and upper tro-
posphere as representing accuracy of predictions of
synoptic fields.

The third category concerns mesoscale predic-
tion fields. It is two-fold: statistical verification of
precipitation with equitable threat scores (Schae-
fer 1990; Gandin and Murphy 1992; Mesinger and
Black 1992; Rogers et al. 1996); and mesoscale
evaluation against an objective analysis specially
made at 200 hPa on the basis of the NASA DC-8
aircraft observations.

4. Synoptic setting and mesoscale fields

The synoptic setting at 0000 UTC 14 September
1990, the initial time of the simulation, is shown
with the two sets of analysis fields; one by the
Japan Meteorological Agency (JMA}), and the other
by the National Centers for Environmental Predic-
tion (NCEP) (Fig.4). In the low to mid levels, the
large-scale monsoonal trough existed, which bred
two tropical cyclones Ed (9018) and Flo (9019) suc-
cessively. It was flanked by an east-west oriented
subtropical ridge on its north side. The ridge per-
sisted until 0600 UTC 16 September 1990,
after which it was split by Flo’s northward intru-
sion. In the upper troposphere (200hPa), some
anticyclonic and cyclonic circulations were noted:
One anticyclonic circulation represented the east-
ern portion of the quasi-stationary Tibetan High
centered around (27°N, 110°E). Another just east
of Flo centered around (16°N, 141°E) was moving
slowly to the west, expanding its area. A large-
scale upper-tropospheric low (cyclone) centered at
(26°N, 157°E), at 1800 UTC 14 September 1990
migrated slowly west-southwestward, holding a dis-
tance of approximately 20 degrees in longitude with
Flo (figures not shown). Meanwhile, a smaller-scale
upper-level cyclone centered around (25°N, 139°E)
at 0000 UTC 14 September 1990 also migrated
slowly west-southwestward. Flo’s explosive deep-
ening occurred just east-northeast of this smaller-
scale cyclone, a tropical upper-tropospheric trough
(TUTT) cell, which might have helped expansion
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Fig.5.

Sea level pressure (thin sold lines) and surface winds in the four initial fields. Contour intervals

for pressure are 4hPa, wind notation is conventional. Isotachs of 30kt are drawn with thick solid
lines. (a) JMA analysis with JMA bogusing (for Exp. 1A), (b) JMA analysis with GFDL bogusing (for
Exp. 1B), (c) NCEP analysis without bogusing (for Exp. 1C), (d) NCEP analysis with GFDL bogusing
(for Exp. 1D). Flo (9019) and Ed (9018) are seen on the right and the left, respectively, in each panel.

of the western part of the anticyclone. At around
1200 UTC 16 September, Flo started recurving to
the northwest and then to the north by 0600 UTC
17 September under the influence of the splitting
of the subtropical ridge (figures not shown). Thus
the substantial portion of the explosive develop-
ment occurred before recurvature of the storm.
By comparing the two analyses at 0000 UTC 14
September, we have found some significant differ-
ences between them. Recall here that TC bogusing
is activated for the two tropical cyclones Ed and Flo
in JMA Analysis, while it is not in NCEP Analysis.
Positive differences (NCEP-JMA) in sea-level pres-
sure and 500hPa height fields with anti-cyclonic
circulation differences (NCEP-JMA) (figures not

shown) exist in a rectangle area (12-22°N, 144-
152°E) near east of Flo. In association with these
anticyclonic circulation differences, we have nega-
tive precipitable water differences (NCEP-JMA) in
the same rectangle area. These may produce sig-
nificant differences in precipitation, especially in
the outer region of Flo. Another notable differ-
ence is that the smaller-scale upper-level cyclone
centered around (25°N, 139°E) is less defined in
NCEP Analysis than in JMA Analysis, which may
influence Flo’s temporal evolution in intensity. The
other difference is that NCEP Analysis fields are
generally smoother than JMA Analysis fields, even
though analysis grid of NCEP’s Eta-Model Regio-
nal Analysis system (48 km) is slightly finer than
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Fig.6. Distribution of GMS-1V-estimated convective precipitation in 15 x 16.7 deg window centered at
typhoon center at 0000 UTC 14, 1200 UTC 14, 0000 UTC 15, 1200 UTC 15, 0000 UTC 16, and 0600
UTC 16 September 1990 (data provided by Toshiyuki Kurino).

that of JMA’s Global Analysis system (~55km).
We also compare initial fields between the two
bogusing schemes, JMA’s and GFDL’s. Figure 5
shows sea-level pressure and surface winds in the
four initial fields. It is readily noticed that the TC
circulation in the initial field for Exps. 1As (1A50,
1A20, 1A10) is weaker than those for Exps.1Bs
(1B50, 1B20) and 1Ds (1D50, 1D20). A major rea-
son why there is a difference in the TC circulation
at the initial time between the two boguses is that
gradient wind speed (at the surface), instead of
surface wind speed, is set at 30kt at the analyzed
“vradius of 30 kt winds” in JMA’s bogus, while sur-
face wind speed (at 10 m height) itself is set to 30 kt
at the analyzed “radius of 30kt winds” in GFDL’s
bogus. As a result, surface winds at the analyzed

“radius of 30kt winds” are systematically weaker

than 30kt in JMA’s bogus, as is usually the case,
while those are almost equal to 30kt in GFDL’s
bogus, at the initial time.

To elucidate features of the precipitation field
associated with Flo, precipitation was estimated
by Toshiyuki Kurino at the Meteorological Satel-
lite Center (MSC), JMA with the Adler and Negri
(1988) scheme using the Geostationary Meteoro-
logical Satellite (GMS-IV) infrared data. The
scheme produced estimates of not only convective,
but also stratiform precipitations. However, strat-
iform portions were quantified only in two values,
ie., 0mmh™" and 2mmh~" due to limitations in-
herent to infrared data and they carry almost no
quantitative information unlike convective portions
which ranged continuously from 0 mmh~! to more
than 20mmh~!. We decided to use only the con-
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vective portions of the precipitation estimates for
evaluation of the model simulations, considering
the difference in availability of quantitative infor-
mation.

Several mesoscale features are noted in a time
series of the satellite-estimated convective precip-
itation (Fig.6). The first 24h period was charac-
terized by highly asymmetric nature of scattered
convective precipitation, i.e., much more precipita-
tion scattered on the east side of Flo’s center than
on the west side. Another notable feature was suc-
cessive propagation of outer broad bands of convec-
tive precipitation. During the development stage,
the first outer broad band of convective precipi-
tation was organized at 1200 UTC 14 September
1990, about 300 km east-southeast of the typhoon
center, propagated eastward and also northeast-
ward afterwards, and dissipated around 1200 UTC
15 September. The second one was organized at

1200 UTC 15 September about 400 km northeast
of the typhoon center. It propagated northeast-
ward, and dissipated around 1200 UTC 16 Septem-
ber far northeast of the typhoon center (figure not
shown). Its western portion with west-southwest
to east-northeast orientation survived longer than
the eastern portion, along the southern coasts of
the Japanese islands, presumably owing to the
deformation field along the baroclinic zone associ-
ated with the mid-latitude westerlies. Meanwhile,
near the typhoon center, convective precipitation
became concentrated to form a precipitation core
around 1800 UTC 14 September. A maximum in
equivalent black body temperature (Tpp) (Fig.7)
first appeared at the center, indicating the forma-
tion of an eye of the typhoon, around 1800 UTC
15 September (T+42h), when the analyzed central
pressure fell to 950 hPa. The small eye persisted for
the rest of the simulation period.
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Table 2. Experiments performed by the models for Exps. 1A50, 1A20, 1A10, 1B20, 1C20, and 1D20 in a
matrix form. The matrix is filled with central pressure changes of Flo in individual models for each of
the two stages (slow deepening stage from T+12h to T+36h and rapid deepening stage from T+42h
to T4+66 h), along with central pressure values near the end of the second stage (T+66h).

Exp. 1A50 1A20 1A10 1820 1020‘ 1D20
Pc change : Pc Pc change { Pe Pc change i‘ Pc Pc change : Pc Pc change I pe Pc change : Pc
Model 12—36h/42-66h‘ 66h 12—36h/42—66h% 66h | 12-36h/42-66h| 66h |12-36h/42-66h| 66h |12-36h/42-66h: 66h |12-36h/42-66hI 66h
) T
‘ ‘ 1 \ ‘
(Best Track) }-20/ -55 895(-20 / -55 ! 895|-20 / -55 ; 8951-20 / 55 | 895]-20 / -55 | 895}-20 / 55 ‘ 895
. | | U I I R |
TYM -5/-17 ‘ 969(-16 / —26 943{-16 / -21 ' 946} -9/ -10 ‘ 954} -2/ +1 1002 -7/ -5 | 974
Unified Modei | -6 / -6 ‘ 979(-10/ -2 975{-22 / =17 9481-20 / -1 | 956} -2/ -1 1001|-11/ -3 : 967
BOLAM -7/-23 . 960|-25 / 38 917|-26 / -55 890 NO NO -9/-16 | 953
RSM/NCEP 5/ 0 i 989 -5/ -3 ' 983 NO -5/ -4 . 966] -3/ 0 1001} -5/ +1 ; 983
EM10M -3/ -5 | 984[-11 /-3t : 942 NO -48 / +3 926 * -68 / -21 ‘ 856
MC2 -5/ -5 ( 983 -9/ -3 978]-11 / -8 - 965]-20 / -10 - 9401 -4/ -1 9981{-17 /13 ‘ 947
GEM -8/ -8 ‘ 975(-13 / -5 969|-16 / -1 ' 967]-21 / +1 ‘ 947} -7/ -2 99225/ -6 945
HIRLAM -1/ +1 | 991] -3/ +1 987 NO -1/ +4 1977} -2/ +1 1000} +1/ O . 982
Eta -1/ -1 992{ -2/ -1 ! 988 NO -2/ =2 | 972 -1/ -1 oot} -1/ 0 | 984
DARLAM -1/ -4 988(-17 / -4 | 967 NO -10/ -5 | 952 -6/ +1 | 999] -8/ -5 | 964
CSIRO-S -2/ 0 ; 995} -5/ -5 | 984 NO -1/ + : 976 NO: NO
JSM -4/ -9 § 982{~17 / -18 948|-11 /-20 ; 950}-14/-18 ~937] -2/ -4 , 996} ~9/ -9 - 968
COAMPS -2/ -5 | 983 NO NO NO NO NO
RSM/NCMRWH 0/ +t | 998 NO NO NO NO NO
L i S I N
number of models 14 12 11 10 11

* TC center tracker failed

5. Evaluation and intercomparison of

simulations

In this section, evaluation of the simulations and
intercomparison of the models are described, in-
cluding an examination of heating and moistening
profiles by moist physical processes.

Table 2 summarizes experiments performed by
the models for Exps.1A50, 1A20, 1A10, 1B20,
1C20, and 1D20 in a matrix form, including some
information on TC intensity prediction perform-
ance. All of the fourteen models participated in
the four 50km experiments except for CSIRO-S
in Exps. 1C50 and 1D50, and NCMRWEF’s RSM in
Exps. 1B50, 1C50, and 1D50.

5.1  Tropical cyclone parameters and wind
distribution

First of all, several parameters characterizing the
tropical cyclone are verified against the RSMC
Tokyo-Typhoon Center’s Best Track data. The
parameters verified include center position (track),
central pressure, radius of 30 kt winds and radius of

50kt winds. In Fig. 8, Flo’s predicted tracks in the

20-km resolution experiments are shown. The cor-
responding Best Track is denoted by a dashed line
with tropical cyclone marks in each panel. Those
in the 50-km resolution experiments are not shown
because differences in track between the two hori-
zontal resolutions (e.g., Exp. 1A50 vs. Exp.1A20)
are negligibly small. The models succeed in sim-
ulating the typhoon’s northwestward translation
with biases, more or less, in all of the eight stan-
dard experiments. It is of interest to note that
in each experiment most of the models produce
very similar tracks to each other, while differences
in tracks are relatively large among the four ini-
tial conditions. In this particular case, where the
typhoon was mostly in the stage before recurva-
ture, the impact of initial conditions on track is
much larger than that of horizontal resolutions,
and almost no significant differences in track are
observed among the models in each experiment.
In a comparison among the initial conditions, we
find that the mean positional errors (figures not
shown) at T+72h are smallest in Exp. 1A, largest
in Exps.1C and 1D, and in between in Exp.1B.
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Exp. 1B (20 km) ,

ZL EXp 1A (20 km) mbE

Fig.8.
lines) in the four 20km-resolution ex-
periments against the Best Track (thick
dashed with TC marks) provided by
RSMC Tokyo-Typhoon Center.

Track predictions by models (solid

Tracks predicted in Exps.1B and 1D, which were
initialized with the GFDL bogusing, have right-
ward biases when looking in the direction of trans-
lation (east-northeastward biases in Exp.1B and
north-northeastward biases in Exp. 1D), while those
in Exp. 1C have mostly large northward biases and
those in Exp. 1A mostly east-southeastward biases.
The northward (or north-northeastward) biases in
Exps. 1C and 1D, which used NCEP Analysis as
their initial fields, may be associated with the anti-
cyclonic circulation anomaly in NCEP Analysis in
comparison with JMA Analysis, which was men-
tioned in Section 4. Actually we find southerly
flow anomalies (NCEP-JMA) around Flo’s center
on the western portion of the anticyclonic circula-
tion anomaly at a middle level (figure not shown).

Next we verify evolutions of Flo’s central pres-
sure with the corresponding Best Track data (Fig. 9
and Table 2). Here we examine results of the 20-km
experiments. The impact of horizontal resolution
will be described at the end of this subsection. We
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find several notable aspects in the intercompari-
son of the intensity predictions. First, most of the
models predict developments of the tropical cy-
clone in Exps.1A20, 1B20 and 1D20 even though
their degrees are various among the models, while
no development is seen in any models in Exp. 1C20.
This suggests that a TC bogusing is crucial for the
prediction of a tropical cyclone in its early devel-
oping stage in a data-sparse area. Second, we note
an obvious tendency for almost all the models to
underpredict the intensity of the tropical cyclone
more or less. One of the major reasons for this un-
derprediction of intensity must be that the horizon-
tal resolution is insufficient to resolve and simulate
inner-core structures of a very intense tropical cy-
clone whose horizontal scale ranges down to a few
tens of kilometers as that for eyewall clouds. The
only exception in intensity prediction is DWD’s
EMI10M, in which the central pressure of the
typhoon attains near 920hPa in Exp.1B20, and
below 860hPa in Exp.1D20. These, apparently
realistic, very low central pressures reproduced in
DWD’s EM10M, however, should be carefully ex-
amined further in the future since the model is an
obvious “outlier” among the models in central pres-
sure prediction. In Exp.1A20, in contrast, EM10M
is not an outlier, showing a fairly good evolution of
central pressure.

Third, the other important point is that the qual-
itative feature of the time evolution of central pres-
sure, i.e., slow deepening in the first half and rapid
deepening in the second half, is reproduced best
by some models in Exp. 1A20 among the four 20 km
experiments, even though the deepening is still
much underpredicted. The reproducibility of cen-
tral pressure evolution can be evaluated to the first-
order approximation by verifying central pressure
changes for each of the two stages against those
of the Best Track data in Table 2. The matrix of
Table 2 carries central pressure changes of Flo in
individual models for each of the two stages (the
slow deepening stage from T+12h to T+36h and
the rapid deepening stage from T+42h to T+66 h)
mentioned in Section 2, along with central pres-
sure values themselves near the end of the second
stage (T+66h). The table shows good predictions
of pressure change in the first stage (slow deep-
ening), but poor predictions in the second stage
(rapid deepening) common in many of the mod-
els in Exps. 1B20 and 1D20. Central pressures in
most of the models fall around the Best Track curve
in the first half of the simulation but nearly level
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Time series of intensity (central pressure) predictions by models (thin solid lines) in the four

20 km-resolution experiments against the Best Track data (thick solid line).

off afterward, failing to enter the rapid deepen-
ing stage. Meanwhile, fairly good predictions of
pressure change are seen both in the two stages
in some of the models, including ISAO-CNR’s
BOLAM, apparently the best performer in this par-
ticular case, in Exps. 1A20 and 1A10.

To verify wind profiles, see Fig. 10, which com-
pares profiles of wind speed at the surface at T+54h
(valid at 0600 UTC 16 September 1990) in each
20-km experiment with some Best Track parame-
ters for winds; maximum 10-minute average wind
speed, radius of 50kt winds, and radius of 30kt
winds. The time for validation (T+54h) is chosen
as it is representative of the second stage (rapid
deepening) of central pressure evolution. When av-
eraged among the models, the typhoons in Exps.
1B20 and 1D20 have larger scales than those in
Exp. 1A20, where radii of maximum wind speed
fail below 100km in some models. The smaller

radii of maximum wind speed in Exp.1A20 are
more consistent with the observation of a small
eye of Flo with its radius of a few tens of kilo-
meters (see Fig. 6). Thus the structure in the inner
core region of the typhoon is better simulated in
Exp.1A20 than in Exps.1B20 and 1D20 and al-
most not in Exp. 1C20. On the other hand, radius
of 50kt winds and radius of 30kt winds are both
simulated better in Exps.1B20 and 1D20 than in
Exp. 1A20, in which both radii are underestimated.
This feature of the typhoon in Exp.1A20 may be
explained at least partly by the fact that the cir-
culation at the initial time in Exp.1A20 is weaker
than those in Exps. 1B20 and 1D20 (Fig. 5). Storm
structure in the outer region around the analyzed
“radius of 30kt winds” can certainly influence pre-
diction of storm track, and probably intensity as
well. The systematic difference in wind field be-
tween Exp.1A20 and Exp.1B20 (or Exp. 1D20) is
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Fig.11. Same as Fig. 10, but for 10-km (1), 20-km (2), and 50-km (3) experiments in Exp.1A with six

models.

also apparently related to a systematic difference
in precipitation distribution, as shown later in this
section.

At the end of this subsection, we examine the im-
pact of the horizontal resolution on Flo’s intensity
prediction. The same kind of surface wind speed
and sea-level pressure profiles as Fig. 10 are pre-
pared for comparison of the simulations in Exp. 1A
among the three horizontal resolutions for six
models participating; JMA’s TYM, UKMO’s Uni-
fied Model, ISAO-CNR’s BOLAM, RPN’s MC2,
RPN’s GEM, and MRI's JSM (Fig.11). The
profiles show that as the horizontal resolution is
changed from 50 km through 20km to 10 km, maxi-
mum wind speeds increase, radii of maximum winds
decrease, and central pressures decrease more or
less, while magnitudes of the changes vary among
the models. Thus, in Exp. 1A, the impact of hor-
izontal resolution on tropical cyclone intensity is
clearly discernible in the spatial range between 50
km and 10km. Note here that the pair of brother

models at JIMA, JMA’s TYM and MRI’s JSM show
little differences between Exps. 1A20 and 1A10, un-
like the other models.

5.2 Synoptic-scale evaluation

Predictions of synoptic-scale fields in 50km
simulations are evaluated by calculating absolute
correlation coefficients of winds at 200 hPa and 850
hPa against the two analyses J-ANL and N-ANL
(figures not shown). Correlation coefficients are
generally high, mostly above 0.8 even at the end
of the simulations (T+72h). An interesting fea-
ture which we have found is that those against N~
ANL are larger than those against J-ANL, except
for the early prediction hours. This is true even
in Exps.1A and 1B in which J-ANL is used as
the initial conditions. This may probably be ex-
plained by the fact that, as mentioned in Section
4, J-ANL includes more signals of smaller-scale fea-
tures (than N-ANL), which are harder to predict
than large-scale components. Thus, a caution is
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needed in using absolute correlation coefficients of
winds against analyses in evaluation of predictions
in the synoptic scale.

It is interesting to note here to what extent the
accuracy of synoptic-scale prediction is correlated
with accuracy of typhoon intensity prediction. To
explore this, we have examined correlation between
time-mean correlation coeflicients of central pres-
sure with the Best Track data versus time-mean
correlation coefficients of 6-hourly 200-hPa wind
predictions in the four 20km experiments against
the JMA Analysis. We do not see any significant
correlation between the prediction performance of
Flo’s central pressure change and that of the syn-
optic field. This result suggests that accurate pre-
diction of wind fields for a synoptic scale only is
not necessarily sufficient for accurate prediction of
tropical cyclone intensity.

5.8 Mesoscale evaluation

First we examine total precipitation simulated in
each model by evaluating them with the satellite-
estimated convective precipitation introduced in
Section 4. We do not deal with simulated precipita-
tion separately in convective type and in stratiform
type, partly because we have observed that parti-
tion into the two categories varies so much from
model to model, depending mainly on moist phys-
ical processes employed, especially cumulus param-
eterization, as shown later in this section, and
partly because no quantitative stratiform precip-
itation estimates are available.

Distributions and amounts of precipitation show
a wide variety depending on models and initial con-
ditions (Fig.12). A complex combination of model
physics, including cumulus parameterization and
planetary boundary layer schemes among the as-
similation models, the initialization model, and the
prediction models, should be involved in this vari-
ety. One significant difference is marked between
the pair of Exps.1A20 and 1B20 and the pair of
Exps. 1C20 and 1D20 (Fig.12b). Precipitation in
the latter pair is much less east of the 140°E longi-
tudinal line than in the former pair. This difference
in precipitation can be attributed to the difference
in precipitable water field at the initial time (see
Fig. 4), which has been pointed out in the compar-
ison of the two analyses in Section 4. A majority
of the models in all the experiments, nonetheless,
succeed more or less in simulating the major outer
rain band with northwest-southeast orientation to
the east-northeast of the typhoon center besides
the precipitation core near the center. This may
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be related to the fact that synoptic-scale fields are
in general fairly well reproduced in each model.

To evaluate the predictions of precipitation, we
calculate equitable threat scores (ETSs) (see Ap-
pendix C for the definition of ETS) for the 20km
simulations (Fig. 13) against the satellite estimated
precipitation introduced in Section 4. The ETSs
are calculated with a threshold of 10mm (6h)~!
separately in the inner-core region (r < 200km),
and in the outer region (200km < r < 700km),
where r is the distance from the typhoon center.
Note here that not only representations of axi-
symmetric components, but also those of asymmet-
ric components, are evaluated with the scores. The
figure shows that modest skills are found in both
regions only in several models in Exp. 1A20. In the
other experiments (Exps.1B20, 1C20, and 1D20)
little skill is found in the inner-core region while
modest skill exists in the outer region, except for
Exps. 1B20 and 1D20 with DWD’s EM10M. The
better scores for the inner-core region in Exp. 1A20
than in the other experiments is consistent with
the fact that the typhoon intensity change is bet-
ter predicted in Exp.1A20 than in the other ex-
periments in terms of time series of central pres-
sure. DWD’s EM10M, which is an obvious outlier
in the intensity prediction in Exps. 1B20 and 1D20
(Fig.9), shows relatively high skills in the inner-
core region in these experiments unlike the other
models. EM10M is the only model of all the partic-
ipating models that succeeds in simulating concen-
tration of precipitation in the inner-core region in
these experiments. However, it overpredicts precip-
itation amounts so much that the central pressure
becomes too low for the early and middle predic-
tion hours in Exp.1B20 and for the entire predic-
tion hours in Exp. 1D20. Such overdevelopments in
EMI10M have seriously affected mesoscale predic-
tion fields even at an upper level (200 hPa), which
can be seen in RMSEs of vorticity and temperature
predictions against the mesoscale analysis (figures
not shown).

To demonstrate the close relationship between
axi-symmetric wind field and precipitation distri-
bution, we have prepared Fig. 14 which shows ra-
dial distributions of axi-symmetric components of
precipitation for Exps.1A50, 1A20, 1A10, 1B20,
and 1D20 by JMA’s TYM and by RPN-EC’s GEM.
TYM and GEM are chosen to exemplify two groups
of models featured by different behaviors. Com-
pared to the verifying satellite-estimated profile
(thick line), TYM’s profiles in Exps. 1A show good
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Fig.13. Scatter plot of time-mean equitable
threat scores of total precipitation against
the satellite-estimated convective precip-
itation with a threshold of 10 mm (6 h)™?
between in the inner-core region (r <
200km, vertical) vs. in the outer region
(200km < r < 700 km, horizontal) in the
20-km resolution experiments.

predictions in the inner-core region (r < 200km)
especially in higher resolutions, while increasingly
deteriorating predictions in the outer region (200
km < r < 700km) with enhancing resolution. In
contrast, TYM in Exps. 1B20 and 1D20 obviously
underestimates precipitation in the inner-core re-
gion while it simulates precipitation with some
skills in the outer region at least for axi-symmetric
components. It is natural to speculate that this
contrast in precipitation is closely linked to the con-
trast in wind distribution which has been shown in
sub-section 5.1. RPN-EC’s GEM produces quite
different profiles from those of TYM: concentration
of precipitation in the inner-core region with en-
hanced horizontal resolution is modest in Exps. 1As
while it produces fairly good axi-symmetric compo-
nents of precipitation in the outer region in most
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of the experiments. Note here that Fig.14 com-
pares only axi-symmetric components of precipita-
tion and does not include asymmetric components,
both of which in total form are evaluated in Fig. 13.

Another mesoscale evaluation is conducted by
verifying upper mesoscale fields against a mesoscale
analysis made on a 0.5° x 0.5° grid at 200 hPa valid
for 0600 UTC 16 September 1990 (Fig.15). The
temperature and wind analysis (top panel) is based
on the NASA DC-8 aircraft observations (Fig. 3).
The analysis shows a distinct warm core of 5-K
temperature anomaly with a compact cyclonic cir-
culation, even though the magnitude of tempera-
ture anomaly might be underestimated due to the
modest resolutions of the observational data and
the analysis. Such a feature is well reproduced in
Exp.1A20 by the models (ISAO(FISBAT)’s
BOLAM, DWD’s EM10M, JMA’s TYM, MRI's
JSM) which show better evolutions of the typhoon’s
central pressure (Fig.9). By contrast the models
which fail in the simulation of the characteristic
evolution of the typhoon’s central pressure do not
either reproduce well the upper-level mesoscale fea-
tures. This correlation suggests that accuracy of
prediction of a typhoon’s intensity change is closely
related with the reproducibility of mesoscale struc-
tures in the inner core region, which must be re-
flected in the upper-level mesoscale fields examined
here. The same kind of verification is also con-
ducted for temperature and wind fields in Exps.
1B20, 1020, and 1D20 (figures not shown). To
compare the reproducibilities of upper mesoscale
fields among the experiments, we make a scatter
diagram of Root Mean Square Errors (RMSEs) of
vorticity and temperature for a circular region with
a radius of 700km from the typhoon center for
each experiment. Figure 16 shows the diagram
for Exp. 1A20. It shows that DWD’s EM10M and
ISAO(FISBAT)’s BOLAM, followed by JMA’s
TYM in Exp.1A20, have the smallest combina-
tions of RMSEs, meaning the best reproducibilities
of inner-core mesoscale fields in Exp. 1A20. These
models are the ones which predict fairly well the
characteristic features of the time evolution of cen-
tral pressure of the typhoon (see Fig.9 and Table
2).
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Radial Distribution of Precipitation
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Fig. 14. Radial profiles of axi-symmetric component of total precipitation (thin line) in Exps. 1A50, 1A20,
1A10, 1B20, and 1D20 for JMA’s TYM and RPN-EC’s GEM in comparison with that of satellite-
estimated convective precipitation (thick line). Unit is mm h~!. TYM and GEM are chosen to exem-
plify two groups of models featured by different behaviors.
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5.4 Vertical profiles of diabatic heatings and
motstenings by moist physics

At the end of this section, we compare verti-
cal profiles of diabatic heatings and moistenings
by moist physical processes; grid-scale condensa-
tion/evaporation and cumulus convection among
the models for Exps. 1A20, 1B20, and 1D20 (Fig.
17). Averaging is made for the 6-hour time window
ending at T+54 h, separately for the inner-core re-
gion within the radius of 200 km from the typhoon
center and for the outer region with radii greater
than 200 km. In the figure we see that even the col-
umn integral and vertical profile of the sum of the
heatings by the two moist physical processes vary
greatly from model to model and among the exper-
iments. The partition of heating between the grid-
scale and the convective varies much as well: most
heating occurs in grid scale in the inner-core region
in some models, while most heating occurs in con-
vection in another group of models. And heating is
partitioned approximately evenly between the grid
scale and convection in the some other models.

One important finding is that those models which
predict fairly well the characteristic features of the

Vol.79, No.5

time evolution of central pressure of the typhoon in
Exp.1A (DWD’s EMI10M, ISAO(FISBAT)’s
BOLAM, JMA’s TYM and MRI's JSM) (see Fig. 9
and Table 2) show very large differences in the
heating profiles between the inner and the outer
region. The large spatial contrasts in heating must
have created intense warm cores and secondary
(vertical) circulations in the storm scale leading to
strong cyclonic (horizontal) circulations in the low
levels balanced with large sea-level pressure gradi-
ents through the mass and momentum adjustment
process. On the basis of this speculation, realistic
simulation of heating amounts, especially that of
their spatial contrast between the inner-core and
the outer region of TC, is very important for real-
istic simulation of TC’s central pressure evolution.
However, the partition of heating between the grid-
scale and the convective varies significantly among
the four models just mentioned above, which means
that the partition is less important in the simu-
lation of TC development than the total heating
amount.

It is also noted that models using the Kuo scheme
for cumulus convection, such as RPN-MC2 and
RPN-GEM, tend to produce most of the heating
in convection even in the inner-core region, where
the other models tend to have larger ratios of grid-
scale heating than in the outer region. However,
no particular cumulus parameterization scheme has
shown its superiority to the other various schemes
in the simulation of TC development in this in-
tercomparison study, in which differences in other
factors, such as planetary boundary layer (PBL)
scheme, are also involved.

There is another outstanding feature found in
Fig.17. DWD-EM10M shows a unique vertical
profile of heating with its maximum at an abnor-
mally low level around 800hPa in Exp.1D20.
Levels of maximum heating are much higher in the
other models or in the other experiments. This
unique heating profile of EM10M might explain
the excessive deepening seen in the simulation by
EMI10M in Exp. 1D20 (see Fig.9).
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6. Discussion

In this section some discussion is made about
tropical cyclone intensity and its prediction. There
have been some observational and theoretical stud-
ies investigating maximum potential intensity of
tropical cyclones at given sea-surface temperatures
(SSTs) (Miller 1958; Merill 1987; Emanuel 1988).
Besides this type of “single-cell” thermodynamic
explanation, additional pressure drop from subsi-
dence in the eye is pointed out as another factor ac-
counting for very low central pressures (Yamasaki
1983), such as 890hPa in the case of Flo exam-
ined in this study. In these intercomparison exper-
iments, some models show marginal capability of
reproducing some subsidence in the eye even with
the 20 km horizontal resolution (figures not shown).
However, it is obviously insufficient to realistically
simulate the eye with the horizontal scale of a few
tens of kilometers. Further enhancement of resolu-
tion is desirable at least for this reason.

The success of qualitative prediction of intensity
change by some numerical models is noted in this
case. This might partly be based on the fact that
tropical cyclones develop nearly in the same way in
the energy budget sense throughout a wide range of
horizontal resolutions of numerical models (Tuleya
and Kurihara 1975; Bender and Kurihara 1983).

Another significant factor which must have been
involved in the intensity change of tropical cyclones,
but has not yet been incorporated into the partic-
ipating models is the coupling of the atmosphere
with the ocean. There have been several studies
showing significant effects of the coupling on the
intensity of tropical cyclones (Bender et al. 1993a;
Falcovich et al. 1995; Ginis et al. 1997; Bender
and Ginis 2000). They predict more or less weaker
storms compared to those in the uncoupled atmo-
sphere. We should take into account this negative
impact to intensifying tropical cyclones when we
evaluate the performance of the participating mod-
els in this case.

7. Summary

In this, the third case of the WMO numerical
model intercomparison project COMPARE, the ex-
plosive development stage of the tropical cyclone
(Typhoon Flo, 9019) is simulated by the fourteen
participating models, and evaluated against the
available data and analyses from the coordinated
field experiments. Focus has been placed on the
sensitivity to initial condition as well as the
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impact of enhanced horizontal resolution. The re-
sults show that both track and intensity predic-
tions are very sensitive to the choice of analysis
and synthetic tropical cyclone vortex for the initial
field. Horizontal resolution enhanced from 50km
through 20km down to a 10km grid has a large
impact on intensity prediction, presumably due to
a better presentation of inner structure with higher
resolution, but not on track prediction in this par-
ticular case where the typhoon was in its before-
recurvature stage.

While most models show large positive biases in
central pressure, some of the participating models
with a particular initial field have succeeded in re-
producing qualitatively the time evolution of cen-
tral pressure, including the slow deepening in the
first half, and the rapid deepening in the second
half of the simulation period of 72 hours. However,
differences leading to different intensity predictions
among models have yet to be identified. Extensive
analysis and research is needed to elucidate the dif-
ferences. To facilitate studies on this and related
themes, the COMPARE Steering Committee has
decided to establish a data center for an extension
of COMPARE III where all the analysis and sim-
ulation data are archived on a server workstation.
The archive is under construction.

Those models succeeding in qualitatively repro-
ducing the central pressure evolution have realis-
tic concentrations of precipitation in the core re-
gion, but systematically small amounts of precipi-
tation in outer regions, resulting in too small sizes
in terms of 50kt and 30kt wind radii. Meanwhile
some of the other models show less concentrations
of precipitation in the core region and realistic
amounts of precipitation in outer regions, which
lead to unacceptable small central pressure deficits
but good predictions of the size of the storm defined
with the wind radit. Thus, the wind distribution
has close relationship with precipitation distribu-
tion. This finding suggests that better prediction of
precipitation distribution is crucial for better pre-
diction of wind distribution, and vice versa.

Through the COMPARE III experiments, it has
become clear that precise simulation of tropical cy-
clone structure, especially in the inner-core and re-
gion, is very important for accurate intensity pre-
diction. Consideration, therefore, should be given
to this point, when improvements in resolution,
initialization, and physics of numerical models for
tropical cyclone intensity prediction are reviewed.
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Appendix A
Participating models

The eleven participating institutions and four-
teen models are listed in Table Al. They include
the JMA Typhoon Model (TYM; JMA 1997), the
United Kingdom Meteorological Office (UKMO)
Unified Model (Cullen 1993; Cullen and Davies
1991), the Italian National Research Council Insti-
tute of Atmospheric and Oceanic Sciences (ISAO-
CNR, formerly FISBAT-CNR) Limited Area
Model (BOLAM; Malguzzi and Tartaglione 1999;
Buzzi et al. 1994), the National Centers for En-
vironmental Prediction (NCEP) Regional Spectral
Model (RSM; Juang and Kanamitsu 1994; Juang
et al. 1997), the Deutscher Wetterdienst (DWD)
European Model (EM10M; Majewski 1991), the
Canadian Atmospheric Environment Service (AES)
Recherche en Prévision Numérique (RPN) non-
hydrostatic Mesoscale Compressible Community
Model (MC2; Benoit et al. 1997; Tanguay et al.
1990; Laprise et al. 1997), the AES RPN Global
Environmental Multi-scale Model (GEM; Cote
et al. 1998a, b), the Spanish Meteorological Insti-
tute (INM) High Resolution Limited Area Model
(HIRLAM; Gustafsson and McDonald 1996), the
NCEP step-mountain Eta-coordinate Model (Eta;
Mesinger et al. 1988}, the Commonwealth Scien-
tific and Industrial Research Organisation (CSIRO)
Department of Atmospheric Research (DAR) Lim-
ited Area Model (DARLAM; McGregor 1993;
McGregor et al. 1993), the CSIRO stretched con-
formal cubic model (CSIRO-S; McGregor, 1996;
McGregor and Dix 1998; McGregor and Katzfey
1998), the Meteorological Research Institute (MRI)
of IMA Japan Spectral Model (JSM; Segami et al.
1989), the United States Naval Research Labora-
tory (NRL) Coupled Ocean/Atmosphere Mesoscale
Prediction Systemm (COAMPS; Hodur 1997), and
the Indian National Centre for Medium Range
Weather Forecasting Regional Spectral Model
(RSM; Kalnay et al. 1988; Juang and Kanamitsu
1994). The AES RPN MC2 and the NRL COAMPS
are non-hydrostatic while the others are hydrostatic
models. The JMA TYM, NCEP RSM, INM
HIRLAM, MRI/JMA JSM, and NCMRWF RSM
are spectral while the others are grid-point mod-
els.
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Table Al. Specifications of numerical models participating in Case I1I of COMPARE.
Dynamics
Domain Equation Grid Resolution Time
ID # |Institution [Model Map proj. Horizontal |Vertical integration
(in PBL)
lowest at
JMA TYM regional hydrostatic 145x121 |50 km 27 ( 9) |semi-implicit
1 |(Japan) (RSM) [Mercator 257x217 |20 km
996.25 hPa
UKMO Unified |regional hydrostatic 160x110 |.4425 deg 27 (11)  |foreward/
2 UK} Model lat—lon 280x220 |.18 deg backward
996.25 hPa
FISBAT |BOLAM |[regional hydrostatic 132x90 |.48 deg 27 ( 9) / 996/foreward—
3 |(ltaly) rot. lat-lon 210x170 |.2 deg 27 ( 7) / 997|backward
996.0 hPa
NCEP RSM regional hydrostatic 145x122 {50 km 27 ( 9) |semi—implicit
4 [(USA) Mercator 257x218 {20 km
995.0 hPa
DWD EM10OM |regional hydrostatic 145x109 |.5 deg 27( 9) |semi-implicit
5 [(Germany) lat—lon 201x151 (.25 deg
996.25 hPa
RPN/EC- |MC2 regional non—hydrostatic|{144x120 |50 km 29 (11)  |semi-implicit
6 [(Canada) Mercator 256x216 |20 km
36.6m/17.8m
RPN/EC |GEM global hydrostatic 178x198 {.5 deg 29 (11)  |semi—implicit
7 |(Canada) stretched 392x480 |.182 deg
rot. lat—lon variable 997.5 hPa
INM HIRLAM [regional hydrostatic 146x110 {47 km 27 semi—implicit
8 [(Spain) rot. lat-lon 252x194 |22 km
996.25 hPa
NCEP Eta regional hydrostatic 145x175 |50 km 27 (10) |foreward-
9 [(USA) rot. spheric 151x305 |20 km backward
10m
CSIRO DARLAMI|regional hydrostatic 145x121 |50 km 27( 9) |semi-implicit
A [(Australia) Mercator 257x217 |20 km
996.25 hPa
CSIRO CSIRO~-8|global hydrostatic 154x154 |50 km 27( 9) |semi~implicit
B |(Australia) stretched 385x385 |20 km
conformal cubic 996.25 hPa
MRI/JMA |JSM regional hydrostatic 145x121 150 km 27( 9) !semi-implicit
C |(Japan) Mercator 257x217 |20 km i
996.25 hPa |
NRL COAMPSjregional non—hydrostatic|91x91 50 km 30 (10)  |h: spl—exp).
D [(USA) Mercator 100x100 |20 km ‘v: spl.—impl.
10m |
NCMRWF |RSM regional hydrostatic 97x84 |50 km 18 ( 4) |semi-implicit
E [(ndia) Mercator ‘
| 995 hPa
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Table Al. {(cont’d)
Physics
Horizontal| Cumulus Grid—scale Vertical diffusion
ID # [|Institution [Model diffusion |convection condens, PBL Initialization|10—km
run
surface layer
JMA TYM 4th—order | Arakawa~Schuber!Instant precip. |Mellor-Yamada {diabatic
1 |(Japan) |(RSM) with downdraft  |with evaporation |level 2.0 NNM! yes
and evaporation |[of rain similarity theory
UKMO Unified |4th—order | Gregory—Rowntredexplicit (Re, Ri) |K—theory with none
2 (UK) Model with downdraft non—local transp. yes
similarity theory
FISBAT BOLAM 4th-order {Kain—Fritsch explicit (Re, Ri, |K-theory depend.|none
3 [{(taly) with downdraft  |Rr, Rs, Rg) on Ri and Z/Z0 yes
K~theory (Louis)
NCEP RSM 4th—order | Arakawa—Schuberjlnstant precip. K-theory with none
4 (USA) with downdraft with evaporation |non-local transp.
of rain similarity theory
DWD EM10M }4th—order imass flux parameterized Mellor-Yamada |implicit
5 {(Germany) with downdraft  |microphysics level 2.0 NNMI
and evaporation similarity theory
RPN/EC IMC2 2nd-order|Kuo (1974) Sundqvist (1978) | TKE prediction  |dynamic
6 |(Canada) with evaporation yes
similarity theory
RPN/EC |GEM 2nd—order|Kuo (1974) Sundgvist (1978) | TKE prediction digital fiiter
7 |(Canada) with evaporation yes
similarity theory
INM HIRLAM [4th-order |Kuo (1974) Sundqvist (1978) |K-theory with none
8 |{(Spain) with evaporation non—local transp.
similarity theory
NCEP Eta non-linear|Betts—Miller— Sundqvist (1978) Mellor-Yamada |[Lynch filter
9 |(USA) Janjic Zhao (1997) level 2.5 (only 20-km
with evaporation similarity theory |run)
CSIRO DARLAM|non—linear,mass flux instant precip. |K-theory (Louis) |none
A |(Australia) with evaporation
of rain similarity theory
CSIRO CSIRO-S|non-linear|mass flux Instant precip. |K—theory (Louis) [none
B {(Australia) with evaporation |with evaporation
of rain similarity theory
MRI/JMA |JSM 4th—order | Arakawa—Schuberiinstant precip. |Mellor—-Yamada |diabatic
C [(Japan) with downdraft with evaporation |level 2.0 NNMI yes
and evaporation |of rain similarity theory
NRL COAMPS}4th—order |Kain— Explicit (Re, Ri, | TKE prediction variational
D {(USA) Fritsch Rr, Rs) balance
with downdraft similarity theory
NCMRWF |RSM 2nd-order:Kuo (1974) Instant precip. |K-theory none
E [(ndia) with evaporation |with evaporation

of rain

similarity theory
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Table A2.

Appendix B

Biases and standard deviations of

differences from the first guess in sea-level
pressure at drifting buoys.

call sign | name bias S.D. number
(hPa) (hPa) | of samples

52523 | EBEBC 18 1.1 113
52525 | BEBBE 48 1.1 87
52527 | EBEBG 6.0 1.0 92
52526 | EBEBF 5.8 3.3 109
52530 | EBECJ {[no report|no report 0
52521 ' EBEBA 6.2 1.9 110
52522 | EBEBB 5.1 1.1 92
52501 EBEJA 2.0 1.8 58
52502 | EBEJB -35 20 111
52503 | EBEJC -2.7 1.0 69
52504  EBEJD ~0.5 0.7 103

6~hourly (00, 06, 12, 18UTGC), 01-30 September 19390

Vol.79, No.5

Table A3a. Biases and standard deviations of differences from the first guess in geopotential height at
intensive upper-air observation stations in the western North Pacific.

station| 47971 47991 91217 91334 91348 91408 91413
Chichijima| Marcus Guam Truk Ponape Koror Yap
level
bias 850 -3.7 -1.4 -6.1 -2.3 ~11.9 -72 -11.3
(gom) 700 | -24 0.6 -16 @ 24 -92 | -3.1 -5.7
500 -3.2 -0.6 32 , 86 -34 45 0.6
400 -4.1 -25 73 1 161 38 1 128 6.2
300 -1.9 -32 | 148 2569 17.4 14.9 14.8
250 -2.7 -1.1 18.7 31.6 26.2 18.5 19.3
200 —-6.1 09 256 35.9 271 23.1 239
150 -8.2 09 280 41.6 342 246 27.9
100 -2.9 -2.8 190 | 342 29.1 15.0 20.0
fevel | !
S.D. 850 | 45 = 54 62 | 50 50 | 61 43
(gpm) 700 6.4 6.3 8.0 ] 47 6.0 55 5.0
500 11.7 8.6 9.0 i 54 6.5 12.5 8.2
400 13.7 10.2 9.1 I 6.1 7.2 246 6.0
300 18.6 11.5 10.4 ‘ 8.0 18.5 9.0 5.7
250 19.5 13.8 11.8 9.2 321 | 98 7.3
200 19.7 15.8 14.0 1 11.0 144 11.8 10.1
150 154 | 156 182 | 177 15.1 15.6 11.5
100 163 | 165 207 ! 224 134 ¢ 197 11.4
number of samples 59 E 58 | 59 | 58 59 54 53
| i
i '

12-hourly (00, 12UTC

\ ‘
), 01-30 September 1990
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Table A3b. Biases and standard deviations of differences from the first guess in geopotential height of
observation vessels (the four on the left are former USSR’s and the two on the right are JMA’s R/Vs).

ship | EREH ERE| UHQS | UMAY | JBOA ' JCCX
level i ‘ ( |
bias 850 | -288 | -300 : -163 | -133 -30  -33
(gpm) 700 | -29.4 . -320 -115 -104 -0.7 -0.3
500 | -278 | -338 -16 -27 | -29 -33
400 | -29.0 . -294 -34 | 38 -15 ~0.4
300 | -188  -199 21 | 160 06 | 46
250 | -62 | -136 81 | 238 . 41 | 50
200 61 ' -102 153 34 30 71
150 | 164 -9.4 197 0 390 : 24 - 05
100 | 131 -215 7.8 387 . 35 ° -19
level : ! !
S.D. 80 76 ' 88 73 ' 16 92 40
(gpm) 700 95 ' 104 84 68 | 96 | 31
500 | 113 155 132 . 108 | 106 . 74
400 | 330 | 179 137 16.0 98 , 86
30| 372 | 196 143 | 228 . 85 6.3
250 | 3t.4 216 174 | 2586 | 96 | 93
200 | 339 | 261 240 292 113 96
150 | 379 . 303 343 333 133 106
100 | 400 @ 338 417 35.1 142 152
number of samples 45 j 51 38 35 26 22
12-hourly (00, 12UTC), 01~30 September 1990
Appendix C

Definition of Equitable Threat Score (ETS)
The equitable threat score (ETS]) is defined as
ETS=(X-C)/(X -C+Y + 2),

where X is the number of hits (forecast: yes, anal-
ysis: yes), Y is the number of misses (forecast:
no, analysis: yes), Z is the number of false alarms
{forecast: yes, analysis: no), and C is the number
of hits by chance, i.e., the expected number of hits
in a random forecast, which is equal to

(X+Y)X+2)/(X+Y +Z+W),

where W is the number of negative forecasts hav-
ing negative events (forecast: no, analysis: no). It
may be regarded as a kind of critical success index
(CSI), in other words threat score (TS}, defined as

CSI = X/(X +Y + Z),

which has been modified in such a way that hits
by chance are removed. ETS does not increase
merely with increasing frequency of events unlike
CSI does. Thus, ETS is a skill score which can be
used for evaluating the degree of skill of a forecast

scheme. ETS is zero and unity for a random and
a perfect forecast, respectively, while CSI is a non-
zero positive value and unity for a random and a
perfect forecast, respectively. For an example of
an intermediate situation, in a simple case where a
square forecast precipitation area of a km x ¢ km is
displaced by a/2km in one direction with respect
to a square actual precipitation area of the same
size, both CSI and ETS are approximately 0.33, if
hits by chance are negligibly small.
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