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Abstract: The seakeeping behaviour of a vessel in shallow water differs significantly from its behaviour in deep 

water. In shallow water, a vessel’s motion responses to incident waves will be affected by hydrodynamic effects 

caused by the presence of a finite depth. Given that a vessel will sail in shallow water at various times during its 

service life, such as when entering harbours, it is important to have an understanding of the influence of shallow 

water on ship motions. In this study, using a commercial unsteady Reynolds-Averaged Navier-Stokes solver, a 

numerical study of ship motions in shallow water was carried out. Firstly, the characteristics of shallow water 

waves were investigated by conducting a series of simulations. Then, a full-scale large tanker model was used as 

a case study to predict its heave and pitch responses to head waves at various water depths, covering a range of 

wave frequencies at zero speed. The motion results obtained were validated against related experimental studies 

available in the literature, and were also compared to those from 3-D potential theory. The results were found to 

be in good agreement with the experimental data. Finally, it was shown that vertical motions were significantly 

affected by shallow water. 
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1 Introduction1 

Over the last decade, an increasing number of large ships, such 

as Very Large Crude Carriers (VLCC) have called for a need 

to understand the performance and behaviour of such ships in 

shallow water. As indicated by Oortmerssen (1976a), the draft 

of fully loaded VLCCs is so large that it is often necessary to 

dredge approach channels around harbours, to enable such 

ships to enter harbours without grounding. In addition to 

harbours, even some open sea areas (for instance some areas in 

the North Sea) can be regarded as shallow water.  

 

These large vessels are loaded and unloaded in exposed areas, 

where they are moored or secured to buoys or jetties. These 

designated terminals are located as close to shore as possible, 

mostly in shallow water. In order to diminish the risk of 

grounding for these ships, and to design and construct channels 

appropriately, it is critical to study vertical ship motions (heave 

and pitch) in shallow water (Oortmerssen, 1976b). 

 

According to Oortmerssen (1976b), limited water depth has a 

perceptible influence on ship motions in waves, in particular 

when the ratio of water depth to draft of the ship is less than 

four. He claims that this effect becomes significant when the 

water depth is less than twice that of the draft. Beukelman and 

Gerritsma (1982) later contested this claim, instead suggesting 

the ratio to be two and a half. 

Ship motions in response to incident waves in shallow water 

are affected in two ways (Oortmerssen, 1976b): 
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i. Firstly, the incoming waves are affected due to the 

presence of a finite water depth. The consequential wave 

forces/moments exerted on the vessel therefore vary from 

those in deep water conditions. 

ii. Secondly, the hydrodynamic coefficients (added mass 

and damping) of the ship will change, stemming from the 

effect of the sea bed. 

 

There have been many attempts to predict wave excited forces 

and moments on a vessel, and motion responses of a vessel, in 

shallow water. From a seakeeping perspective, the use of two-

dimensional strip theory methods to predict ship responses to 

waves, using a deep water assumption, can give satisfactory 

results at moderate speeds for conventional ship geometries. 

However, the use of strip theory is questionable when applied 

to shallow water conditions, since viscosity effects are 

amplified when the keel is very close to the seabed (Beukelman 

and Gerritsma, 1982). Because the strip theory is a two-

dimensional theory, it assumes that the water flow propagates 

entirely underneath the ship. However Oortmerssen (1976a) 

claims that in shallow water, three-dimensional effects become 

considerably important because the water flow passes partly 

underneath the vessel and partly around the two ship ends. 

Even in some extreme cases, water can flow only around the 

ends of the vessel. This therefore causes a deviation from the 

two-dimensional flow features around the bow and stern ends. 

 

The vast majority of the numerical research in this field relies 

on the assumptions from potential flow theory, including free 
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surface effects. However, effects which are ignored in potential 

theory, such as breaking waves, turbulence and viscosity, are 

the most significant for shallow water problems and should 

therefore be included in the numerical codes. Reynolds-

Averaged Navier-Stokes (RANS) approaches, for example, are 

very good alternatives to potential flow theory as they can 

directly account for viscous effects in their calculations. 

 

Recently, CFD-based RANS simulations have also been used 

to study shallow water problems, such as finite-bottom effects 

on ship resistance, ship squat, free surface wave patterns, ship-

to-ship interactions and ship maneuverability. 

 

Sakamoto et al. (2007) presented RANS simulations and 

validation studies for a high-speed Wigley hull in deep and 

shallow water utilising CFDShip-Iowa, a general purpose ship 

hydrodynamics CFD code. Their results include resistance 

predictions and wave pattern analyses for a range of forward 

speeds in calm waters. Following this, Jachowski (2008) 

carried out a study on the assessment of ship squat in shallow 

water employing Fluent, a commercial RANS solver. He used 

a model scale KCS to calculate its squat for several water 

depths at different ship speeds. Then, Zou and Larsson (2013), 

using a steady-state RANS solver (SHIPFLOW), performed a 

numerical study on the ship-to-ship interaction during a 

lightening operation in shallow water. They used an Aframax 

tanker and the KVLCC2 in model scale, both appended with 

rudder and propeller. Also, Prakash and Chandra (2013) 

studied the effect of confined waters on ship resistance at 

various speeds, using Fluent as a RANS solver. They 

concluded that the CFD technique can successfully be used to 

predict ship resistance and the free surface wave pattern in 

shallow water. Finally, Castiglione et al. (2014) investigated 

the interference effects of wave systems on a catamaran in 

shallow water. They used CFDShip-Iowa as a RANS solver to 

calculate the resistance and the interference factor of the 

DELFT catamaran in two separation distances at various water 

depths. Their simulations were carried out in calm water 

conditions. 

 

During this literature review, it was noted that the majority of 

the numerical results obtained in shallow water were not 

actually validated. Although there are several benchmark data 

sets for researchers to compare their deep water results with, 

unfortunately no benchmark ship data exists for researchers 

studying shallow water problems. This shortfall was 

highlighted in the latest (27th) International Towing Tank 

Conference (ITTC) and it was concluded that knowledge of the 

motions of large ships and floating structures in shallow water 

still remains a challenging issue. The ITTC’s Ocean 

Engineering Committee has therefore suggested the 

introduction of benchmark data, to validate numerical methods 

based on the potential theory or CFD (ITTC, 2014). 

 

In addition, to the best of our knowledge, no specific study 

exists which aims to predict the motion responses of a vessel 

to waves in shallow water, using a CFD-based RANS approach. 

Therefore, this paper addresses the gap in our current 

knowledge by calculating the vertical motions of a ship against 

head seas in shallow water, utilising a RANS solver. In this 

research, an unsteady Reynolds-Averaged Navier Stokes 

(URANS) approach was applied using the commercial CFD 

software Star-CCM+ version 9.0.2, which was developed by 

CD-Adapco. Additionally, the supercomputer facilities at the 

University of Strathclyde were utilised to allow much faster 

and more complex simulations. 

 

Firstly, before starting the real ship motion simulations, the 

effect of a finite water depth on incoming waves was 

investigated by conducting a series of simulations in the 

absence of a ship model. In this part of the study, the intention 

was to observe the degeneration in the incident wave form due 

to the sea bottom effect. To do this, nonlinear waves were 

simulated in three different water depths, and the free surface 

elevation was measured at various locations within the solution 

domain. 

 

Then, a 200 kDWT tanker was chosen for this study due to the 

availability of its geometry and experimental data conducted in 

shallow water, to validate our CFD model. 

 

A full-scale tanker model was used for all simulations, to avoid 

scaling effects. The model was used without any appendages 

to mimic the real experimental conditions. All CFD 

simulations were performed in waves at a zero ship speed. The 

simulations were carried out in three different ratios of water 

depth to draft (δ=1.2, 3.0 and 4.365). The obtained results for 

δ=1.2 and 4.365 were compared to those taken from the 

experimental study of Oortmerssen (1976a, b) and Pinkster 

(1980), respectively. During all of the simulations, the heave 

and pitch time histories of the vessel in question were recorded, 

free surface wave patterns were obtained and the free surface 

wave elevations in different locations alongside the ship model 

were monitored. The results will cover heave and pitch transfer 

functions (or Response Amplitude Operators, RAOs) of the 

vessel in question, covering a range of wave frequencies in 

various water depths. 

 

This paper is organised as follows: Section 2 gives the main 

ship properties along with its lines plan, and introduces a list 

of simulation cases applied to the current CFD model. Then, in 

Section 3, the numerical setup of the CFD model is explained, 

with details provided in the contained sub sections. Following 

this, all of the results from this work are shown and discussed 

in detail in Section 4. Finally, in Section 5, the main results 

drawn from this research are briefly summarised. 

 

 

 

 

2 Ship geometry and conditions  
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The ship motion simulations in shallow water were applied to 

the full-scale 200 kDWT class large tanker. Taking precedence 

from the experiments conducted by Oortmerssen (1976a, b) 

and Pinkster (1980), the rudder, propeller and bilge keels were 

not appended to the model. The main particulars of the ship are 

presented in Table 1, and its body plan is shown in Figure 1 

(Oortmerssen, 1976b, Pinkster, 1980). A three-dimensional 

view of the vessel is illustrated in Figure 2. 

 

Table 1 Main properties of the 200 kDWT tanker 

Length between perpendiculars (LBP) 310.00 m 

Breadth (B) 47.17 m 

Depth (D) 29.70 m 

Loaded draft (T) 18.90 m 

Displacement (Δ) 234,994 m3 

Block coefficient (CB) 

Midship section coefficient (CM) 

Prismatic coefficient (CP) 

Waterplane coefficient (CWP) 

0.847 

0.994 

0.855 

0.900 

Ship wetted area (S) 22,804 m2 

Longitudinal centre of buoyancy (LCB) from 

the midship, fwd+ 

6.61 m 

Vertical centre of gravity (KG) from the base 

line 

13.32 m 

Metacentric height (GMt) 5.78 m 

Transverse radius of gyration 17.00 m 

Longitudinal radius of gyration 77.47 m 

 

 
Fig.1 Body plan of the tanker, taken from Oortmerssen, 

1976b 

 

 
Fig.2 A 3-D view of the tanker 

 

As waves approach a shore, they exhibit a reduction in 

wavelength (λ) and wave celerity (c), whilst the frequency 

remains the same. For a given wave period (Tw), the 

wavelength is predicted according to the dispersion expression, 

which relates wave period to wavelength, as given in the 

equation below. 
1/2

2
tanh
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g h
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where g denotes the gravitational acceleration (g=9.81 m/s2) 

and h denotes water depth. Heave and pitch RAO curves will 

be plotted against the nondimensional frequency numbers, 

ω’=ω√(L/g) (L: Length between the perpendiculars in metres, 

ω: wave frequency in rad/s). 

 

The CFD simulations were performed at sixteen different 

conditions, as listed in Table 2, each identified by their case 

numbers. The characteristics of a wave are determined 

depending on the relationship between wavelength and water 

depth. It should be mentioned that in all the cases, the ratios of 

water depth to wavelength (h/λ) are below the value of 1/2, 

which corresponds to shallow water waves. The wavelength of 

each simulation case was calculated using the above equation. 

However, it should be borne in mind that this equation is based 

on linear wave theory, and therefore the resulting wavelengths 

in the simulations will be different from those listed in Table 2. 

Having said that, the waves considered in this work are not 

steep waves, and hence this deviation is not expected to have a 

significant effect on the results. 

 

The nondimensional period number (τ) shown in the last 

column of Table 2 was calculated by τ=Tw(g/h)1/2. As will be 

discussed in Section 3.2, this number is helpful when deciding 

which wave model should be used to model regular head 

waves within the computational domain. 

 

Table 2 Cases for which the CFD model is applied 

Case 

no. 
h/T 

Wave 

frequency 

(rad/s) 

Frequency 

number 

Wave 

steepness 

Period 

number 

C δ ω ω׳ H/ λ τ 

1.1 

1.200 

0.200 1.12 0.0118 20.66 

1.2 0.300 1.69 0.0210 13.77 

1.3 0.400 2.25 0.0222 10.33 

1.4 0.500 2.81 0.0318 8.26 

1.5 0.600 3.37 0.0333 6.89 

2.1 

3.000 

0.200 1.12 0.0098 13.07 

2.2 0.300 1.69 0.0140 8.71 

2.3 0.400 2.25 0.0167 6.53 

2.4 0.500 2.81 0.0199 5.23 

2.5 0.600 3.37 0.0252 4.36 

3.1 

4.365 

0.178 1.00 0.0071 12.17 

3.2 0.267 1.50 0.0095 8.11 

3.3 0.357 2.00 0.0139 6.07 

3.4 0.443 2.50 0.0191 4.89 

3.5 0.532 3.00 0.0188 4.07 

3.6 0.623 3.50 0.0118 20.66 

 

 

3 Numerical set-up  
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Up until this point, this paper has provided a background to this 

study and has given an introduction to the work. The following 

section will provide details of the numerical simulation 

approaches used in this study and will discuss the numerical 

methods applied to the current CFD model. 

 

3.1 Physics modelling 

To model fluid flow, the solver employed uses a finite volume 

method, which uses the integral form of the conservation 

equations and divides the computational domain into a finite 

number of adjoining control volumes. In addition, the RANS 

solver employs a predictor-corrector approach to link the 

continuity and momentum equations. 

 

The turbulence model chosen for use in this work was a 

standard k-ε model, which has been extensively used for 

industrial applications (CD-Adapco, 2014). Additionally, 

Querard et al. (2008) claim that the k-ε model is quite 

economical in terms of CPU time, compared to, for example, 

the SST turbulence model, which increases the required CPU 

time by nearly 25%. The k-ε turbulence model has also been 

used in many other studies performed in the same area, such 

as Kim and Lee (2011), Enger et al. (2010) and Ozdemir et 

al. (2014). In addition to this, as reported in Larsson et al. 

(2011), the majority of the numerical methods presented in 

the 2010 Gothenburg Workshop used either the k-ε or the k-

ω turbulence model. At the workshop, most of the studies 

performed using Star-CCM+ as a RANS solver employed the 

standard k-ε model, as is used in this work. Lately, Tezdogan 

et al. (2015) performed URANS simulations using Star-

CCM+, to predict heave and pitch motions, as well as the 

added resistance, of a full-scale KCS model in deep water 

conditions. They employed the k-ε model, and their results 

were found to be in good agreement with the available 

experimental results in the literature. 

 

The “Volume of Fluid” (VOF) method was used to model and 

to position the free surface with a regular wave. In this study, 

a second-order convection scheme was used throughout all 

simulations in order to accurately capture sharp interfaces 

between the two phases, namely air and water.  

 

In order to simulate realistic ship behaviour, a Dynamic Fluid 

Body Interaction (DFBI) module was used, with the vessel 

free to move in the pitch and heave directions. The DFBI 

module enabled the RANS solver to calculate the exciting 

forces and moments acting on the ship hull due to waves, and 

to solve the governing equations of rigid body motion in 

order to reposition the rigid body (Tezdogan et al., 2015, CD-

Adapco, 2014). 

 

3.2 Wave model 

The commercial RANS solver employed in this study offers 

two suitable wave theories to describe regular waves: the 

fifth-order or the first-order Stokes waves. The theory of the 

fifth-order wave is based on the work of Fenton (1985). 

According to CD-Adapco (2014), “this wave more closely 

resembles a real wave than one generated by the first-order 

method”. However, Fenton (1985) points out that the fifth-

order wave theory should not be used for large Ursell 

numbers (see the equation below). Det Norske Veritas (DNV) 

(2007) suggested that the fifth-order Stokes theory should 

only be applied to Ursell numbers less than 30. In addition, 

Fenton (1979) concluded in his study that for dimensionless 

period numbers greater than 8, the fifth-order Stokes wave 

theory should not be used, and that, instead, the fifth-order 

cnoidal wave theory should be used. Additionally, Fenton 

suggests the fifth-order Stokes waves should be used for 

nondimensional period numbers smaller than 8. 

Unfortunately, the RANS solver employed in this work does 

not provide the fifth-order ‘cnoidal wave theory’ to model 

incident waves and it is not possible to adjust the software 

package to model any other wave models. Given that linear 

wave theory can be used for all water depths, we used the 

first-order Stokes waves inside the solution domain for the 

cases with τ>8. For the other cases, the fifth-order Stokes 

waves were used to describe the wave at the inlet. 
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3.3 Choice of the time step 

The Courant number is a useful indication to determine the 

time step. For time–accurate simulations, it should have an 

average value of 1 in all cells. This value signifies that the 

flow moves by about one cell size per time-step. If a second-

order scheme is applied for time integration, in this case, the 

average Courant number should be less than 0.5. 

 

Often, in implicit unsteady simulations, the time step is 

determined by the flow properties, rather than the Courant 

number.  ITTC (2011) recommends the use of at least 100 

time steps per period for motion responses. In this study, a 

very small time step (1/256 of the wave period) was used over 

a simulation period. It is of note that a first-order temporal 

scheme was applied to discretise the unsteady term in the 

Navier-Stokes equations. 

 

3.4 Solution domain and boundary conditions 

An overset mesh, also known as Chimera or overlapping 

mesh, was used to facilitate the motions of the full-scale ship 

model due to the incident waves. Rigid and deforming mesh 

motion options are available in the software package, but 

these methods have distinct disadvantages compared to the 

overset mesh approach when simulating bodies with large 

amplitude motions. The rigid motion approach causes 

difficulties for free surface refinement, especially in pitch, 

and deforming meshes may lead to cell quality problems. On 

the other hand, the overset region, which encompasses the 

hull body, moves with the hull over a static background mesh 

of the whole domain (Field, 2013). For this reason, using the 

overset mesh feature of the software package saves 
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computational costs, and allows the generation of a 

sufficiently refined mesh configuration around the free 

surface and the body, without compromising on the solution’s 

accuracy. 

 

When using the overset mesh feature, two different regions 

were created to simulate ship responses in waves, namely 

background and overset regions. A general view of the 

computational domain with the tanker hull model and the 

notations of selected boundary conditions are depicted in 

Figure 3. 

 

In order to reduce computational complexity and demand, 

only half of the hull (the starboard side) is represented. A 

symmetry plane forms the centreline domain face in order to 

accurately simulate the other half of the model. It should be 

noted that in some figures given in this paper, the mirror 

image of the ship and domain is reflected on the port side for 

an improved visualisation. 

 

 
Fig.3 A general view of the background and overset regions 

and the applied boundary conditions 

 

Figure 3 depicts that a velocity inlet boundary condition was 

set in the positive x-direction, where incident regular waves 

were generated. The initial flow velocity at this inlet 

condition was set to the corresponding velocity of the head 

waves. The negative x-direction was modelled as a pressure 

outlet since it fixes static pressure at the outlet. The top 

boundary was selected as a velocity inlet, whereas the bottom 

boundary was selected as no-slip wall boundary condition to 

account for the presence of the sea floor. The selection of the 

velocity inlet boundary condition for the top facilitates the 

representation of the infinite air condition. The symmetry 

plane, as the name suggests, has a symmetry condition, and 

the side of the domain (the negative y-direction) also has a 

velocity inlet boundary condition. These boundary 

conditions were used as they were reported to give the 

quickest flow solutions for similar simulations carried out 

utilising Star-CCM+ (CD-Adapco, 2014). The use of the 

velocity inlet boundary condition at the top and the side of 

the background prevents the fluid from sticking to the walls. 

In other words, it avoids a velocity gradient from occurring 

between the fluid and the wall, as in the use of a slip-wall 

boundary condition. Hence, the flow (including two phases: 

air and water) at the very top and very side of the background 

is directed parallel to the outlet boundary. This enables fluid 

reflections from the top and side of the domain to be 

prevented. It is of note that the top and side boundaries could 

have been set as a slip-wall or symmetry plane (Tezdogan et 

al., 2015). 

 

Date and Turnock (1999) point out that, just as the selection 

of the boundaries is of great importance, their positioning is 

equally important. ITTC (2011) recommends that, for 

simulations in the presence of incident waves, the inlet 

boundary should be located 1-2LBP away from the hull, 

whereas the outlet should be positioned 3-5LBP downstream 

to avoid any wave reflection from the boundary walls. 

 

In this study, the size of the solution domain varied in each 

simulation case, depending on the wavelength of the incident 

waves. The locations of the boundaries used are illustrated in 

Figure 4, which gives front and side views of the domain. As 

shown in the figure, we suggest that the inlet boundary should 

be positioned one wave length or one and a half ship lengths, 

(whichever is greater), away from the vessel, so that waves 

can be appropriately generated before encountering the 

vessel.  Also, it should be highlighted that throughout all the 

cases, in order to prevent wave reflection from the walls, the 

VOF wave damping capability of the software package was 

applied to the background region with a damping length 

equal to at least one wavelength. This numerical beach model 

was used in downstream and transverse directions, as 

depicted in Figure 4. For the wave damping modelling, Star-

CCM+ adopts the method developed by Choi and Yoon 

(2009). 

 

 
Fig.4 The dimensions of the computational domain for 

the seakeeping simulations  

a) Front view, b) Side view 

 

3.5 Coordinate systems 

Two different coordinate systems were adopted to predict 

ship responses due to head seas in shallow water. The same 

procedure was applied by Simonsen et al. (2013) and 

Tezdogan et al. (2015) to monitor motions of a container ship 

in deep water. Firstly, the flow field was solved, and the 

excitation force and moments acting on the ship hull were 

calculated in the earth-fixed coordinate system. Following 

this, the forces and moments were converted to a body local 

coordinate system which was located at the centre of mass of 

the body, following the motions of the body whilst the 

simulation progressed. The equations of motions were solved 

to calculate the vessel’s velocities. These velocities were then 

converted back to the earth-fixed coordinate system. These 

sets of information were then used to find the new location 

of the ship and grid system. The overset grid system was re-

positioned after each time step. 

 

3.6 Mesh generation 

Mesh generation was performed using the automatic meshing 
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facility in Star-CCM+, resulting in a computation mesh of 

circa 14 million cells in total. A trimmed cell mesher was 

employed to produce a high-quality grid for complex mesh 

generating problems. The ensuing mesh was formed 

primarily of unstructured hexahedral cells with trimmed cells 

adjacent to the surface. 

 

The computation mesh had areas of progressively refined 

mesh size in the area immediately around the hull, as well as 

the expected free surface, to ensure that the complex flow 

features were appropriately captured. The refined mesh 

density in these zones was achieved using volumetric 

controls applied to these areas. 

 

To simulate ship motions in waves, the free surface mesh was 

generated based on the guidelines for ship CFD applications 

from ITTC (2011). According to these recommendations, a 

minimum of 80 cells per wavelength were used on the free 

surface. As proposed by Kim and Lee (2011), in order to 

capture the severe free surface flows such as slamming and 

green water incidents, a minimum of 150 grid points per 

wavelength were used near the hull free surface in both 

downstream and upstream directions. Additionally, a 

minimum of 20 cells were used in the vertical direction where 

the free surface was expected. 

 

Figure 5 displays the refined mesh area around the free 

surface regular waves. It should be noted that, for an 

improved visualisation, Figure 5 is scaled by a factor of 10 in 

the vertical direction. 

 

 

Fig.5 A cross-section of the refined mesh area around the 

free surface waves (scaled by a factor of 10 in the vertical 

direction) 

 

4 Results and discussion 

4.1 Formulations 

The transfer functions of heave and pitch motions were 

calculated as follows: 

31
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where x31, x51 and ζI1 are the first Fourier Series (FS) 

harmonic amplitudes of heave, pitch, and incident wave time 

histories, respectively. It must be clarified that in this study, 

the vertical motions were evaluated at the ship’s centre of 

gravity. 

 

4.2 Wave generation 

Understanding the behaviour of nonlinear shallow water 

waves is critical not only for coastal structures but for CFD 

standing points as well. From a CFD point of view, the area 

in the domain where the free surface is expected should be 

predicted, in order to mesh this area more finely. We therefore 

performed a series of simulations to observe the wave form 

throughout the solution domain, before starting the 

fundamental ship motion simulations in shallow water. To do 

this, the overset region, including the ship model, was 

omitted, leaving only the background domain, which is 

demonstrated in Figure 3. In this specific study, the numerical 

damping was only applied in the downstream direction in the 

computational domain. It should also be mentioned that a 

second-order temporal scheme was applied in order to 

conduct this study on waves. 

 

Troesch and Beck (1974) also performed such wave analyses 

experimentally before conducting seakeeping experiments 

with a ship model in shallow water, concluding that, 

“sinusoidal waves in shallow water are unstable and will 

degenerate fairly rapidly. In order to conduct the ship motion 

experiments, a knowledge of this process is essential”. Also, 

many years ago, Korteweg and Vries (1895) theoretically 

investigated nonlinear shallow water problems. Their study 

particularly focused on the change of form of long waves 

advancing in a rectangular canal, by using a perturbation 

expansion on particle velocities, which has since borne their 

name in the literature. 

 

Firstly, the degeneration of the shallow water waves as they 

advance inside the domain was investigated in a similar way 

to the experiments of Troesch and Beck (1974). For each 

three water depth conditions (δ=1.2, 3.0 and 4.365), the first 

harmonic amplitudes of a fifth-order Stokes wave 

(Tw=12.133 s) as a function of distance down the inlet were 

calculated, aided by wave probes located at various distances 

from the inlet. The results obtained are demonstrated 

graphically in Figure 8. In the figure, the harmonic 

amplitudes were divided by the calculated wave amplitude at 

the inlet (ζo), and the distances (X) were non-dimensionalised 

with respect to the actual wavelength (λ). 

 

 
 

Fig.6 Nondimensional 1st FS harmonic amplitudes plotted 

against nondimensional distance from the inlet at various 

water depth conditions (Tw=12.133 s) 

The results presented in Figure 6 show that the first FS 

harmonic wave amplitudes mostly decrease as the wave 

travels through the domain. As can be observed from the 
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figure, the variation in wave amplitudes is most pronounced 

at Wave 3 (δ=4.365), followed by Wave 2 (δ=3.0). This is 

because Wave 3 has the longest wavelength amongst the 

three studied waves. It should be borne in mind that the 

period number of Wave 1 (δ=1.2) is 7.98, a value where the 

fifth-order wave theory is still applicable. 

 

As discussed above, the 1st harmonic wave amplitudes varied 

along the simulation domain length. Therefore, for each 

simulation case, an average was taken of the wave amplitudes 

measured at three wave probes, located along the ship’s 

length, to be used in the calculation of the transfer functions. 

 

Figure 7 shows a comparison of the waves generated inside 

the domain (just after the symmetry plane) at different water 

depths. This figure also compares the appearances of the 

first- and fifth-order waves simulated at a water depth of 

22.68 m. The simulations used to form Figure 7 were run for 

10 wave periods, and the snapshots seen in the figure were 

taken after the simulations completed their run. It should also 

be mentioned that these simulations were initialised using 

undisturbed free surface. In addition to this, Figure 8 displays 

the free surface elevations at a distance of one wavelength 

away from the inlet, obtained using the first- and fifth-order 

Stokes wave theories. Wave 1 was used to provide the 

comparison shown in Figure 8. 

 

Figures 7 and 8 jointly confirm that the resulting wave shape, 

obtained using the first-order wave theory, is different from 

the sinusoidal wave form. It is obvious that the obtained wave 

shape is degenerated as it propagates down the inlet. This 

result is in agreement with the experimental findings of 

Troesch and Beck (1974). From the comparison of the first- 

and fifth-order wave theories provided in Figures 7 and 8 in 

the shallowest water, it can be concluded that the simulated 

waves obtained using the fifth-order theory give more 

successful results compared to those using the first-order 

wave theory. Therefore it can be interpreted from these 

figures that the first-order wave theory is inadequate to 

generate a stable boundary condition for regular waves. As 

mentioned in Section 3.2, the first-order Stokes waves were 

used inside the solution domain for the cases with τ>8. It is 

therefore expected that these cases have degenerating waves, 

as can be seen in Figure 7 (d). 

 

It should be mentioned that, in order to obtain transfer 

function accurately, the wave steepness can be chosen as 

desired. Linear wave theory inlet boundary conditions can be 

used for this reason without producing degenerating waves 

provided that the wave steepness is very small. For steeper 

waves, higher order shallow water theories should be used as 

boundary conditions, to avoid wave degeneration and 

provide to obtain realistic ship forces/moments. 

 

 
Fig.7 A front view of the cross-sections of the simulation 

domain (just after the symmetry plane) with the waves 

(Tw=12.133 s, H=5.66 m) generated inside the domain 

(scaled by a factor of 20 in the vertical direction) 

 

 
Fig.8 Comparison of shallow water waves (Tw=12.133 s, 

τ=7.98) simulated using the first- and fifth-order Stokes 

wave theories at a water depth of 22.68 m at one wavelength 

away from the inlet 

 

 

4.3 Transfer functions 

The heave and pitch transfer functions obtained by the 

current CFD model were first validated against the 
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experimental work of Oortmerssen (1976a, b) and Pinkster 

(1980), and were also compared to those obtained using a 

potential flow panel method for the two water depth 

conditions, namely δ=1.2 and 4.365, respectively. The panel 

methods used in this comparison were developed by the same 

researchers, who used a 3-D Green function to satisfy free 

surface and radiation conditions in the frequency domain. 

The results from the potential flow panel method were 

adapted from the published studies of the abovementioned 

researchers. 

 

For the two water depth conditions, the heave and pitch 

transfer functions obtained by all three methods are 

graphically compared in Figures 9 and 10. 

 

 

 
Fig.9 Comparisons of the heave transfer functions using 

different methods in two different shallow water depths at 

zero speed. The upper half shows the responses at δ=1.2, 

and the lower half shows the responses at δ=4.365 

 

 

 
Fig.10 Comparison of the pitch transfer functions using 

different methods in two different shallow water depths at 

zero speed. The upper half shows the responses at δ=1.2, 

and the lower half shows the responses at δ=4.365 

 

As can be seen from Figures 9 and 10, the transfer functions, 

obtained using our URANS approach, are in fairly good 

agreement with the related experimental results. The 

discrepancies between our numerical results and the 

experimental results are more pronounced at δ=1.2, which 

corresponds to the most shallow water condition. Since the 

keel is very close to the sea bed in this condition, a much finer 

mesh may have been needed to better capture the 

hydrodynamic effects between the keel and the sea floor. 

Additionally, it is clearly visible from the figures that in both 

motion modes the potential flow panel methods over-predict 

the motion responses compared to the experiments. When the 

CFD results are compared to those obtained from the panel 

methods, it can be concluded that the CFD method predicts 

the motion responses much better than potential flow theory, 

particularly for pitch motion. It should be mentioned that the 

differences between the experimental results and the panel 

methods may stem from the coarse panel generation and the 

assumptions made in the potential flow theory. It should also 

be borne in mind that the most recently developed 3-D 

potential flow theory-based codes, such as the Rankine 

source panel methods, may give more successful motion 

predictions than those presented in this paper. 

 

It may be useful to emphasise that many previous studies, 

such as Schmitke (1978), have shown that viscous effects are 

likely to be the most significant, particularly in high 

amplitude waves and at high Froude numbers. Tezdogan et al. 

(2015) also came to the same conclusion in their study. They 

compared the URANS and potential flow theory results for 

the vertical motions of the KCS in response to head waves 

(in deep water) at two operational conditions (design speed 

and low speed), with the aim of evaluating the advantages of 

slow steaming operational conditions in terms of fuel 

consumption and CO2 emissions. Their findings showed that 

the discrepancies between the URANS and potential flow 

theory results are amplified at higher Froude numbers (Fn). 

Since the simulations in the current work were performed at 

Fn=0, the problem considered in this study was essentially 

close to the potential flow problem. It is highly likely that the 
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viscous effects would be much more significant if the vessel 

had a high forward speed. 

 

Once the current URANS method was successfully validated, 

another set of simulations were repeated at δ=3.0, in order to 

more precisely assess the effect of water depth on ship 

motions. 

 

For all three water depths, the heave and pitch responses, 

predicted using our CFD model, were compared in Figure 11, 

over the non-dimensional wave frequencies. For each 

combination of transfer function and water depth, a curve 

was fitted through the obtained results using a Piecewise 

Cubic Hermite Interpolating Polynomial, in order to provide 

a better comparison among the responses. 

 

 
Fig.11 A comparison of the ship responses (obtained using 

CFD) to incident head waves over the nondimensional 

frequency numbers in the three different shallow waters. 

The upper and lower halves show the heave and pitch 

transfer functions of the tanker, respectively 

From the comparison shown in Figure 11, it is clear to note 

that as the water depth becomes shallower, the heave 

amplitudes tend to decrease, whereas the pitch amplitudes 

tend to increase at low frequencies (or in long incident 

waves). However at high frequencies, a slight decrease is 

recognised in pitch responses as the water depth decreases. It 

can also be seen that for this tanker model, the maximum 

pitch response occurs when the ratio between wavelength and 

ship length (λ/L) is around 1.0. Therefore, it is observed that, 

while the water depth to the draft ratio decreases, the peak in 

the pitch transfer functions shifts towards the lower 

frequencies. It is also worth noting that the RAO curves in 

Figure 11 show the same trend as those presented by Kim and 

Kim (2013), who carried out similar analyses for a 100-metre 

Series 60 ship model using the 3-D Rankine panel method. 

 

5 Concluding remarks and discussion 
 

URANS simulations to predict the heave and pitch responses 

of a full scale very large tanker model to incident head waves 

were carried out at a zero forward speed. 

 

Firstly, a numerical modelling set up was proposed in order 

to perform such analyses in shallow water using CFD. All 

procedures regarding mesh generation, treatment of wall 

functions, time step selection and wave modelling were 

presented in detail in the paper. 

 

Next, before beginning the seakeeping analyses, a series of 

simulations were performed with nonlinear shallow water 

waves, to observe the change in their form inside the 

computational domain. It was observed that the wave 

amplitudes mostly decrease as the waves propagate further 

down inside the domain. Also, additional simulations with 

the waves revealed that the waves simulated using the fifth-

order theory give more successful results compared to those 

simulated using the first-order wave theory. 

 

Following this, sixteen simulation cases, which were 

composed of various combinations of water depth and wave 

frequency, were applied to the tanker model. The results were 

compared to the experimental data and also to those obtained 

from potential flow panel methods. The main results drawn 

from this comparison can be listed as follows: 

1. The transfer functions, obtained using the CFD method, 

showed fairly good agreement with the available 

experimental data. The differences between our results and 

the experimental results were slightly more pronounced at 

δ=1.2, where the keel is closest to the sea bed. Also, it was 

obvious that the 3-D panel methods over-predict the heave 

and pitch transfer functions compared to the experimental 

results. Overall, the URANS method predicted the motion 

responses much more successfully than the potential flow 

theory, particularly for pitch motions.  

2. It was concluded that as water becomes shallower, 

heave motions decrease, whilst pitch motions increase at low 

frequencies. On the other hand, at high frequencies, a slight 

decrease was observed in pitch responses as the water depth 

decreases.  

3. For the tanker model in question, the maximum pitch 

response occurred in waves of length equal to, or around, the 

ship length (λ/L=1.0). It was observed that when the water 

depth decreased, the peak in the pitch transfer functions 

shifted to lower frequencies. 
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