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Taking Magnetic Resonance into Industrial Applications
Thomas Whitney Blythe

Magnetic resonance (MR) is a highly versatile technique with great potential for use
in industrial applications; from the in situ study of unit operations to the optimisation
of product properties. This thesis, concerned with the latter, is divided into two parts.

Firstly, dynamic MR is applied to characterise the flow behaviour, or rheology, of
process fluids. Such characterisation is typically performed using conventional rheom-
etry methods operating offline, with an online, or inline, method sought for process
control and optimisation. Until recently, MR was an unlikely choice for this application
due to the requirement of high-field MR hardware. However, recent developments in
low-field MR hardware mean that the potential of MR in such applications can now be
realised. Since the implementation of MR flow imaging is challenging on low-field MR
hardware, two new approaches to MR rheometry are described using pulsed field gradi-
ent (PFG) MR. A cumulant analysis of the PFG MR signal is first used to characterise
the rheology of model power-law fluids, namely xanthan gum-in-water solutions, accu-
rate to within 5% of conventional rheometry, the data being acquired in only 6% of the
time required when using MR flow imaging. The second approach utilises a Bayesian
analysis of the PFG MR signal to characterise the rheology of model Herschel–Bulkley
fluids, namely Carbopol 940-in-water solutions; data are acquired in only 12% of the
time required for analysis using MR flow imaging. The suitability of the Bayesian MR
approach to study process fluids is demonstrated through experimental study on an
alumina-in-acetic acid slurry used by Johnson Matthey.

Secondly, MR imaging is used to provide insights into the origins and mechanisms
of colloidal gel collapse. Many industrial products are colloidal gels, a space-spanning
network of attractive particles with a yield stress. Colloidal gels are, however, known
to undergo gravitational collapse after a latency period, thus limiting the shelf-life of
products. This remains poorly understood, with a more detailed understanding of both
fundamental interest and practical importance. To this end, MR imaging is applied
offline to investigate the phase behaviour of colloidal gels. In particular, a comparison
of the simulated and experimental phase diagrams suggests gravitational gel collapse
to be gravity-driven. Furthermore, measurement of the colloid volume fraction using
MR imaging indicates the formation of clusters of colloids at the top of the samples.
Whether such clusters initiate gravitational gel collapse is yield stress-dependent; the
gravitational stress exerted by a cluster must be sufficient to yield the colloidal gel.
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Chapter 1

Introduction

In 1946, both Purcell et al. [1] and Bloch et al. [2] observed that certain nuclei, in the
presence of an external magnetic field, could absorb and subsequently emit radiofre-
quency radiation; a phenomenon termed magnetic resonance (MR). Later, in 1950,
Proctor and Yu [3] attracted the attention of the chemistry community when they
observed that the resonant frequency of the emitting nuclei depends on their chemical
environment. This attention was extended, in 1971, to the medical community when
Damadian [4] reported the ability of MR to distinguish between the emitting nuclei
of different tissues. In 1973, prompted by this work, Lauterbur [5] and Mansfield and
Grannell [6] showed that, by application of a spatially-dependent external magnetic
field, the position of different emitting nuclei, i.e. the different tissues, could be deter-
mined non-invasively; a process now known as MR imaging. Since those early days,
MR techniques have established themselves in these communities; MR spectroscopy
has developed into a multi-dimensional technique for analytical chemistry, enabling
the elucidation of molecular structure and the study of chemical exchange [7], and
MR imaging has revolutionised medical diagnosis, allowing the black box approach to
medical diagnosis to be abandoned [8].

More recently, MR techniques have attracted the attention of the chemical engi-
neering community, interested in probing unit operations—including mixing, reaction,
and transport processes—and improving design and scientific understanding [9–11].
The structure of this Chapter is as follows. Firstly, a brief introduction to chemical en-
gineering is provided. Secondly, the current applications of MR techniques to problems
of relevance to chemical engineering, from the raw materials to the desired products,
are reviewed. Finally, the concept of flow behaviour, or rheology, is introduced.
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Introduction

1.1 Applications of MR in chemical engineering

Chemical engineering is a multi-disciplinary subject that combines natural and exper-
imental sciences with mathematics and economics to enable the design, development,
and operation of industrial processes for converting raw materials to desired products.
Figure 1.1, which attempts to put the major contributions to the subject of chemi-
cal engineering into perspective, shows that chemical engineering may be divided into
three separate, though often interconnected, disciplines.

chemical engineering design

chemical engineering science

chemical kinetics
mass, momentum, 
and energy transfer

thermodynamics

industrial chemical engineering

pumping and 
transport

separation

mixing

heat exchange

reaction

Fig. 1.1: A schematic of the major contributions to the subject of chemical engineering.
Adapted from Mantle and Sederman [12].

The application of magnetic resonance (MR) to problems of relevance to the subject
of chemical engineering has long been realised. In 1954, prompted by earlier work [13],
Shoolery [14] predicted the use of MR spectroscopy as a tool to provide a non-invasive,
real-time measurement of moisture content. Since those early days, and following the
realisation of MR imaging, the capabilities of MR have expanded considerably. Al-
though a detailed introduction to MR is provided in Chapter 2, a general introduction
to the four main elements of MR—namely spectroscopy, relaxometry, imaging, and
dynamics—is required before the applications of MR in chemical engineering can be
reviewed.
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MR involves the manipulation of nuclear spin, with spin a fundamental property of
all sub-atomic particles. Following the application of a radiofrequency (r.f.) excitation
pulse of appropriate frequency, signal is observed from the nucleus under study; often
1H, 13C, or 19F. The frequency of the signal is sensitive to the local chemical environ-
ment, whilst its intensity is proportional to the nuclear spin density. MR spectroscopy
is a quantitative technique used to differentiate between emitting nuclei in different
chemical environments. For example, MR spectroscopy may be used to distinguish be-
tween 1H in water (experiencing an O–H bond) and in oil (experiencing a C–H bond).
Moreover, the signal following excitation will return to thermal equilibrium at a rate
dependent upon the local physical environment. The study of signal relaxation, termed
MR relaxometry and requiring the measurement of several relaxation constants, may
be applied to differentiate between emitting nuclei in different physical environments.
Lastly, through the application of a spatially-dependent external magnetic field, or a
magnetic field gradient, the position of the emitting nuclei can also be determined non-
invasively; a process known as MR imaging. The application of multiple magnetic field
gradients may be used to study the motion of emitting nuclei, i.e. their displacements
over a specified observation time, and hence their velocities. These measurements are
referred to as dynamic MR and used to study both coherent and incoherent motion.

spectroscopy relaxometry

imagingdynamics

Fig. 1.2: The four main elements of MR and their combinations.

The toolkit of MR techniques is now available to chemical engineers, where they
may be joined in almost any combination, as shown in Fig. 1.2, to probe length scales
ranging from 10-10–100 m over time scales of 10-10–100 s. For example, dynamic MR is
sensitive to molecular displacements in the range of 10-9–10-4 m. The length and time
scales associated with the four main MR techniques are summarised in Fig. 1.3. MR
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Fig. 1.3: A demonstration of the length and time scales associated with the four main
elements of MR. Adapted from Callaghan [15].

techniques are, therefore, not restricted to the measurement of moisture content, but
suitable for a wide range of industrial applications following two main themes [10]:

• In situ study of unit operations. MR techniques can be applied to industrial
chemical engineering unit operations, such as mixing, to provide quantitative in-
formation in situ. This information can be used to improve chemical engineering
science and enable the development or refinement of theoretical models.

• Optimisation of product properties. At the simplest level, MR techniques
can be used online, or inline, for process control and optimisation, or offline to
aid chemical engineering design by allowing the effect of the process parameters
on the final product to be investigated.

The subject of the present thesis is the development of MR techniques for the optimi-
sation of product properties. For completeness, and to provide a general introduction
to the in situ study of unit operations, the application of the toolkit of MR techniques
to problems of both main themes will now be reviewed.
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1.1.1 In situ study of unit operations

Over recent years, the toolkit of MR techniques has successfully been applied to study
many unit operations. These include, but are not limited to, reaction, heat exchange,
transport, mixing, drying, and filtration [12]. In these unit operations, MR techniques
have been applied to provide quantitative information in situ for the improvement of
chemical engineering science. This section describes the application of MR techniques
to three unit operations; namely reaction, mixing, and drying. For a more complete de-
scription, the interested reader is directed towards the review articles of Gladden [9,11]
and Mantle and Sederman [12].

Reaction

Reactions represent one of the most popular areas of MR research, with many studies—
including those involving continuous stirred tank, trickle bed, packed bed, and fluidised
bed reactors—focused on the problem of scale-up, the process during which a labora-
tory invention becomes a successful commercial product [12]. The process of scale-up
remains poorly understood due to the complex heat and mass transfer properties and
chemical kinetics. Using MR it is possible to examine some of the issues associated
with scale-up. In particular, the black box approach to reactor characterisation can be
complemented with spatially-resolved measurements of conversion and selectivity by
combining MR spectroscopy and MR imaging techniques. Furthermore, operando con-
ditions, i.e. industrial temperatures and pressures, can now be achieved, enabling the
detailed study of phase behaviour during operation [16]. Collectively, this information
can be used for the development of theoretical scale-up models, or computational fluid
dynamics (CFD) codes [17], to facilitate improved reactor design and enable reactor
optimisation.

Mixing

Mixing may be defined as a reduction in inhomogeneity; the inhomogeneity may be one
of concentration, phase, or temperature [18]. Traditionally, mixing has been achieved
using batch stirred tank systems, agitated using specialised impeller designs [19]. How-
ever, owing to an increasing shift towards continuous processing [18], there has been
recent interest in assessing the performance of inline static mixers to enable improved
mixer design. In this application, dynamic MR imaging has successfully been used to
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obtain spatially-resolved measurements of velocity and concentration and enable the
identification of dead zones in the mixing geometry [20,21]. This information can be
used for the validation of CFD codes [22], where validation has previously been diffi-
cult due to the complex mixing geometry, to improve static mixer design and enable
an increased mixing efficiency.

Drying

Drying, the process during which a fluid is removed from a substance, plays an impor-
tant role in a large number of industrial processes; including, but not limited to, the
manufacture of diesel particulate filters (DPFs) in the automotive industry. Internal
combustion engines, whether petrol or diesel fuel, produce a number of species harmful
to both health and the environment. Although automotive manufacturers have opti-
mised engine design to improve efficiency, aftertreatment systems are required, in the
form of autocatalysts, for the abatement of harmful species and to ensure compliance
with increasingly stringent emission limit legislation.

(a) (b)

Fig. 1.4: Schematic representations of the (a) end and (b) side views of a DPF, showing
the alternate plugged channels of the wall-flow monolith which force the exhaust gases
to flow through the permeable wall.

At their simplest level, DPFs are bare, wall-flow ceramic monoliths, as depicted in
Fig. 1.4, consisting of alternate permeable channels plugged at opposite ends. However,
DPFs that incorporate a catalyst for the abatement of nitrogen oxides have also been
developed [23]. The catalyst is applied, in the form of a washcoating solution or slurry,
in a process termed washcoating [24]. During washcoating, the slurry—containing the
catalyst, binder material, acid, and water [25]—is applied to the surface of the DPF and
dried to remove the water content and deposit a layer of catalyst. The drying process
is represented schematically in Fig. 1.5. Previous studies have indicated that non-ideal
drying can be responsible for a non-uniform distribution of catalyst [24,26]. Traditional
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techniques used for the monitoring of drying, including gravimetric methods and/or
humidity and temperature measurements [27], are unable to provide sufficient insight
into the drying mechanism. However, MR offers a non-invasive technique enabling the
study of moisture content and mass transfer phenomena.

(a) (b)

(c) (d)

Fig. 1.5: A schematic representation of the drying process, showing the ( ) catalyst,
( ) binder, and ( ) liquid on ( ) the surface of the DPF. The four stages of drying are
as follows: (a) the wet slurry is initially on the surface; (b) the first stage of drying,
with the catalyst and binder suspended in the liquid; (c) the catalyst begins to coat
the surface but the binder is still suspended; and (d) the final stage of drying, with
the binder deposited at the interfaces between the catalyst. Adapted from Nijhuis et
al. [24].

The characterisation of drying using MR was first reported by Gummerson et al.
[28] in 1979. Since those early days, MR imaging has been used to study the drying
mechanism in a flow-through monolith, consisting of impermeable, unplugged chan-
nels [29]. This work was extended by Ismagilov et al. [30] who observed the enrichment
of the catalyst in the slurry layer at the surface of the monolith. Whilst, superficially,
flow-through monoliths are similar to DPFs, the impermeable, unplugged channels of
a flow-through monolith give rise to fundamentally different mass transfer character-
istics. Ramskill et al. [31] compared the drying processes occurring within a DPF and
a flow-through monolith, with such measurements used for the optimisation of drying
and for the development of CFD codes. Furthermore, spatially-resolved measurements
of velocity obtained using dynamic MR imaging were used to characterise the flow
field through a DPF as a precursor to future work involving the in situ study of soot
deposition, which has previously been shown to reduce performance [32–34].
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1.1.2 Optimisation of product properties

The potential use of MR for the optimisation of product properties has been realised in
a diverse range of industrial applications. For example, MR techniques have been used
offline to enable the effect of process parameters on the final product to be investigated
without compromising the structural integrity of the product. Alternatively, the online,
or inline, use of MR techniques may provide information necessary for process control
and optimisation and/or quality control; an advantage of MR is that it is non-invasive
and can be applied to optically opaque samples. The application of the toolkit of MR
techniques for the optimisation of product properties is now reviewed.

Offline

Over recent years, the offline application of MR techniques for the study of product
properties has expanded considerably, motivated by a shift from hypothesis testing to
generation [35]. For example, MR techniques have successfully been applied to study
the structural inhomogeneities within composite tyre samples [36] and the marination
process of chicken [37]. In this Section, the application of MR techniques to two major
industries, namely the pharmaceutical and food industries, will be reviewed.

In the pharmaceutical industry, or, more generally, polymer science and technology,
MR techniques have been used to examine the influence of processing parameters on
the structural properties of drug release formulations and assess the performance of real
product materials [10]. Since early work by Rajabi-Siahboomi et al. [38] and Hyde et
al. [39,40], and following a shift in attention within the pharmaceutical community to
medium-to-fast drug release formulations, MR imaging methods have been improved
considerably, with quantitative, two-dimensional (2D) images of water and polymer
concentration now routinely acquired, simultaneously, in several minutes [41,42]. Such
images may be used for the study of water ingress and polymer egress during swelling
and dissolution, a more detailed understanding of which is necessary for the develop-
ment of theoretical models and the optimisation of formulation design [43].

In the food industry, MR has been used to investigate food stability, the prediction
of which remains difficult due to the complexity of even the most simple foodstuffs, and
crystallisation, which becomes important when partial melting occurs during handling
or storage [10]. Consider, for example, the application of MR techniques for the study of
food stability. Many food products—including whipped cream, butter, and cheese—are
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Table 1.1: Types of colloidal dispersions. Adapted from Simoneau et al. [44].

dispersion
medium

dispersed phase
gas liquid solid

gas — liquid aerosol
e.g. fog, mist

solid aerosol
e.g. smoke, dust

liquid foam
e.g. whipped cream

emulsion
e.g. butter, cream

sol
e.g. paint

solid solid foam
e.g. cakes, bread

gel
e.g. cheese, gelatin

solid sol
e.g. ruby glass

thermodynamically unstable, multiphase, colloidal dispersions. Colloidal dispersions,
involving a dispersed phase sized between 10 nm and 1 µm distributed throughout a
dispersion medium, encountered in the food industry and elsewhere are summarised
in Table 1.1. Colloidal products typically exhibit a limited shelf-life; collisions between
particles result from thermal and gravitational motion, the latter due to a difference in
density between the dispersed phase and the dispersion medium, often responsible for
flocculation or coalescence. Depending on the density difference between the dispersed
phase and the dispersion medium, sedimentation or creaming may ensue.

Improved product design is necessary to enhance shelf-lives, requiring a more com-
plete understanding of colloidal and interface science. To this end, MR has been ap-
plied to study the stability of various colloidal dispersions, including emulsions [45],
suspensions [46], and foams [47]. Kauten et al. [48] used MR imaging to obtain one-
dimensional (1D) measurements of the oil volume fraction in various oil-in-water emul-
sions, later extended to 2D by Pilhofer et al. [49], with the aim of model development
and validation. For the study of water-in-oil emulsions, Balinov et al. [50] used dynamic
MR to investigate the influence of ageing, volume fraction, and the addition of emul-
sifiers on the emulsion droplet size distribution. Emulsifiers are added to emulsions,
where they absorb on to the interface between the dispersed phase and the dispersion
medium, to provide increased stability. Demulsifiers, responsible for decreased emul-
sion stability, have also been investigated [51]. Further applications of MR techniques
to emulsions include the study of flow behaviour [52], freezing [53], and the investi-
gation of concentrated [54] and multiple emulsions, such as water-oil-water [55]. For
a more comprehensive review of the application of MR to emulsions, or, more gener-
ally, the food industry, the interested reader is directed towards the review articles of
Simoneau et al. [44] and Mariette [56].
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Colloidal products are not unique to food, but ubiquitous in industry; from agricul-
ture to oilfields. For example, dynamic MR has recently been used to select the ideal
emulsifier for use in the oilfield industry [57]. Therefore, despite the progress currently
being made in colloidal and interface science, more detailed experimental studies are
still required to develop understanding and facilitate an improved product design, in-
cluding, for example, the theory of the flow behaviour of colloidal dispersions [58] and
the transient gelation in otherwise stable colloidal dispersions [59].

Online

Although the online, or inline, use of MR techniques for process control and optimisa-
tion was first proposed in 1954 [14], the requirement of large, high field strength super-
conducting magnet technology has restricted the use of MR to highly controlled and
specialised environments. Moreover, so-called high-field MR hardware is expensive [60].
Over recent years, however, developments in small, low field strength permanent mag-
net technology have removed such restrictions. Furthermore, so-called low-field MR
hardware is highly portable, inexpensive, and does not require cryogenic cooling. A
summary of the magnetic field strengths associated with high-field and low-field MR
is included in Fig. 1.6, shown complete with a high-field, 300 MHz Oxford Spectrospin
Cryomagnet and a low-field, 2 MHz Oxford Instruments GeoSpec2.

The widespread availability of low-field MR has the potential to revolutionise pro-
cess control and optimisation. However, whilst MR imaging is routinely used at high
field strengths to perform spatially-resolved 2D or 3D measurements, the reduction in
signal-to-noise ratio (SNR) at low field strengths makes such measurements problem-
atic. To this end, recent research has focused on the development of robust, real-time
MR techniques, requiring no calibration, ideally suited to low SNR, low-field MR appli-
cations [62]. For example, Osán et al. [63] exploited the sensitivity of MR relaxometry
to fluid flow to provide a fast measurement of volumetric flow rate using low-field MR.
Dalitz et al. [62] investigated the use of low-field MR for reaction monitoring, where
MR spectroscopy enables the investigation of reaction processes in real-time. A further
online, or inline, application now attracting significant interest is the characterisation
of the flow behaviour, or rheology, of process fluids [64].

Consumers are familiar with the informal concept of thickness, often perceived as
a measure of quality or concentration [65]; premium yoghurts are described as ‘thick
and creamy’, whilst consumers are charged a premium for ‘thick’ bleach. Furthermore,
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Fig. 1.6: Summary of magnetic field strengths, including photographs showing typical
hardware encountered at those strengths. The ranges encompassing Earth’s field (20–
65 µT), very-low (65 µT–50 mT), low (50 mT–1 T), intermediate (1–3 T), and high-field
(> 3 T) are indicated, with very-low a subsection of the low-field regime. Adapted from
Mitchell et al. [61].

many industrial processes—including spraying, mixing, drying, and coating—are sensi-
tive to the rheology of process fluids [66]. In Section 1.1.1, for example, the application
of MR techniques to study the drying mechanism in the manufacture of a catalysed
DPF was described. Whilst an improved understanding of the drying mechanism would
ensure a uniform coating of catalyst on the surface of the DPF, the coating thickness is
known to be sensitive to the rheology of the slurry. This may be influenced by the pH
value of the slurry and the catalyst and/or binder concentration [67–69]. The optimi-
sation of product properties therefore requires an accurate measurement of rheology.

The rheology of simple fluids is well understood; the linear relationship between
shear stress and shear rate can be characterised by a single, temperature- and pressure-
dependent shear viscosity, where an increase in shear viscosity represents an increase
in the resistance of a fluid to flow. Furthermore, the shear viscosity of so-called New-
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tonian fluids can be accurately characterised using conventional rheometry methods.
However, a number of process fluids—from adhesives and polymers, to foodstuffs and
paints—exhibit a non-linear relationship between shear stress and shear rate. Paint, for
example, demonstrates a decrease in shear viscosity with an increase in shear rate. The
rheology of so-called complex fluids is, therefore, of both practical and fundamental
interest [70].

Complex fluids contain structures on the mesoscopic scale, between molecular and
macroscopic and ranging from 10 nm to 10 µm, often referred to as microstructure [71].
The length scales associated with complex fluids, when compared to molecular dimen-
sions, can lead to interactions between the flow field and microstructure. Therefore,
changes in the flow field may induce changes in the microstructure which can, in turn,
induce additional changes in the flow field [72]. Due to this coupling between the mi-
crostructure and flow field, complex fluids typically exhibit non-Newtonian behaviour
including a shear dependence of shear viscosity (as described previously for paint) and
viscoselasticity (both solid- and liquid-like behaviour). For many fluids, this non-linear
behaviour can be described using a model relating shear stress and shear rate, however,
the characterisation of such behaviour using conventional rheometry methods can be
problematic due to flow heterogeneities and discontinuities which may arise during the
measurement [73]. For a more complete introduction to complex fluids, the interested
reader is directed towards the texts of Larson [70] and Gelbart and Ben-Shaul [71].

The potential application of high-field MR for the study of the rheology of complex
fluids has long been realised [74]. Dynamic MR imaging has successfully been applied
for the purpose of rheological characterisation and also for the study of shear banding,
wall slip, and particle migration [72]. In contrast, applications of low-field MR for this
purpose are limited [64]. Undoubtedly, low-field MR has the potential to revolutionise
rheological characterisation in industrial applications—facilitating the transition from
offline to online, or inline, characterisation—thus ensuring the optimisation of product
properties through process control. For completeness, an introduction to rheological
characterisation is provided in Section 1.2.

1.2 Rheological characterisation

The study of a fluid subjected to flow is termed rheology. Two different, though often
interconnected, areas of rheology exist depending on whether the fluid under study is
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subjected to shear or extensional flow. In shear flow, adjacent molecules move over or
past each other, whereas in extensional flow, adjacent molecules move away from or
towards each other. The difference between shear and extensional flow is demonstrated
schematically in Fig. 1.7. This section aims to provide an introduction to shear flow,
with the interested reader directed towards the comprehensive textbooks of Collyer
and Clegg [66] and Barnes [75] for a more detailed description of extensional flow.

(a)
v

F

y

(b)

vF

y

Fig. 1.7: A schematic representation of (a) shear and (b) extensional flow, where F is
the force creating or created by the flow, of velocity v, and v is a function of position,
y, from a fixed surface.

Figure 1.7(a) shows that the velocity, v, of a fluid under shear increases linearly
with distance, y, from a fixed surface, with the gradient of velocity, termed shear rate
and denoted γ̇, given by v/y. The force per unit area corresponding to γ̇, referred to as
shear stress and denoted τ , is given by F/A, where A is the area over which the force
is applied. Rheometry involves the characterisation of τ with respect to γ̇, commonly
referred to as the flow curve, where

τ ∝ γ̇. (1.1)

The characterisation of the flow curve using conventional rheometry methods can be
achieved by measuring shear stress for a controlled shear rate, or, conversely, mea-
suring shear rate for a controlled shear stress. Whilst a comparison of the advantages
and disadvantages of controlled-rate and controlled-stress rheometry will not be pro-
vided here, the interested reader is directed towards the journal article of Brunn and
Asoud [76]. In the following discussion, controlled-rate rheometry will be assumed.
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Flow is resisted by internal friction, a result of molecular momentum transfer and
intermolecular forces [77]. In gases, the contribution due to intermolecular forces is
small, with internal friction dominated by molecular momentum transfer; the greater
the molecular momentum transfer, the greater the internal friction. Conversely, inter-
molecular forces dominate the internal friction of liquids; the stronger the intermolec-
ular forces between the molecules, the greater the internal friction. For example, polar
molecules demonstrate a greater internal friction than non-polar molecules, although
internal friction can also be affected by other factors, including the shape, size, and
structure of the molecules [78]. Internal friction is also known to be affected by the
microstructure [79]. To quantify internal friction, i.e. the resistance of a fluid to flow,
Newton [80] introduced the concept of shear viscosity, denoted η, where

η = τ

γ̇
. (1.2)

Therefore, for a given shear stress, an increase in shear viscosity is responsible for a
decrease in shear rate. Similarly, for a given shear rate, an increase in shear viscosity
is responsible for an increase in shear stress. Shear viscosity information is required by
process engineers for process control, while design engineers use shear viscosity infor-
mation for process optimisation and the determination of dimensionless groups, such
as Reynolds number [81]. For the case of a fluid demonstrating Newtonian rheology,
shear viscosity is independent of shear rate and the flow curve can be characterised
by a single shear viscosity, such that

τ (γ̇) = ηγ̇. (1.3)

Examples of fluids demonstrating Newtonian rheology include water and glycerol.
The shear viscosity of glycerol, on the order of 1 Pa s, is three orders of magnitude
greater than that of water, which has a shear viscosity at room temperature of 1 mPa s.
Glycerol is more viscous than water; the elongated shape of the polar glycerol molecules
allow them to become entangled, increasing the resistance to flow.

Shear viscosity is independent of shear rate for only a small number of fluids; the
shear viscosity of many fluids will increase or decrease with an increase in shear rate.
The flow curves of these so-called non-Newtonian fluids cannot be accurately described
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using Eq. (1.3), and therefore alternative expressions are required. Constitutive equa-
tions, or rheological equations of state, are relatively simple expressions that describe
the flow curves of non-Newtonian fluids in terms of rheological parameters. These
expressions, or models, may be empirical, theoretical, or based on a structural under-
standing [82]. A significant number of models have been developed to characterise the
flow curves of many non-Newtonian fluids over a wide range of shear rates. For ex-
ample, the Cross model [83] describes η (γ̇) for a fluid whose shear viscosity decreases
with increasing shear rate according to

η (γ̇) − η∞

η0 − η∞
= 1

1 + (Cγ̇)m , (1.4)

where η0 and η∞ refer to the asymptotic values of shear viscosity at very low and very
high shear rates, respectively, with C the Cross time constant and m a dimensionless
Cross rate constant. Other popular models include, but are not limited to, the Car-
reau [84] and Carreau–Yasuda [85] models. Assuming η � η0 and η � η∞, the Cross
model simplifies to

η (γ̇) = η0

(Cγ̇)m , (1.5)

which, with K = η0/C
m and n = 1 −m, reduces to the Ostwald–de Waele, or power-

law, model [86]:

η (γ̇) = Kγ̇n−1, (1.6)

or

τ (γ̇) = Kγ̇n, (1.7)

where K represents the consistency factor, which quantifies the shear viscosity of the
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fluid at a shear rate of 1 s−1, and n is the dimensionless flow behaviour index. According
to Eq. (1.7), the linear contributions to τ (γ̇) for a power-law fluid are captured by K,
whilst the non-linear contributions are captured by n. The non-linear contributions,
shown in Fig. 1.8, may fall into one of three categories:

• n = 1. Non-linear contributions to the shear stress response become zero and
the shear viscosity becomes independent of the shear rate, i.e. Newtonian, with
Eq. (1.7) reducing to Eq. (1.3).

• n < 1. A decrease in shear viscosity with an increase in shear rate is known as
shear-thinning, or pseudo-plastic, behaviour, corresponding to an n value of less
than unity. The smaller the value of n, the greater the degree of shear-thinning
behaviour. For the example shown in Fig. 1.8(b), n = 0.5 such that the shear
viscosity decreases by one order of magnitude across an increase in shear rate of
two orders of magnitude.

Shear-thinning behaviour is often attributed to the alignment of molecules and/or
particles with the direction of flow, deflocculation, or a temporary rearrangement
of the microstructure in suspension and emulsion flow [87]. Examples of fluids
that demonstrate such behaviour include mayonnaise and aqueous xanthan gum
solution, with the latter investigated in Chapter 3.

• n > 1. For a fluid demonstrating shear-thickening, or dilatant, behaviour, shear
viscosity increases with increasing shear rate, corresponding to an n value greater
than unity. The larger the value of n, the greater the degree of shear-thickening
behaviour. For the example shown in Fig. 1.8(b), n = 1.5 such that the shear
viscosity increases by one order of magnitude while the shear rate increases by
two orders of magnitude.

Although the mechanisms of shear-thickening behaviour remain unclear [88–92],
it has been suggested that such behaviour will always be observed for concen-
trated suspensions, for example corn starch-in-water [93,94], across an appropri-
ate range of shear rates; this range dependant upon phase volume, particle size
and shape, and the shear viscosity of the continuous phase [95]. Shear-thickening
behaviour will not be considered further in this thesis, with the interested reader
directed towards the review articles of Barnes [95] and Brown and Jaeger [96]
for more information.
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Fig. 1.8: Plots to show the relationship between shear rate and (a) shear stress and
(b) shear viscosity for three example fluids demonstrating Newtonian and power-law
behaviour; ( ) n = 1.0, ( ) n = 0.5, and ( ) n = 1.5. The data were simulated
across a shear rate range of 1–100 s−1 using Eqs. (1.2) to (1.7) with K = 1 Pa sn.

If η � η0 but η 6� η∞, the Cross model instead simplifies to the Sisko model [97]:

η (γ̇) = η∞ + η0

(Cγ̇)m , (1.8)

which, with redefinition of the rheological parameters, reduces to the Herschel–Bulkley
model [98]:

τ (γ̇) = τ0 +Kγ̇n, (1.9)

where τ0 is the yield stress of the fluid under study, i.e. the stress at which the fluid
begins to flow. Therefore, the fluid behaves as a solid below τ0, such that γ̇ = 0 s−1

for τ ≤ τ0, but a liquid above τ0. Despite the controversial concept of τ0 as a material
property [99–102], it nevertheless provides a convenient way for engineers to model, or
predict, flow behaviour for process design and operation [103]. Note that when n = 1,
Eq. (1.9) simplifies to the Bingham model [104].

In industrial applications, a fluid may encounter a wide range of shear rates span-
ning up to twelve orders of magnitude; from 10−6–10−4 s−1 during sedimentation up to
105–106 s−1 during high-speed coating [75]. It is important to note that, in most cases,
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Fig. 1.9: Plots to show the relationship between shear rate and (a) shear stress and (b)
shear viscosity for an example fluid; where n = 0.2, η0 = 100 Pa s, η∞ = 0.01 Pa s, and
K = 1 Pa sn. The data were simulated using ( ) Cross, ( ) power-law, and ( ) Sisko
models and have been vertically shifted for clarity.

constitutive equations are unable to accurately describe the rheology of a fluid over an
infinite shear rate range. To demonstrate this, Fig. 1.9 compares the Cross, power-law,
and Sisko models for an example fluid across a shear rate range of 10−4–104 s−1; a fluid
whose rheology can be accurately described using the Cross model can be described
using the power-law model over a finite shear rate range of only 0.1–10 s−1. Caution
must therefore be exercised to ensure that the rheology of the fluid under study, across
the experimental shear rate range, can be accurately described using the selected rheo-
logical model. Large errors may ensue if the model is insufficient to accurately describe
the rheology of the fluid under study, thus requiring a different model to be selected or
the experimental procedure modified to adjust the range of shear rates investigated.

Aside from the variation of shear viscosity with shear rate, shear viscosity can, for
a fixed shear rate, be affected by a number of factors, including:

• Time. The continuous decrease of shear viscosity with time, when flow is ap-
plied to a sample that was initially at rest, and the subsequent recovery, when the
flow is discontinued, is called thixotropy [105]. Many suspensions and emulsions
demonstrate thixotropic behaviour, including blood [106] and ice cream [107],
with such behaviour often attributed to a temporary rearrangement of the mi-
crostructure [79]. A number of models have been developed to describe thixotropic
behaviour, including, but not limited to, the Weltmann [108] and Tiu-Boger [109]
models.
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Although less common than thixotropy, an increase in shear viscosity with time
can also occur, called anti-thixotropy, often due to temporary flocculation [79].
For a more complete discussion on thixotropy and anti-thixotropy, the interested
reader is directed towards the general reviews of Mewis [110] and Barnes [87].

• Temperature. Shear viscosity decreases with an increase in temperature, often
attributed to a decrease in the strength of the intermolecular forces with increas-
ing volume. Such behaviour can be approximated, over a suitable temperature
range, according to the Arrhenius relationship [111]:

η = a exp
[
b

T

]
, (1.10)

where T is the absolute temperature of the fluid and a and b are constants de-
pendant on the fluid under study, although other relationships have also been
proposed [112]. For the case of water, at room temperature, a temperature fluc-
tuation of ±1 ◦C is responsible for a change in shear viscosity of ±3% [75].

• Pressure. The shear viscosity of many fluids increases exponentially with in-
creasing pressure due to an increase in the strength of the intermolecular forces
with decreasing volume. Water, below a temperature of 33 ◦C, is an exception to
this rule, with shear viscosity first decreasing with pressure before subsequently
increasing [113]. Nevertheless, at (or near to) atmospheric pressure, any changes
in shear viscosity are negligible [75].

In the present thesis, unless otherwise stated, isothermal and isobaric conditions are
ensured to negate temperature- and pressure-dependent rheology, respectively. Note
that only controlled-rate rheometry was considered in this discussion. Similar deriva-
tions may be performed for controlled-stress rheometry by using, for example, the Ellis
model [114].

1.3 Scope of thesis

The aim of the present thesis is the development and application of MR techniques for
the study of product properties, thus enabling accurate process control and optimisa-
tion or the development and refinement of theoretical models. Firstly, two acquisition
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and processing strategies are developed to enable the online, or inline, rheological char-
acterisation of process fluids in real-time using MR. The suitability of these strategies
for the rheological characterisation of a real process fluid, as used by Johnson Matthey
(JM) in the manufacture of catalysed DPFs (cDPFs), is considered. Secondly, MR is
used to provide insight into the origins and mechanisms of colloidal gel collapse, which
limits the shelf-life of many industrial products. To this end, this thesis is arranged as
follows:

Chapter 2 provides an introduction into the background and theory of MR—
including spectroscopy, relaxometry, imaging, and dynamics—using firstly a quantum
mechanical description of spin behaviour before adopting vector notation. An overview
of MR rheometry is also provided.

Chapter 3 describes the development of an approach using cumulant analysis and
dynamic MR to enable the estimation of n describing the rheology of fluids demon-
strating power-law rheology using only single-axis gradient hardware in a pipe flow
geometry. Simulation experiments are performed to determine the minimum number
of data points required to be sampled to ensure accurate parameter estimation, before
experimental validation is performed on a model power-law fluid of xanthan gum-in-
water using MR and conventional rheometry methods.

Chapter 4 extends the methodology developed in Chapter 3 to enable the rheo-
logical characterisation of Herschel–Bulkley fluids. Numerical simulation experiments
indicate that cumulant analysis is unsuitable for use with Herschel–Bulkley fluids due
to the interdependence between the Herschel–Bulkley rheological parameters. To this
end, an alternative approach utilising Bayesian analysis is developed. Bayesian analy-
sis is a probabilistic approach that does enable the unambiguous determination of the
Herschel–Bulkley rheological parameters.

Chapter 5 uses the Bayesian analysis approach developed in Chapter 4. Numeri-
cal simulation experiments are performed to determine the minimum number of data
points required to be sampled for accurate parameter estimation. Experimental vali-
dation is performed on a model Herschel–Bulkley fluid of Carbopol 940-in-water using
MR and conventional rheometry methods.

Chapter 6 assesses the suitability of the methodologies developed in Chapters 4
and 5 to enable the study of a real process fluid provided by JM. The process fluid
under study is an alumina-in-acetic acid washcoating slurry used in the manufacture
of cDPFs. Conventional rheometry is used to characterise the rheology of this particle-
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laden process fluid and characterisation is also performed using MR rheometry; namely
MR flow imaging and Bayesian MR. An issue associated with the use of real, particle-
laden process fluids is described.

Chapter 7 investigates the ageing and ultimate gravitational collapse of depletion-
induced colloidal gels. The experimental state diagram obtained using visual observa-
tions is mapped onto a theoretical state diagram obtained from computer simulations
and theoretical calculations, and the discrepancies between these two approaches are
considered. To extend visual observations, MR imaging is applied to provide a quan-
titative, spatio-temporally resolved measurement of colloid volume fraction in these
rapidly collapsing gels. MR imaging reveals that gravitational gel collapse is initiated
by processes at the top of the sample.

Chapter 8 extends work described in Chapter 7 by investigating the gravitational
collapse of colloidal gels using 2D MR imaging. Spatio-temporally resolved measure-
ments of colloid volume fraction, and the height of the gas-liquid interface, are used to
reveal that gravitational gel collapse is initiated by processes at the top of the sample
and at the wall. Onset times and rates of subsequent gravitational gel collapse are also
quantified.

Chapter 9 provides a summary of the conclusions and gives recommendations for
future work.
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Chapter 2

Magnetic resonance theory

Magnetic resonance (MR) is a highly versatile technique involving the manipulation
of nuclear spin, with spin a fundamental property of all sub-atomic particles. The four
main elements of MR, as introduced in Section 1.1, are:

• Spectroscopy. The frequency of the signal is dependent upon the local chemical
environment, whilst the intensity of the signal is proportional to the nuclear spin
density. This may be used to elucidate chemical structure.

• Relaxometry. Signal relaxation, the rate at which the signal returns to thermal
equilibrium, is sensitive to the local physical environment. This may be used to
provide an insight into microstructure.

• Imaging. The position of the emitting nuclei can be determined non-invasively
through the application of a spatially-dependent external magnetic field, or mag-
netic field gradient, to study macrostructure.

• Dynamics. A series of magnetic field gradients may be used to study the dis-
placements of emitting nuclei over a specified observation time. This enables the
investigation of both coherent and incoherent motion.

In this Chapter, the basic principles of the four main elements of MR are introduced.
A quantum mechanical approach is initially employed to describe the physical basis
of these measurements, before a more intuitive vector model is then adopted. Only
the basic theory is presented. A more comprehensive description of MR is presented
in the literature [1,2] and, in the cases where standard techniques have been modified,
the relevant Chapters of this thesis.
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2.1 Basic principles of MR

2.1.1 Nuclear spin and Zeeman splitting

Magnetic resonance (MR) involves the manipulation of nuclear spin. Spin is an intrinsic
form of angular momentum and fundamental property of all sub-atomic particles, with
nuclear spin described by the spin quantum number, I, and quantised in increments of
1/2. The phenomenon of nuclear spin arises due to unpaired nucleons, i.e. odd numbers
of protons or neutrons, each of which are spin-1/2 and may be positive or negative. For
example, a hydrogen nucleus (1H) consists of a single unpaired proton and is spin-1/2,
whilst a deuterium nucleus (2H) also contains an unpaired neutron and is spin-1.

E �E =
1

2⇡
h�B0

mI = �1/2

mI = +1/2

Fig. 2.1: An energy level diagram showing the Zeeman splitting of a spin-1/2 nucleus,
where +1/2 and −1/2 are the low and high energy spin states, respectively.

A nucleus may adopt one of 2I + 1 spin states between −I and I, as defined by the
magnetic quantum number, mI. Therefore, 1H can occupy two spin states; mI = ±1/2.
In the absence of a magnetic field, the spin states are degenerate, i.e. all spin states
are of equal energy. This degeneracy is broken in the presence of a magnetic field, with
each spin state occupying a different energy level, E, as given by

E = − 1
2πhγmIB0, (2.1)

where h is Planck’s constant, γ is the gyromagnetic ratio of the nucleus under study,
and B0 is the strength of the external magnetic field, B0, aligned with the z-axis. This
phenomenon is known as Zeeman splitting. Figure 2.1 shows the Zeeman splitting of
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the spin states of a spin-1/2 nucleus. A transition between two adjacent, non-degenerate
spin states, i.e. ∆mI = ±1, is possible by the absorption or emission of a photon:

∆E = 1
2πhγB0, (2.2)

where ∆E is the energy required to induce a transition between spin states. Only the
difference in the populations of these spin states is observable using MR. Therefore,
only nuclei with a non-zero net spin are MR active. It is for this reason that several
common nuclei such as carbon (12C) and oxygen (16O) are unsuitable for study using
MR. Although a number of the isotopes of these nuclei are MR active, the low natural
abundance of such isotopes reduces the sensitivity of the measurement, i.e. a reduction
in the signal-to-noise ratio (SNR). The natural abundance of 13C, for example, is only
1.07%.

The difference in the populations between the low energy spin state, N+1/2, and the
high energy spin state, N−1/2, of a spin-1/2 nucleus at thermal equilibrium with B0 is
given by a Boltzmann distribution:

N−1/2

N+1/2

= exp
[

−∆E
kT

]
, (2.3)

where k and T represent Boltzmann’s constant and the absolute temperature, respec-
tively. The low energy spin state is more populous than the high energy spin state;
for a sample at room temperature and an external field strength of 7 T, the relative
difference between low and high energy spin state populations is around 1 in 105. This
small difference is responsible for the inherent lack of sensitivity of MR. Due to the
large number of nuclei contained within a sample, it is possible to consider the pop-
ulation difference as a bulk property, i.e. averaged over the large spin ensemble, and
thus define a net magnetisation vector, M. This is known as the Bloch vector model
and allows M to be described in terms of classical mechanics [3]. The evolution of M
with time, t, in the presence of B0 may now be described as

dM
dt = M × γB0, (2.4)
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which, for a static magnetic field aligned with the z-axis, gives

ω0 = γB0, (2.5)

where ω0 is the Larmor frequency, ω, at B0, and ω0 = 2πν0, with ν0 the corresponding
cyclic frequency, ν. Equation (2.5) implies that M precesses about an applied magnetic
field at a rate proportional to B; a packet of nuclear spins experiencing the same B is
called an isochromat. At B0 = 7 T, ν0 = 300 MHz for the 1H resonance.

2.1.2 Excitation, detection, and the rotating frame

At thermal equilibrium, M is aligned with B0 along the z-, or longitudinal, axis. For
signal detection, M must be perturbed from equilibrium such that a component of M
acts in the xy-, or transverse, plane; a process termed excitation. During this process, a
temporary magnetic field, B1, is applied perpendicular to B0 through the application of
a pulse of radiofrequency (r.f.) radiation. It is important that B1 oscillates in resonance
with the precession about B0 to induce the transition between spin states. Under these
conditions, M is perturbed from equilibrium due to the simultaneous precession of M
about B0 and B1. Note that the frequency, ω1, at which M precesses about B1 is lower
than ω0 as B1 is weaker than B0, with B1 the strength of B1.

(a)

M

z

xy

(b) z

xy

(c) z
′

x
′

y
′

Fig. 2.2: The net magnetisation vector (a) at thermal equilibrium withB0 and following
the application of an r.f. pulse along the y′-axis, as shown in the (b) laboratory and
(c) rotating frames of reference. The x′y′-plane rotates about z′ at ω0, and the dashed
lines ( ) show the path of M, as defined.

The complex precession of M about both B0 and B1 is difficult to describe in the
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fixed, or laboratory, frame of reference. For this reason, a rotating frame of reference is
adopted. In the rotating frame, the transverse plane is considered to rotate about the
z-axis at a frequency of ω0. The effect of B1, or the r.f. pulse, in the rotating frame of
reference is a simple rotation of M about the axis along which the pulse is applied, as
shown in Fig. 2.2. By controlling the power and duration of the r.f. pulse it is possible
to control the rotation, θ, of M about B1, with

θ = γB1tpulse (2.6)

and where tpulse is the duration of the r.f. pulse. As shown in Fig. 2.3, the transverse
components of the net magnetisation vector, denoted Mx,y, may be maximised through
the application of an r.f. pulse to rotate M by 90°, commonly referred to as an excita-
tion pulse. Alternatively, a 180° r.f. pulse, termed an inversion pulse, may be applied
to invert the longitudinal component of the net magnetisation vector, Mz.

(a) z
′

x
′

y
′

(b) z
′

x
′

y
′

(c) z
′

x
′

y
′

Fig. 2.3: The net magnetisation vector (a) at thermal equilibrium withB0 and following
the application of (b) 90° excitation and (c) 180° inversion pulses, respectively.

Following the application of a 90° excitation pulse, the precession of M about B0

at ω0 causes Mx,y (t) to induce a voltage in a coil aligned parallel with the transverse
plane, with the voltage induced in the coil proportional toMx,y (t). Voltage is converted
into a signal which is detected in quadrature, requiring the signal to be sampled in
both the x- and y-directions, to provide both magnitude and phase information. The
resulting free induction decay (FID) decays exponentially to 0 due to the return of M
to thermal equilibrium with B0. This process, termed relaxation, is discussed in detail
in Section 2.1.3. Figure 2.4(a) shows the pulse-acquire pulse sequence, complete with
the time-domain FID signal. Note that in the simplest case, pulse sequences describe
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the series of r.f. pulses applied during a particular experiment to achieve the desired
result. A Fourier transform of the time-domain FID signal provides a frequency-domain
spectrum of the sample under study. Figure 2.4(b) shows the spectrum corresponding
to the FID signal shown in Fig. 2.4(a). Due to the requirement of the Fourier transform
and digitisation of the FID signal, a sampling frequency of at least twice the maximum
frequency under study must be selected [4]. The sampling frequency, or sweep width,
is defined by the dwell time, td, which characterises the delay between the sampling
of successive points in the FID signal. Sweep width is given by 1/td.

(a)

r.f.

90◦

t

(b)

ν

ν0

Fig. 2.4: (a) A pulse-acquire pulse sequence showing a 90° excitation pulse followed
by an oscillating time-domain FID signal demonstrating an exponential decay of the
signal due to relaxation. (b) The corresponding frequency-domain spectrum showing
a single (Lorentzian) distribution of frequencies at ν0, often referred to as a peak. The
spectrum is obtained following the Fourier transform of the FID signal.

The SNR of a time-domain signal is improved through signal averaging; the signal
increases linearly with the number of averages, N , whilst the noise increases with

√
N .

For this reason, SNR increases with
√
N . Any increase in SNR using signal averaging,

however, is limited due to practical constraints, with the experimental acquisition time
proportional to N .

2.1.3 Relaxometry

During the application of a 90° excitation pulse, energy is provided necessary to induce
the transition between spin states. The process by which the spins return to thermal
equilibrium, as defined by Eq. (2.3), is termed relaxation. Relaxation is an important
element of MR, required for the design of experimental procedure and the elucidation of
microstructure. The two mechanisms of relaxation will now be discussed; namely spin-
lattice and spin-spin relaxation. For a more complete discussion of MR relaxometry,
the interested reader is directed towards the textbooks of Levitt [5] and Keeler [6].
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Spin-lattice relaxation

The return of Mz to thermal equilibrium with B0 is known as spin-lattice relaxation.
During spin-lattice relaxation, interactions between the individual spins and the exter-
nal environment, i.e. the lattice, are responsible for energy transfer. This transfer may
result in the translation, rotation, or internal motion of molecules within the lattice.
Spin-lattice relaxation, characterised by time constant T1, is expressed as

dMz

dt = −(Mz −M0)
T1

, (2.7)

where M0 is the magnitude of M in thermal equilibrium with B0. Note that T1 repre-
sents the time taken for Mz (t) to recover from 0 to 63.2% of M0. Assuming the initial
condition Mz (0), Eq. (2.7) becomes

Mz (t) = Mz (0) exp
[
− t

T1

]
+M0

(
1 − exp

[
− t

T1

])
. (2.8)

The estimation of T1 is commonly achieved using either saturation or inversion recov-
ery. During saturation recovery, a series of 90° excitation pulses are applied to saturate
the spin ensemble, such that Mz (0) = 0 and

Mz (t) = M0

(
1 − exp

[
− t

T1

])
. (2.9)

Following saturation, spin-lattice relaxation is responsible for the exponential recovery
of Mz (t) from 0 to M0. After a short delay, τ , a 90° excitation pulse is applied to rotate
Mz (t) into the transverse plane and the signal is detected. By adjusting the duration
of τ it is possible to characterise the extent of spin-lattice relaxation, with the least
squares regression of Eq. (2.9) to the experimental dataset used to provide an estimate
of T1. An accurate estimate of T1 is required for the design of experimental procedure,
with a recycle time of 5 times T1 necessary to ensure the recovery of Mz (t) to 99.3%
of M0. Due to the sensitivity of the recycle time, i.e. experimental acquisition time, to
T1, it is often desirable to reduce T1 by adding paramagnetic ions, such as gadolinium
or dysprosium, containing unpaired electrons.
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(a)

r.f.

180◦ 90◦
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τ

(b) z
′
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′
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y
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(d) z
′

x
′

y
′

(e) z
′

x
′

y
′

Fig. 2.5: (a) An inversion recovery pulse sequence: (b) Mz equals M0 at thermal equi-
librium with B0; (c) the 180° pulse inverts M, with Mz (0) equal to −M0; (d) following
inversion, spin-lattice relaxation is responsible for the exponential recovery of Mz (t)
from −M0 to M0; (e) after a short delay, τ , a 90° excitation pulse rotates M into the
transverse plane for signal detection. The extent of spin-lattice relaxation, studied by
adjusting the duration of τ , is used to provide an estimate of T1.

An alternative, more common approach to T1 characterisation is inversion recovery,
performed using the pulse sequence shown in Fig. 2.5 [7]. Unlike saturation recovery,
a 180° inversion pulse is initially applied, such that Mz (0) = −M0 and

Mz (t) = M0

(
1 − 2 exp

[
− t

T1

])
. (2.10)

An estimate of T1 is achieved by adjusting the duration of τ before the application of
a 90° excitation pulse and the subsequent least squares regression of Eq. (2.10) to the
experimental dataset. For spin-lattice relaxation to occur, an individual spin requires
a local magnetic field in the transverse plane oscillating at, or near to, ω0 to induce
a transition between spin states. This local magnetic field is commonly generated by
the reorientation of a dipolar interaction due to molecular motion, or tumbling. Spin-
lattice relaxation is, therefore, dependent on the distribution of tumbling frequencies.
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Spin-spin relaxation

The fluctuating local magnetic fields generated during molecular tumbling cause local
variations in B0 and ω0. Therefore, following the application of a 90° excitation pulse,
Mx,y (t) decays to 0 due to a loss of phase coherence, i.e. through dephasing of the spin
ensemble. In the rotating frame of reference, those isochromats experiencing a higher-
than-average ω0 are observed to accrue a positive phase shift whilst those experiencing
a lower-than-average ω0 accrue a negative phase shift. This process is known as spin-
spin relaxation and expressed as

dMx,y

dt = −Mx,y

T2
, (2.11)

where T2 is a time constant representing the time taken for Mx,y (t) to decay to 36.8%
of Mx,y (0). For the initial condition Mx,y (0) = M0, Eq. (2.11) becomes

Mx,y (t) = M0 exp
[
− t

T2

]
. (2.12)

The estimation of T2, which can be achieved using a number of different approaches, is
discussed in Section 2.1.4. Spin-spin relaxation is caused by fluctuating local magnetic
fields in any orientation and at any frequency, with T2 always less than, or equal to,
T1. The transient nature of the local variations in ω0 means that spin-spin relaxation
is irreversible.

Although inhomogeneities in B0 are minimised, or shimmed, using a shim magnetic
field, it is impossible to render B0 perfectly homogeneous. In addition to the dephasing
of the spin ensemble caused by spin-spin relaxation, such dephasing may also occur
due to local variations in ω0 resulting from inhomogeneities in B0. For this reason, it is
necessary to define an apparent spin-spin relaxation time constant, T ∗

2 , which combines
both true spin-spin relaxation and relaxation due to B0 field inhomogeneities, with

1
T ∗

2
= 1
T2

+ 1
T ′

2
, (2.13)

where T ′
2 characterises dephasing due to B0 inhomogeneity. Note that T ∗

2 approaches T2
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as T ′
2 tends to infinity, i.e. as B0 becomes homogeneous. Apparent spin-spin relaxation

is responsible for the exponential decay of the time-domain FID signal and defines the
extent of line broadening in the frequency-domain MR spectrum, as given by

T ∗
2 = 1

π∆ν , (2.14)

where ∆ν is the full width of the peak at half the peak maximum. From Eq. (2.14),
a decrease in T ∗

2 , caused by a reduction in either T2 or T ′
2, is responsible for increased

line broadening in the MR spectrum. Line broadening limits the spectral resolution in
MR spectroscopy and causes a reduction in spatial resolution in MR imaging. Unlike
the local variations in ω0 caused by molecular tumbling, the local variations in ω0

due to B0 field inhomogeneities do not change appreciably over the experimental time
scale. Therefore, the relaxation of Mx,y (t) resulting from B0 field inhomogeneities is
reversible through the use of echoes, as described in Section 2.1.4.

2.1.4 Echoes

Spin-spin relaxation and B0 field inhomogeneities are responsible for the dephasing of
the spin ensemble at a rate characterised by T ∗

2 ; in the rotating frame of reference,
isochromats experiencing a higher-than-average B0 accrue a positive phase shift whilst
those experiencing a lower-than-average B0 accrue a negative phase shift. This limits
the time available for signal encoding and acquisition. Fortunately, dephasing can be
mitigated through the application of echoes; namely spin and stimulated echoes.

Spin echo

The spin, or Hahn, echo pulse sequence is shown in Fig. 2.6 [8]. During a spin echo, a
90° excitation pulse is initially applied to rotate M into the transverse plane. Following
excitation, spin-spin relaxation and B0 field inhomogeneities cause the dephasing of
the spin ensemble at a rate defined by T ∗

2 . After a short delay, τ , a 180° pulse is applied
to invert Mx,y (t) and the accrued phase shifts. Inhomogeneities in B0 remain unaltered
and the spin ensemble rephases at a rate defined by T ′

2 such that, at a time 2τ after
excitation and assuming no molecular displacement, dephasing of the spin ensemble
due to B0 field inhomogeneities is rephased and a spin echo is formed. For this reason,
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a 180° pulse following a 90° excitation pulse is known as a refocusing pulse. Dephasing
resulting from spin-spin relaxation is not rephased during a spin echo, enabling the
extent of spin-spin relaxation to be characterised by adjusting the duration of τ . The
least squares regression of Eq. (2.12) to the experimental dataset provides an estimate
of T2.

(a)

r.f.

90◦ 180◦

t

τ τ

(b) z
′

x
′

y
′

(c) z
′

x
′

y
′

(d) z
′

x
′

y
′

(e) z
′

x
′

y
′

(f) z
′

x
′

y
′

(g) z
′

x
′

y
′

Fig. 2.6: (a) A spin echo pulse sequence: (b) Mz equals M0 at thermal equilibrium with
B0 and Mx,y is 0; (c) the 90° excitation pulse rotates M into the transverse plane, with
Mx,y (0) equal to M0; (d) following excitation, B0 field inhomogeneities are responsible
for the dephasing of the spin ensemble, causing the relaxation of Mx,y (t) from M0 to
0; (e) after a short delay, τ , a 180° pulse is applied to rotate M about the y′-axis and
invert the accrued phase shifts; (f) following the 180° pulse, B0 field inhomogeneities
are responsible for the rephasing of the spin ensemble, causing the recovery of Mx,y (t)
from 0 to M0; (g) at a time τ after application of the 180° pulse, the spin ensemble is
in phase, with Mx,y (t) equal to M0. Note that spin-spin relaxation has been ignored
in this description of a spin echo.
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r.f.

90◦ 180◦ 180◦ 180◦

t

τ τ τ τ τ τ

Fig. 2.7: A CPMG pulse sequence, showing a 90° excitation pulse followed by a train
of N 180° refocusing pulses, where N = 3, with a spin echo formed every 2Nτ after
excitation. The dashed line ( ) shows the resulting envelope of T2 relaxation.

For long τ , an incomplete rephasing of the spin ensemble may result due to molecu-
lar displacement; the phase shift accrued between 0 and τ , i.e. the 90 and 180° pulses,
due to B0 field inhomogeneities may differ to that accrued between τ and 2τ , i.e. the
180° pulse and the spin echo. To minimise the effect of molecular displacement, a more
common approach to T2 estimation involves a very short τ and the application of a
train of 180° refocusing pulses. Following the formation of a spin echo as described,
the spin ensemble again dephases at a rate defined by T ∗

2 due to spin-spin relaxation
and B0 field inhomogeneities. The application of a second 180° refocusing pulse, at a
time τ after spin echo formation, may be used once again to rephase the spin ensemble
at a rate defined by T ′

2. A train of 180° refocusing pulses may thus be applied to con-
tinuously refocus the spin ensemble for a fixed τ , with a spin echo formed every 2Nτ
after excitation and where N represents the number of 180° refocusing pulses. Using
this approach, the extent of spin-spin relaxation can be characterised by increasing N .
The Carr–Purcell Meiboom–Gill (CPMG) pulse sequence [9,10] used for this purpose
is shown in Fig. 2.7, where an estimate of T2 is obtained by performing a least squares
regression of Eq. (2.12) to the resulting envelope of T2 relaxation.

Stimulated echo

Although dephasing of the spin ensemble due to B0 field inhomogeneities is completely
rephased during the formation of a spin echo, dephasing resulting from spin-spin re-
laxation causes a reduction in SNR and limits the time available for signal encoding
and acquisition. These effects may be mitigated through the use of a stimulated echo,
as demonstrated in Fig. 2.8 [11]. During a stimulated echo, a 90° excitation pulse is
initially applied to rotate M into the transverse plane. Following excitation, spin-spin
relaxation and B0 field inhomogeneities are responsible for the dephasing of the spin

44



Taking magnetic resonance into industrial applications

ensemble at a rate defined by T ∗
2 . After a short delay, τ , a second 90° pulse is applied

to rotate Mx (t) (or My (t)) into the −z-axis such that no further dephasing due to
spin-spin relaxation can occur. Instead, Mz (t) returns to thermal equilibrium with B0

due to spin-lattice relaxation. Although only one component of Mx,y (t) can be stored
in the −z-axis, an increase in SNR is associated with a stimulated echo if T1 � T2.
After tstore, a final 90° pulse is applied to rotate Mz (t) into the transverse plane and
invert the accrued phase shifts. Inhomogeneities in B0 are not affected by the pair of
90° pulses and the spin ensemble rephases at a rate defined by T ′

2. At a time τ after
the application of the final 90° pulse, dephasing of the spin ensemble due to B0 field
inhomogeneities is reversed and a stimulated echo is formed.

90◦ 90◦ 90◦

r.f.

Gh

t

τ τtstore

Fig. 2.8: A stimulated echo pulse sequence, showing a 90° excitation pulse followed,
after a delay τ , by a pair of 90° pulses separated by a delay tstore. The stimulated echo
is formed at a time τ after the application of the final 90° pulse and any unwanted
Mx,y (t) is dephased during tstore using a homospoil gradient, Gh.

The second component of Mx,y (t) is dephased during tstore by the application of a
magnetic field gradient, termed a homospoil. Magnetic field gradients, introduced in
Section 2.2, involve a spatially-dependent magnetic field strength such that ω varies lin-
early with spatial position. Homospoils are also useful for dephasing unwanted Mx,y (t)
arising due to imperfect 90° pulses which may otherwise lead to the formation of spin
echoes.

2.1.5 Chemical shift

Nuclei within a molecule may experience slightly different B0 due to orbiting electrons
causing local magnetic shielding, with the extent of local magnetic shielding depen-
dent upon the local electron density and polar effects. Therefore, the slight differences
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in ν0 due to local magnetic shielding, termed chemical shift, are sensitive to the local
chemical environment. Chemical shift is responsible for multiple peaks and peak split-
ting in the frequency-domain, as used in MR spectroscopy to identify specific chemical
groups and elucidate chemical structure. The dependence of ν0 on B0, as implied by
Eq. (2.5), is removed by comparing the resonant frequency of the nuclei under study,
ν, with that of a reference nuclei, νref , using

δ = ν − νref

νref
× 106, (2.15)

where δ, the chemical shift, is measured in parts per million. Note, therefore, that line
broadening, defined by T ∗

2 , limits the spectral resolution due to peak overlap.

2.2 Principles of MR imaging

It is known, from Section 2.1.1, that the Larmor frequency is dependent on the strength
of the applied magnetic field. This dependence can be exploited, by the application of
a spatially-dependent magnetic field strength, to enable the position of the emitting
nuclei to be determined; a process known as MR imaging. In this section, the principles
of MR imaging are introduced.

2.2.1 Image encoding and k-space

Equation (2.5) implies that the Larmor frequency, ω, is directly proportional to the
magnetic field strength, B. It follows that a magnetic field gradient, G, may be used
to render ω spatially-dependent, thus enabling the position of the emitting nuclei to
be determined. The Larmor frequency for an isochromat at position r is given by

ω (r) = γ (B0 + G · r) . (2.16)

This is demonstrated schematically in Fig. 2.9, showing the linear variation of ω with
r in the presence of a magnetic field gradient. Note that in the absence of a magnetic
field gradient, i.e. when Gx = Gy = Gz = 0 and where G is the strength of G, Eq. (2.16)
reduces to Eq. (2.5) with ω independent of r and dependent only on B0.

46



Taking magnetic resonance into industrial applications
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ω
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Fig. 2.9: (a) A schematic representation of two, partially-filled tubes and the corre-
sponding MR spectra in the presence of magnetic field gradients applied in the (b) z-
and (c) x-directions, where ω depends linearly on r. (d) In the absence of a magnetic
field gradient, the MR spectrum shows a single (Lorentzian) peak, with ω independent
of r and dependent only on B0. Note that line broadening, defined by T ∗

2 , also affects
MR imaging and limits the spatial resolution.

In Fig. 2.9, the signal intensity is shown, in the absence of spin-spin and spin-lattice
relaxation, to be proportional to the number of spins, or spin density. More formally,
the signal detected from an element of volume, dV , at position r and with spin density
ρ (r), is given by

dS (G, t) ∝ ρ (r) exp [iω (r) t ] dV, (2.17)

where t represents the duration of G. The quantification of ρ (r) requires the constant
of proportionality in Eq. (2.17) to be determined. Although the constant of proportion-
ality will subsequently be neglected, determination of this constant may be achieved by
investigating a known volume of sample. In the rotating frame of reference, where the
signal is heterodyned at a frequency of ω0, ω (r) reduces to γG · r with the integration
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of Eq. (2.17) over the sample volume, V , given by

S (G, t) =
∫∫∫

ρ (r) exp [iγG · rt ] dr. (2.18)

Mansfield and Grannell [12] recognised Eq. (2.18) has the form of a Fourier transform
and introduced the concept of k-space. The reciprocal space vector, k, is defined as

k = γGt

2π . (2.19)

The substitution of Eq. (2.19) into Eq. (2.18) gives

S (k) =
∫∫∫

ρ (r) exp [i2πk · r ] dr, (2.20)

which is the Fourier conjugate of

ρ (r) =
∫∫∫

S (k) exp [−i2πk · r ] dk, (2.21)

such that sampling of the signal in k-space enables ρ (r), i.e. an image, to be produced
by the Fourier transformation of S (k). From Eq. (2.19), the traversal of k-space nec-
essary to sample S (k) can be achieved by varying either t or G in processes known as
frequency and phase encoding. Note that as the units of k are reciprocal space units,
the field-of-view (FOV) of an image is defined by the sampling resolution in k-space,
whilst the spatial resolution is defined by the range of k-space sampled. Relaxation is
neglected in Eq. (2.20), with dephasing due only to the magnetic field gradient.

Frequency encoding

The process during which S (k) is sampled continuously in the presence of a constant
magnetic field gradient, known as a read gradient and denoted Gr, is called frequency
encoding. In accordance with Eq. (2.16), Gr is responsible for a spatially-dependent
Larmor frequency enabling the position of the emitting nuclei to be determined. Using
frequency encoding an entire line of k-space may be sampled per excitation, with the

48



Taking magnetic resonance into industrial applications

FOV in the read direction, FOVr, given by

FOVr = 2π
γGrtd

, (2.22)

with td, the dwell time, as defined in Section 2.1.2.

(a)

r.f.
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(b)
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(d)
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Fig. 2.10: (a) A gradient echo pulse sequence and (b) the corresponding k-space raster:
( ) the initial read gradient traverses to −kr max and ( ) the second read gradient
traverses kr whilst ( ) S (k) is sampled. (c) A spin echo pulse sequence and (d) the
corresponding k-space raster: ( ) the initial read gradient traverses to +kr max, which
is then inverted by ( ) a 180° refocusing pulse; now at −kr max, ( ) the second read
gradient is applied to traverse kr whilst ( ) S (k) is sampled. Note that k = (1/2π) γGt.

Figure 2.10(a) shows a gradient echo pulse sequence, used for the acquisition of
a one-dimensional (1D) image, utilising read gradients applied in opposite directions.
Following the 90° excitation pulse, a read gradient is applied in the negative direction
for a fixed duration to impart a spatially-dependent phase shift on the spin ensemble.
This is equivalent to traversing to −kr max. A second read gradient is applied in the
positive direction to traverse from −kr max to +kr max whilst S (k) is sampled at a rate
defined by td. Assuming no molecular displacement, the spin ensemble is completely
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rephased at the centre of k-space. In practice, spin ensemble dephasing due to apparent
spin-spin relaxation restricts the time available for frequency encoding, as defined by
T ∗

2 . Gradient echo imaging is, for this reason, far less robust than spin and stimulated
echo methods. For example, Fig. 2.10(c) shows a spin echo pulse sequence [13] which
utilises read gradients of equal direction positioned about a 180° refocusing pulse; the
additional phase shifts accrued due to B0 field inhomogeneities are rephased by the
180° refocusing pulse, as described in Section 2.1.4. The centre of k-space is timed to
coincide with the centre of the spin echo to maximise SNR and reduce phase artefacts.

Phase encoding

The application of a constant magnetic field gradient for a fixed duration imparts a
spatially-dependent phase shift on the emitting nuclei. Using this process, known as
phase encoding, a single point in k-space is sampled per excitation. Successive points
in k-space are sampled by incrementing the strength of the magnetic field gradient,
known as the phase gradient and denoted Gp, or incrementing the gradient duration,
tp. For a fixed tp, the FOV in the phase direction, FOVp, is given by

FOVp = 2π
γGp,inctp

, (2.23)

where Gp,inc is the increment in Gp. The sampling of k-space using phase encoding is
time-consuming when compared to frequency encoding as the experimental acquisition
time is proportional to the number of excitations. Whilst frequency and phase encoding
traverse k-space in 1D, the two are often combined to traverse k-space in 2D, with Gp

applied perpendicular to Gr. An example of combined frequency and phase encoding,
enabling a 2D image to be obtained, is provided in Section 2.2.2. Note that a second
phase encoding gradient may be applied perpendicular to both Gr and Gp to traverse
k-space in 3D and obtain a 3D image.

2.2.2 Slice selection

The r.f. pulses introduced in Section 2.1.2 were assumed to act upon the spin ensemble
equally. In practice, this is achieved by application of a short duration, high power, wide
bandwidth r.f. pulse known as a hard pulse. However, in many cases, it is necessary to
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investigate only a reduced range of spectral frequencies. This is achieved by the use of
a long duration, low power, narrow bandwidth r.f. pulse known as a soft pulse. In the
simplest case, a soft pulse may be used to excite a narrow range of spectral frequencies,
or chemical shift, a process termed chemically-selective excitation. Alternatively, soft
pulses may be applied in conjunction with a magnetic field gradient, known as a slice
gradient and denoted Gs. In accordance with Eq. (2.16), ω during the application of Gs

along the z-axis is dependent on z. Therefore, a soft pulse with a narrow bandwidth,
∆ωs, will excite a slice within the sample. The slice thickness, ∆z, is given by

∆z = ∆ωs

γGs
, (2.24)

whilst the slice shape in the direction of Gs is controlled by the shape of the soft pulse
applied. The slice shape and pulse shape represent Fourier transform pairs; in practice,
a Gaussian shaped soft pulse is used most frequently, exciting a Gaussian shaped slice.
Note that ∆z may be increased either by increasing ∆ωs or decreasing Gs, and a soft
pulse may be calibrated to provide any desired rotation of M in the region of interest,
most often 90 or 180°.

(a) 90◦ 180◦

r.f.

Gr

Gp

Gs

t

(b)

kr

kp

Fig. 2.11: (a) A spin echo pulse sequence and (b) the corresponding k-space raster: ( )
the initial read gradient traverses to +kr max whilst ( ) the phase gradient traverses
to −kp max; this is inverted by ( ) a soft 180° refocusing pulse, here shown coupled
with a slice gradient for slice selection; now at −kr max and +kp max, ( ) a second
read gradient is applied to traverse kr whilst ( ) S (k) is sampled. This is repeated for
N increments in Gp to sample a full 2D k-space raster.
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Figure 2.11 shows a slice selective, spin echo pulse sequence using both frequency
and phase encoding to traverse k-space in 2D and obtain a 2D image. Following a 90°
excitation pulse, a read gradient traverses to +kr max whilst a phase gradient simul-
taneously traverses kp, as described in Section 2.2.1, such that a spatially-dependent
phase shift is imparted on the spin ensemble. A soft 180° refocusing pulse is applied
in combination with a slice gradient to invert the accrued phase shifts within a slice
of thickness ∆z. The second read gradient traverses kr whilst S (k) is sampled. This
procedure is repeated for N increments in Gp to sample a full 2D k-space raster.

2.3 Dynamics and MR

The study of flow using MR may be performed using one of two approaches; namely
time-of-flight (TOF) or phase encoding methods. Phase encoding methods will now be
introduced, with the interested reader directed towards the review article of Mantle
and Sederman [14] for an introduction to TOF methods.

2.3.1 Displacement encoding and q-space

Phase encoding pulsed field gradient (PFG) MR methods are widely considered to be
the most robust and quantitative way of measuring flow [2]. From Eq. (2.16), the phase
shift accrued in the rotating frame of reference during application of a time-dependent
magnetic field gradient, known as the flow gradient and denoted g (t), is given by

φ (t) = γ
∫ t

0
g (t) r (t) dt, (2.25)

where φ (t) and r (t) represent the time-dependent phase, φ, and position, respectively.
For a molecule initially at r, the phase shift accrued during the application of a bipolar
magnetic field gradient pair, as shown in Fig. 2.12 with g the strength of g, equals

φ = γg · (r′ − r) δ, (2.26)

where δ is the flow gradient duration and r′ is the position of the molecule at time ∆,
with ∆ the flow gradient separation time. Note that ∆ is also known as the observation
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or contrast time. The corresponding signal may be described using

S (g, δ) =
∫
ρ (r)

∫
p (r′ − r,∆) exp [iγg · (r′ − r) δ ] dr′ dr, (2.27)

where p (r′ − r,∆) denotes the probability that a molecule initially at r has migrated
to r′ during ∆. Kärger and Heink [15] recognised Eq. (2.27) has the form of a Fourier
transform and introduced the concept of q-space. The reciprocal displacement vector,
q, is defined as

q = γgδ
2π . (2.28)

The substitution of Eq. (2.28) into Eq. (2.27) gives

S (q) =
∫
p̄ (R,∆) exp [i2πq · R ] dR, (2.29)

where R = r′ − r and p̄ (R,∆), the volume-averaged flow propagator, is equal to

p̄ (R,∆) =
∫
ρ (r) p (R,∆) dr. (2.30)

The volume-averaged flow propagator completely characterises the molecular displace-
ments of the sample under study [16].

180◦

r.f.

g

t

δ

∆

Fig. 2.12: A bipolar magnetic field gradient pair, showing flow gradients of magnitude
g, duration δ, and separation ∆, centred about a 180° refocusing pulse.
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In the absence of molecular displacement, the accrued phase shift is zero; the spin
ensemble is completely rephased following the application of the second flow gradient.
In the presence of molecular displacement, the accrued phase shift is non-zero. The
study of incoherent and coherent motion using phase encoding will now be described.

Incoherent motion

In the presence of molecular self-diffusion, the flow propagator is a zero-mean Gaussian
distribution. The resulting Gaussian distribution of phase shifts causes the dephasing
of the spin ensemble and the attenuation of S (q). In practice, the extent of attenuation
is characterised by sampling S (q) whilst traversing q by varying g or δ. Stejskal and
Tanner [17] derived an expression, now called the Stejskal–Tanner equation, to describe
the attenuation of the magnitude of S (q), given by

|S (q)|
|S (0)| = exp

[
−4π2q2 · D

(
∆ − δ

3

)]
, (2.31)

with D the diffusion tensor and |S (0)| the magnitude of S (q) at the centre of q-space.
For unrestricted diffusion, the diffusion coefficient, D, in the direction of g is estimated
by using a plot of ln (|S (q)| / |S (0)|) versus 4π2q2 (∆ − δ/3), with q = (1/2π) γgδ and
−D given by the gradient of the straight line. Although the pulsed gradient spin echo
(PGSE) pulse sequence depicted in Fig. 2.13 is often used to study molecular displace-
ments, the pulsed gradient stimulated echo (PGSTE) pulse sequence is preferred when
T1 � T2, whilst the alternating PGSTE (APGSTE) pulse sequence [11] is used when
removal of background magnetic field gradients is necessary.

90◦ 180◦

r.f.

g

δ

∆ t

Fig. 2.13: A PGSE pulse sequence [17] used for the study of molecular displacement.
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Coherent motion

The flow propagator in the presence of flow is non-Gaussian and characteristic of the
flow under study. Equation (2.29) is the Fourier conjugate of

p̄ (R,∆) =
∫
S (q) exp [−i2πq · R ] dq (2.32)

such that sampling of the signal in q-space enables p̄ (R,∆), i.e. the flow propagator, to
be produced by the Fourier transformation of S (q). Note that since the units of q are
reciprocal displacement units, the field-of-flow (FOF) of a flow propagator is defined
by the sampling resolution in q-space, whilst displacement resolution is defined by the
range of q-space sampled. Successive points in q-space are sampled by incrementing
g or δ. For a fixed δ, the FOF is given by

FOF = 2π
γgincδ

, (2.33)

where ginc is the increment in g. In practice, coherent and incoherent motion occur si-
multaneously, with incoherent motion causing the broadening of p̄ (R,∆) and limiting
the displacement resolution of the flow propagator. The flow propagator is produced
by sampling S (q) at N increments in q using the PGSE, PGSTE, or APGSTE pulse
sequences. Since only a single point in q-space is sampled per excitation, the sampling
of S (q) is time-consuming.

2.3.2 Imaging k-space and q-space

Measurements of flow propagators may be spatially-resolved using methods outlined
in Section 2.2, with the signal in k- and q-space, S (k,q), described by

S (k,q) =
∫∫∫

ρ (r) exp [i2πk · r ]
∫
p̄ (R,∆) exp [i2πq · R ] dR dr, (2.34)

with S (k,q) sampled whilst independently traversing k- and q-space. The spatially-
resolved flow propagators are produced by Fourier transformation of S (k,q) initially
in k-space and then in q-space following normalisation with respect to ρ (r). However,
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the acquisition of spatially-resolved flow propagators is time-consuming, particularly
in 2D due to the requirement of phase encoding.

Equation (2.25) implies that the phase shift accrued in the rotating frame of ref-
erence during the presence of a time-dependent flow gradient, g (t), is proportional to
r (t). Using Newton kinematics, it is known that

r (t) = r (0) + vt+ 1
2at2 + ..., (2.35)

where v and a represent velocity and acceleration, respectively, and r (0) is the initial
position. The substitution of Eq. (2.35) into Eq. (2.25) provides the moments of the
magnetic field gradient, g, where

µ0 = r (0)
∫ t

0
g (t) dt, (2.36)

µ1 = v
∫ t

0
g (t) t dt, (2.37)

µ2 = 1
2a

∫ t

0
g (t) t2 dt, (2.38)

are the zeroth, first, and second moments, respectively. For the bipolar magnetic field
gradient pair shown in Fig. 2.12, µ0 is zero, with the accrued phase shift proportional
to µ1, i.e. velocity, where

φ = γδg · v∆. (2.39)

Note that the accrued phase shift due to µ2, i.e. acceleration, is non-zero but negligible
when compared to that accrued due to velocity. The application of a pair of bipolar
magnetic field gradient pairs may be used to reduce µ1 to zero and study acceleration.
Additional phase shifts accrued due to B0 field inhomogeneities and background mag-
netic field gradients are removed by utilising two increments in g and determining the
net phase shift accrued. To prevent phase wrapping, g, δ, and ∆ are often calibrated
based on an initial estimate of v to provide a maximum phase shift of 2π.
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Fig. 2.14: A spin echo MR flow imaging pulse sequence used for the imaging of velocity.

The spin echo MR flow imaging pulse sequence shown in Fig. 2.14 combines image
and displacement encoding to enable the imaging of velocity in 2D. It is interesting to
note that, in accordance with Eqs. (2.36) to (2.38), any magnetic field gradient may
be responsible for displacement encoding and (often undesirable) phase shifts due to a
non-zero µ1. For example, with reference to Fig. 2.14, phase shifts may also be accrued
due to the read, phase, and slice gradients. The process during which µ1 of a magnetic
field gradient is reduced to zero is known as velocity compensation. A more complete
introduction to velocity compensation can be found in the journal article of Pope and
Yao [18].

2.4 Application of MR to complex fluids

In this Section, an introduction to the application of MR to rheological characterisation
and colloidal dispersions is discussed. A more complete discussion can be found in the
references therein.

2.4.1 Rheological characterisation

Rheological characterisation was introduced in Section 1.2 as the study of a fluid sub-
jected to deformational, or shear, flow. Such characterisation is often performed using
conventional, benchtop rheometry techniques. Conventional rheometry techniques can
be divided into two main categories; namely drag force and pressure-driven flows [19].
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In drag force flows, rotational geometries such as the Couette cell and cone-and-plate
are used to generate shear in a narrow gap between stationary and rotating surfaces.
In contrast, shear is induced by a pressure gradient in the case of pressure-driven flows
such as the capillary or pipe flow geometry. Conventional rheometry techniques provide
only one shear viscosity-shear rate data point in a single measurement and hence char-
acterisation of the flow curve over a range of shear rates is time-consuming, requiring
an increase in rotational speed in the case of rotational geometries or pressure gradient
in pressure-driven geometries. Furthermore, such techniques can probe only bulk fluid
behaviour and, whilst this is satisfactory for simple fluids, it is unsatisfactory for many
of the complex process fluids encountered in industry. Process fluids may exhibit both
solid- and liquid-like behaviour and a number of complex flow phenomena, including
wall slip, shear banding, particle migration and fracture. For this reason, there exists
a need to obtain detailed information about the flow field generated in the geometry
to enable the observation and quantification of such phenomena [20]. Whilst conven-
tional rheometry is unable to provide detailed information about the flow field, many
techniques—including neutron [21], light [22], and X-ray [23] scattering, optical bire-
fringence studies [24], and laser Doppler [25], ultrasound [26], and particle image [27]
velocimetry—are capable of providing such information. For example, Doppler optical
coherence tomography has successfully been applied to study the rheology of complex
fluids in capillary [28] and rotational [29] rheometer geometries. However, Doppler
optical coherence tomography and the alternatives listed all suffer some limitation,
either in the flow geometry that can be used, the optical opacity demands of the fluid
under study, or the requirement of tracer particles. The interested reader is directed
towards the recent review articles of Haavisto et al. [30] and Harvey et al. [31] for more
detailed discussions of Doppler and ultrasound methods, respectively.

Perhaps the most versatile technique for the rheological characterisation of process
fluids is MR; it is non-invasive and without limitation on optical opacity. Furthermore,
an additional advantage of MR when compared with other techniques is its ability to
probe a variety of different length and time scales, as was discussed in Section 1.1. For
example, MR spectroscopy was used by Martins et al. [32] to investigate molecular
reorientation in a polymer fluid following a sample rotation within a fixed magnetic
field, and later to study polymer fluids under shear conditions in cone-and-plate [33]
and Couette cell [34] geometries. In contrast, Xia and Callaghan [35] used MR flow
imaging to spatially-resolve measurements of velocity in 2D to investigate the transi-
tion of a polymer solution from Newtonian to non-Newtonian rheology, with increasing
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polymer concentration, in a capillary geometry. Since these early days, MR rheometry
has developed into a highly versatile technique applicable to a large number of flow
geometries [36]. In this Section, a number of applications of MR to study the rheology
of complex fluids, in several rheometer geometries, are described, with a particular
focus on spatially-resolved measurements of velocity obtained using MR flow imaging.
For a more complete introduction to MR rheometry, the interested reader is directed
towards the review articles of Callaghan [37] and Bonn et al. [38].

(a)

RoRi

⌦

R

✓

(b)

Ro

Ri

⌦

Fig. 2.15: A schematic representation of the ( ) liquid-filled (a) cone-and-plate and
(b) wide gap Couette cell geometries, often constructed using ( ) poly(ether etherke-
tone), in which the cone and inner cylinder are rotated at a constant angular frequency,
Ω, respectively.

The most commonly used geometries for MR rheometry are the cone-and-plate and
wide gap Couette cell shown in Fig. 2.15. For a cone-and-plate geometry, comprising
of a stationary flat plate and rotating cone, the shear stress across the gap for a fixed
angular frequency, Ω, and small gap angle, θ, is almost constant, with a single shear
rate expected. However, Britton and Callaghan [39] observed wall slip and shear rate
heterogeneity for tomato ketchup, using a cone-and-plate geometry with θ = 7°, and
later observed the shear banding of a surfactant solution [40,41]. These observations
further demonstrate the need for detailed information about the flow field under study.
Since the shear stress is constant for a given Ω and θ, investigation of a range of shear
stresses using a cone-and-plate geometry can be time-consuming. In contrast, the shear
stress, τ , across a wide gap Couette cell, comprising of concentric cylinders in which the
inner cylinder is rotated and the outer cylinder held stationary, is given as a function
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of radial position, r, by

τ (r) = τi

(
Ri

r

)2
, (2.40)

as determined using a momentum balance, where τi is the shear stress at the wall of the
inner cylinder of radius Ri. In accordance with Eq. (2.40), τ decreases from a maximum
at the wall of the inner cylinder to a minimum at the wall of the outer cylinder [38].
Therefore, a range of shear stresses can be probed in only a single measurement using
a wide gap Couette cell geometry. In 1994, Rofe et al. [42] used MR flow imaging to
obtain velocity profiles of a polymer solution demonstrating power-law rheology under
shear, for which the tangential velocity, v, can be described as a function of r using

v (r) = ΩRi
Ξ
(
1 − Ξ− 2

n

)
Υ
(
1 − Υ− 2

n

) , (2.41)

where Ξ and Υ are the ratios of r to Ro, the radius of the outer cylinder, and Ri to
Ro, respectively, and n is the flow behaviour index [43]. The shear rate, γ̇, is given by

γ̇ (r) = 2Ω Ξ− 2
n

n
(
1 − Υ− 2

n

) . (2.42)

Figure 2.16(a) shows velocity profiles obtained using Eq. (2.41) for three example fluids
demonstrating power-law rheology and depicts a change in velocity profile shape as n
is decreased. A non-linear least squares (NLLS) regression of Eq. (2.41) to the velocity
profiles was therefore used by Rofe et al. [42] to provide an estimate of n describing the
rheology of the polymer solution under study. Since those early days, this approach has
successfully been applied to characterise n describing a variety of foodstuffs—including
cream, butter, egg white, tomato ketchup, and cornflour-in-water solutions [39]—and
apparent wall slip in xanthan gum-in-water solutions [44], foams, and emulsions [45,46].
Shear banding [40,47–50] and particle migration have also been investigated [51–53].
This approach is not limited to fluids demonstrating power-law rheology, but has also
successfully been applied to Herschel–Bulkley fluids. For Herschel–Bulkley fluids there
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exists a critical r, denoted r0, at which τ is equal to the yield stress of the fluid, τ0; in the
region bounded by r0 and Ro, τ ≤ τ0 and γ̇ = 0 s−1. Since r0 is dependent upon τi, and
therefore Ω, an increase in r0 with an increase in Ω, for xanthan gum-in-water solutions
and mayonnaise, was observed by Hollingsworth and Johns [46]. An identical trend was
also demonstrated by Drappier et al. [54] for a semi-dilute wormlike micellar system.
Dilute wormlike micellar systems have previously been shown to demonstrate shear-
thickening and fracture behaviour [55,56]. Furthermore, the evaluation of Eq. (2.40)
at r = r0 can be used to provide an estimate of τ0 if τi is known. Unfortunately, since
measurement of τi requires a non-trivial measurement of torque, the flow curve cannot
be characterised using this approach.
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Fig. 2.16: (a) Couette cell velocity profiles (represented as a fraction of ΩRi) calculated
using Eq. (2.41) for three example fluids; ( ) n = 1.0, ( ) n = 0.5, and ( ) n = 0.2.
(b) Corresponding pipe flow velocity profiles (represented as a fraction of 〈v〉) obtained
using Eq. (2.44).

Despite the success of the cone-and-plate and Couette cell geometries for the study
of fluids demonstrating power-law and Herschel–Bulkley rheology, these operate only
in offline configuration, with an online, or inline, geometry required for process control
and optimisation. The pressure-driven pipe flow geometry offers one such alternative,
with τ given as a function of r by

τ (r) = dP
dL

r

2 , (2.43)

as determined from a force balance, where dP/dL is the pressure drop per unit length.
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In accordance with Eq. (2.43), τ decreases linearly from a maximum at the pipe wall
to zero at the pipe centre. Therefore, a range of shear stresses can be probed in only a
single measurement using a pipe flow geometry. In 1991, Xia and Callaghan [35] used
MR flow imaging to obtain velocity profiles of polymer solutions demonstrating power-
law rheology at different concentrations and volumetric flow rates, V̇ . For power-law
fluids, v may be described as a function of r using

v (r) = 〈v〉
(3n+ 1
n+ 1

)(
1 −

(
r

R

)n+1
n

)
, (2.44)

where 〈v〉 is the mean fluid velocity and R the pipe radius. Figure 2.16(b) demonstrates
velocity profiles simulated using Eq. (2.44) for the three example fluids considered in
Fig. 2.16(a) and shows a change in the shape of the velocity profile as n is decreased and
a reduction in the maximum velocity. For this reason, a NLLS regression of Eq. (2.44)
was employed by Xia and Callaghan [35] to estimate n describing the rheology of the
polymer solution under study over a shear rate range, depending on V̇ , of up to 70 s−1.
Since those early days, this approach has successfully been applied and extended to
estimate n describing the rheology of a number of fluids demonstrating power-law and
Herschel–Bulkley rheology [44,57–60]. Note that for Herschel–Bulkley fluids, γ̇ = 0 s−1

within a region bounded by 0 and r0. Wall slip was also investigated by Rofe et al. [44]
for xanthan gum-in-water solutions, with the results obtained in agreement with those
determined using a wide gap Couette cell geometry. Unlike the Couette cell geometry,
however, characterisation of the flow curve is possible using a pipe flow geometry by
measurement of dP/dL. Using a measurement of dP/dL and r0, Arola et al. [60] were
able to evaluate Eq. (2.43) at r0 and provide an estimate of τ0. The τ0 values obtained
were accurate to within < 2% of those τ0 values determined using conventional rheom-
etry. This suggests that MR flow imaging can be used, together with complementary
dP/dL data, for the accurate rheological characterisation of non-Newtonian fluids in a
pipe flow geometry. The rheological characterisation of model fluids exhibiting power-
law and Herschel–Bulkley rheology using this approach is described in Chapters 3 and
5, respectively. Note that a consideration of the different MR flow imaging techniques
was not provided here, with the interested reader directed towards Section 3.1.
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2.4.2 Colloidal dispersions

Colloidal dispersions, introduced in Section 1.1.2 and comprising of a dispersed phase
sized between 10 nm and 1 µm distributed throughout a dispersion medium, have been
the subject of many studies using MR. Since the prediction of the rheology of colloidal
dispersions is difficult [61], many studies have used MR rheometry methods outlined
in Section 2.4.1 to provide insights into the rheology of such dispersions. This has suc-
cessfully been applied to a variety of colloidal dispersions, including emulsions [46,62].
Most recently, Novak and Britton [63] used MR flow imaging to characterise the rhe-
ology of ionic liquids, liquid ionic salts with chemical and physical properties suited to
a wide range of industrial applications, in cone-and-plate and Couette cell geometries.
The application of MR to colloidal dispersions is, however, not limited to rheological
characterisation, with further applications of MR to colloidal dispersions including the
study of concentrated [64] and multiple emulsions [65] and freezing [66]. These appli-
cations have also been extended in recent years, with MR used to characterise surface
chemistry [67] and probe interparticle interactions [68].

Since colloidal dispersions are thermodynamically unstable, with collisions between
colloids occurring due to both thermal and gravitational motion, products formulated
as colloidal dispersions typically exhibit a limited shelf-life. To this end, many studies
using MR have investigated colloidal stability. For example, MR imaging and dynamic
MR have successfully been applied to investigate the stability of emulsions [65,69–72],
suspensions [68], and foams [73] through measurement of concentration and emulsion
droplet size distributions. Emulsions have also been studied in the presence of emulsi-
fiers [71] and demulsifiers [74] using these techniques. Most recently, dynamic MR was
used to determine the ideal emulsifier for use in the oilfield industry [75]. In Chapters 7
and 8, the study of colloidal stability using MR is extended to provide greater insight
into the transient gelation of otherwise stable colloidal dispersions [76]. The interested
reader is directed towards Section 1.1.2 for a more complete introduction to colloidal
dispersions and discussion of colloidal stability.
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Chapter 3

Characterising power-law fluids
using cumulant analysis

Rheology plays an important role in many industrial processes; from baking to catalyst
preparation. The characterisation of process fluid rheology is typically performed using
conventional benchtop rheometers operating offline. An online, or inline, technique is
therefore sought for real-time characterisation, as is required for the optimisation of
product properties through careful process control. Until recently, magnetic resonance
(MR) was, perhaps, an unlikely choice for this application due to the requirement of
high field strength, expensive, superconducting magnet technology. However, recent
developments in low field strength, inexpensive, permanent magnet technology have
made MR an attractive alternative; it is non-invasive and without limitation on optical
opacity.

Rheological characterisation using MR, or MR rheometry, typically uses spatially-
resolved measurements of velocity in a method termed MR flow imaging. However, this
method is unsuitable for online, real-time application due to the long acquisition times
and/or the requirement of high field strengths. Pulsed field gradient (PFG) MR offers
an alternative method that extends MR rheometry to low field strengths and single-
axis gradient hardware. In this Chapter, a model-dependent approach is developed to
enable the rheological characterisation of fluids demonstrating non-Newtonian power-
law rheology through a cumulant analysis of the PFG MR data directly. The sensitivity
of this approach to noisy data and reduced sampling is investigated using numerical
simulations, with validation of the simulated results provided by an experimental case
study on aqueous xanthan gum solutions demonstrating power-law rheology.
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3.1 Introduction

In Section 1.1.2, the importance of rheology in the manufacture of a catalysed diesel
particulate filter (cDPF) was described. However, such importance is not limited to the
manufacture of emission control technologies, such as cDPFs, by Johnson Matthey, but
realised in a large number of industrial applications, with those involving flow—such
as coating, mixing, and spraying—particularly sensitive to rheology [1]. Constitutive
equations, introduced in Section 1.2, offer a convenient way for engineers to describe
(or model) the rheology of process fluids using only rheological parameters appropriate
to that equation. Whilst fluids with increasingly complex rheology require increasingly
complex constitutive equations, the rheology of many process fluids can be accurately
described, over a suitable range of shear rates, using the Ostwald–de Waele [2] consti-
tutive equation, or power-law model, given by

τ (γ̇) = Kγ̇n, (3.1)

with τ and γ̇ the shear stress and shear rate, respectively, n the flow behaviour index,
and K the consistency factor. As discussed in Section 1.2, the smaller the value of n,
the greater the degree of shear-thinning behaviour. Perturbations in n are, therefore,
responsible for considerable changes in rheology, with the control and optimisation of n
critical to many industrial processes. The rheological characterisation of process fluids
is typically performed using benchtop rheometers operating in an offline configuration.
An online, or inline, technique is therefore sought for the real-time rheological char-
acterisation of process fluids, as is required for the optimisation of product properties
through process control.

Rheological characterisation using magnetic resonance (MR) often utilises spatially-
resolved measurements of velocity, obtained using MR flow imaging, to characterise
local shear rates [3]. Although this approach may be applied to any flow geometry—
including Couette cell, cone-and-plate, and parallel plate geometries [4]—only flow in a
cylindrical pipe is suitable for online, or inline, application. Therefore, only a pipe flow
geometry is considered in this Chapter, with the interested reader directed towards
Section 2.4.1 for a general review of so-called MR rheometry. In a pipe flow geometry,
a corresponding measurement of the pressure drop may be used to quantify local shear
stresses and, when combined with local shear rates, the flow curve of the fluid under
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study. This approach was used by Arola et al. [5–7] to characterise the flow curve of
various non-Newtonian fluids. A regression of a constitutive equation to the flow curve
may then be performed, if required, to estimate the rheological parameters. However,
the accurate estimation of the rheological parameters using this approach requires an
accurate measurement of velocity and pressure drop, with the range of shear rates
that the flow curve is accurate over sensitive to a combination of velocity resolution,
number of spatially-resolved data points, and flow properties [6]. The accuracy of the
measured velocity data is sensitive to a combination of the signal-to-noise ratio (SNR)
and the number of spatially-resolved data points. For a given accrued phase shift, φ,
resulting from coherent motion, the SNR defines the velocity-to-noise ratio (VNR) [8],
where

VNR = |φ|√
2

SNR (3.2)

and |...| represents the magnitude of the data, with VNR therefore directly proportional
to the SNR of the MR experiment and |φ|. For these reasons, depending on the system
under study, more than 100 spatially-resolved velocity data points might be required to
ensure accurate rheological characterisation [5]. Whilst conventional MR flow imaging
techniques, i.e. single spin echo pulse sequences, limit the temporal resolution of this
approach, these are, perhaps, the most robust way of measuring velocity. Although a
comprehensive comparison of fast MR flow imaging techniques is beyond the scope of
this thesis, a summary of such techniques is provided in Table 3.1.

Table 3.1: Comparison of MR flow imaging pulse sequences, where all values reported
are approximate and system-dependent. Adapted from Gladden and Sederman [9].

pulse sequence acquisition time velocity measured spatial resolution

spin echo 1–100 min ≤ 5 m s−1 < 50 µm

EPI 20–100 ms 1–100 cm s−1 50–500 µm

spiral 3–25 ms ≤ 5 m s−1 50–500 µm

RARE 2–10 s ≤ 10 cm s−1 < 50 µm

FLASH > 150 ms 50 cm s−1 > 50 µm

SPI (SPRITE) seconds to hours 0.5–50 m s−1 < 50 µm
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The ideal technique for online, or inline, monitoring of industrial processes in real-
time must be robust; that is, suitable for application to all process fluids and flows [10].
Spiral [11] and EPI (echo planar imaging) [12] techniques offer the fastest image acqui-
sition times but are, perhaps, the least robust of those techniques listed in Table 3.1,
with both techniques requiring long T2 and T ∗

2 due to the long spatial encoding times.
Furthermore, the spiral technique is sensitive to background magnetic field gradients
and requires complex image reconstruction. Although the RARE (rapid imaging with
refocused echoes) [13] technique is robust to short T ∗

2 , it requires long T2 and can mea-
sure only a limited range of velocities. The FLASH (fast low angle shot) [14] technique
is robust to short T2 and short T ∗

2 , however, the low SNR associated with FLASH is
often unable to provide the spatial resolution required. Spin echo and SPI (single point
imaging) or SPRITE (single point ramped imaging with T1 enhancement) techniques
offer the slowest acquisition times but are the most robust of those techniques listed in
Table 3.1, with both techniques robust to short T2 and T ∗

2 and capable of providing the
spatial resolution and measuring the range of velocities required. The robust rheologi-
cal characterisation of process fluids in real-time using MR flow imaging is, therefore,
experimentally challenging. Furthermore, the requirement of expensive spatial encod-
ing gradient hardware, coupled with the need for high SNR, makes the implementation
of these pulse sequences problematic using low-field MR hardware since a reduction
in the external magnetic field strength, B0, is responsible for a reduction in SNR. A
transition to low-field MR hardware is necessary for online, or inline, rheological char-
acterisation due to a reduction in cost, increase in portability, and reduction in safety
concerns when compared with high-field MR hardware.

To this end, recent research has focused on the development of new acquisition and
analysis strategies enabling flow and rheological characterisation at low field strengths
and in real-time. For example, Osán et al. [15] exploited the sensitivity of the Carr–
Purcell Meiboom–Gill (CPMG) pulse sequence [16,17], as introduced in Section 2.1.4,
to molecular displacement to estimate the mean fluid displacement in a measurement
lasting only 2 s. During the train of 180° refocusing pulses, the outflow of spins from the
excitation region is responsible for a loss of signal, with the loss of signal proportional
to the mean fluid displacement. Although this represents a volume-averaged method,
requiring no spatial encoding gradient hardware and offering an increase in SNR when
compared with spatially-resolved methods, this approach is an indirect measurement
of velocity. In contrast, phase encoding MR techniques offer a direct measurement of
velocity and are, perhaps, the most robust and quantitative way of measuring flow [18].
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Pulsed field gradient (PFG) MR is a phase encoding technique involving the applica-
tion of a bipolar magnetic field gradient pair, in conjunction with spin echoes [19] or
stimulated echoes [20]. Molecules experiencing coherent motion, i.e. flow, will accrue a
phase shift that is proportional to their displacement, R, over a flow contrast time, ∆,
with the accrued φ equal to γδg · R, where γ is the gyromagnetic ratio of the nucleus
under study and δ is the duration of the flow encoding gradient, g. For simplicity,
vector notation will be dropped with ζ the molecular displacement in the direction of
the flow gradient, applied with magnitude g in a direction perpendicular to the flow.
Note that ζ and velocity, v, may be used interchangeably, where ζ = v∆. The signal
is sampled in q-space, defined as q = (1/2π) γgδ, with q-space traversed by varying
either g or δ.

Early work by Packer [21] theoretically investigated the effect of coherent motion
on the signal in q-space for a fixed flow gradient, i.e. with ∆ equal to δ and φ = γvgδ2.
This was validated experimentally to characterise a single-velocity flow system. For
multiple-velocity flow systems, the acquired signal in q-space, S (q), is a superposition
of signals from individual isochromats, each possessing a different phase shift. Fourier
transformation of S (q) yields a volume-averaged displacement probability distribution,
or flow propagator [22], that completely characterises the flow under study [23]. The
signal acquired in q-space in the absence of molecular self-diffusion, which is responsible
for broadening of the flow propagator and an attenuation of the signal due to dephasing
of the spin ensemble [19], is given by

S (q) =
∫
p (ζ) exp [i2πqζ ] dζ, (3.3)

where p (ζ) represents the flow propagator and the signal in q-space and the flow prop-
agator represent mutually conjugate Fourier pairs. It is interesting to note that, as the
units of q are reciprocal displacement units, the field-of-flow (FOF) of p (ζ) is defined
by the sampling density of the signal in q-space and displacement resolution is defined
by the range of q-space sampled. Flow propagators were used by Grover and Singer [24]
to characterise flow through a human finger, and later by Garroway [25] for Newtonian
flow through a cylindrical pipe. More recent developments in this area have also been
made [26]. The use of flow propagators for rheological characterisation was theoreti-
cally described by McCarthy et al. [27], and qualitative experimental agreement was
later demonstrated for a range of Newtonian and non-Newtonian fluids [28]. Despite
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recent efforts [29], the quantitative use of flow propagators remains challenging. In this
Chapter, a new approach utilising PFG MR and cumulant analysis is introduced to
enable the estimation of n describing the non-linear contribution to the stress response
of a fluid demonstrating power-law rheology, during flow, using only single-axis gradi-
ent hardware. The removal of expensive three-axis spatial encoding gradient hardware
increases the SNR associated with the MR measurement and facilitates a transition
to low-field MR hardware. A more general introduction to MR flow imaging and PFG
MR can be found in Section 2.3.

Using simple fluid mechanics it can be shown that, for the flow of a fluid demon-
strating power-law rheology through a cylindrical pipe, the fluid displacement at radial
position r is given by

ζ (r) = 〈ζ〉
(3n+ 1
n+ 1

)(
1 −

(
r

R

)n+1
n

)
, (3.4)

where 〈ζ〉 is the mean fluid displacement and R is the pipe radius. Figure 3.1 shows
displacement profiles for three example fluids and demonstrates a reduction in the
maximum displacement as n is reduced. It follows that perturbations in n will, there-
fore, be expected to induce changes in p (ζ). However, the use of p (ζ) for the rheological
characterisation of non-Newtonian fluids is problematic due to the strict sampling re-
quirements imposed to prevent the introduction of artefacts during Fourier transform.
Firstly, S (q) is required to be sampled at adequate density, as defined by the FOF, to
prevent fold-over. Secondly, S (q) is required to be sampled over a sufficient range of
q-space, such that S (q) approaches zero, to prevent truncation artefacts. The introduc-
tion of truncation artefacts during Fourier transform may, however, be experimentally
unavoidable due to gradient strength limitations and spin-spin relaxation times which
restrict the range of q-space accessible. Furthermore, the long acquisition times as-
sociated with such sampling requirements, dependent on spin-lattice relaxation times
but typically several tens of minutes, prevent the real-time rheological characterisation
of non-Newtonian fluids using this approach. To this end, an alternative approach is
developed in this Chapter which eliminates the need for Fourier transform and enables
the estimation of n for fluids demonstrating power-law rheology from S (q) directly.
The principles outlining this approach, involving a cumulant analysis of the signal in
q-space, are now introduced.
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Fig. 3.1: Fluid displacement (represented as a fraction of the mean fluid displacement)
plotted as a function of radial position (represented as a fraction of the pipe radius)
for three example fluids demonstrating power-law rheology; ( ) n = 1.0, ( ) n = 0.5,
and ( ) n = 0.2. The displacement data were generated using Eq. (3.4).

Probability distributions, such as p (ζ), can be specified using moments. Changes in
p (ζ) due to perturbations in n are expected to induce changes in the moments of p (ζ).
Moments of a probability distribution may be taken about 0, known as raw moments,
or about the mean, known as central moments. For example, the raw moments of p (ζ)
are given by

µ′
j =

∑
ζjp (ζ) , (3.5)

where µ′
j is the jth raw moment of p (ζ). Note that the first raw moment, µ′

1, is known
as the mean and denoted µ. The central moments of p (ζ) are then given by

µj =
∑

(ζ − µ)j p (ζ) , (3.6)

where µj is the jth central moment of p (ζ). Whilst Eqs. (3.5) and (3.6) are unsuitable
for the real-time estimation of the moments of p (ζ), due to the long acquisition times
associated with the measurement of p (ζ), moments may also be estimated using the
characteristic function of p (ζ). The characteristic function of a probability distribution
is defined as the Fourier transform of the distribution. It is known, from Eq. (3.3), that
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S (q) and p (ζ) represent mutually conjugate Fourier pairs, with S (q) the characteristic
function of p (ζ). The raw moments of p (ζ) are then given by

S (q) =
∞∑

j=0

(i2πq)j

j! µ′
j, (3.7)

where p (ζ) is uniquely specified by S (q) [30]. Using Eq. (3.7), the raw moments of
p (ζ) may be determined from S (q) directly, eliminating the need for Fourier transform
and the associated strict sampling requirements and long acquisition times. However,
cumulants are often preferred for simplicity; only two cumulants are required to specify
a Gaussian probability distribution, with cumulants above second order equal to zero,
compared to an infinite number of moments [31,32]. The cumulant generating function
is given by the natural logarithm of the characteristic function and defined as

lnS (q) =
∞∑

j=1

(i2πq)j

j! κj, (3.8)

where κj corresponds to the jth cumulant. From the expansion of Eq. (3.8) it is noted
that the log-magnitude of S (q) is defined by even powers of q, whilst odd powers of q
give the phase of S (q). It can be shown that the first four cumulants have the form

κ1 = µ, (3.9)

κ2 = µ2, (3.10)

κ3 = µ3, (3.11)

κ4 = µ4 − 3µ2
2, (3.12)

with κ1, κ2, κ3, and κ4 known as mean, variance, skewness, and kurtosis, respectively.
Linear least squares (LLS) regression of Eq. (3.8) to the experimental dataset provides
a measure of the cumulants specifying p (ζ). Note that p (ζ) and S (q) are non-uniquely
specified by their cumulants (or their moments).
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Cumulant analysis, therefore, offers a simple approach which eliminates strict sam-
pling requirements and removes prohibitively long acquisition times. This approach,
which has previously been used in the MR community to analyse the flow of Newto-
nian and non-Newtonian fluids at low SNR [33,34], is here developed to enable the
estimation of n for fluids demonstrating power-law rheology. The flow propagator is
non-Gaussian and so cumulants above second order can be extracted. If cumulants are
known for a suitable range of n, with given experimental parameters, the estimation of
n is possible through comparison of the experimental cumulants with those obtained
numerically. Furthermore, the error associated with a cumulant may be determined
by performing a LLS regression across an increasing range of q-space, as outlined by
Scheven et al. [34], with the standard deviation of the cumulants providing a measure
of the error. The robustness of cumulant analysis to SNR is here exploited to deter-
mine the minimum data needed to estimate n with reasonable accuracy, here defined
as ±5%, this error being typical of conventional rheometry methods [35]. Several vari-
ables may contribute to the accuracy of the characterisation; namely SNR, number of
sampled q-space data points, and n characterising the fluid under study. These three
variables are investigated systematically using simulated MR data. The relative con-
tributions of each variable to the accuracy of the rheological characterisation are also
considered. Validation of the numerical simulations is provided through an experimen-
tal study on model fluids demonstrating Newtonian and power-law rheology, namely
water and xanthan gum-in-water solutions, using MR and conventional rheometry.

The proposed cumulant MR approach is model-dependent and so caution must be
taken to ensure that the rheology of the fluid under study can be accurately described
using the power-law model over the shear rate range of the experiment. Any deviation
from power-law rheology may be responsible for an increase in the error associated
with the estimation of n, however, the accuracy of this approach is independent of the
shear rate range if power-law rheology is maintained. By comparison, MR flow imaging
and conventional rheometry provide model-independent data, with a non-linear least
squares (NLLS) regression of Eq. (3.1) to the flow curve performed at a later time.

3.2 Model development

The cumulant MR approach developed here, as summarised in Fig. 3.2, first requires
the numerical simulation of S (q) for a suitable range of n. Previous work by Kaiser
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et al. [36] generated S (q) numerically using Eq. (3.3) for a finite spin ensemble of 104

nuclear spins. In this work, an analytical expression derived by McCarthy et al. [27] is
used to describe p (ζ), and generate S (q) numerically, as a function of n. The details
of the derivation are shown below.

simulate flow propagator for
particular flow behaviour index

determine expected signal using simulated flow propagator

generate cumulants for all flow behaviour indices given
expected signal

use cumulants from experimental/simulated signal, through 
comparison with cumulants from expected signal, to estimate 

flow behaviour index

acquire experimental/simulated signal and generate cumulants

Fig. 3.2: A block diagram outlining the five key stages in the proposed cumulant MR
approach.

From Eq. (3.4), ζ can be correlated with radial position, r, for a fluid demonstrating
power-law rheology using

r (ζ) = R

(
1 − ζ

ζmax

) n
n+1

, (3.13)

where ζmax is the maximum fluid displacement for a given n and is found by evaluating
Eq. (3.4) at r = 0 mm. If a homogeneous spin density is assumed, p (ζ) per unit length
is proportional to the area of the flow field associated with ζ, given by the differential
of A (ζ) and denoted dA, with A (ζ) = πr (ζ)2. In the absence of self-diffusion, p (ζ)
can be described as

p (ζ) ∝ d
dζ

πR2
(

1 − ζ

ζmax

) 2n
n+1
 . (3.14)
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We now drop the constant πR2 for convenience and evaluate the differential in Eq. (3.14)
to obtain an analytical expression describing p (ζ) as a function of n, given by

p (ζ, n) =



1
ζmax

( 2n
n+ 1

)(
1 − ζ

ζmax

)n−1
n+1

, 0 < ζ < ζmax,

0, ζmax ≤ ζ.

(3.15)

Similar expressions describing p (ζ) for fluids demonstrating Newtonian and Bingham
rheology may be found in the literature [27,28]. Figure 3.3(a) shows p (ζ) for the three
examples of n considered in Fig. 3.1; it is seen that a reduction in n is responsible for a
reduction in ζmax and an increase in the maximum probability. These changes are due
to a flattening of the displacement profile with decreasing n, as shown in Fig. 3.1. When
the constitutive equation describing the rheological behaviour of the fluid under study
does not allow the differentiation of Eq. (3.14), p (ζ) can be determined numerically.
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Fig. 3.3: (a) Flow propagators and (b) the corresponding magnitude of S (q) across a
range of ±2000 m−1 for three example fluids; where ( ) n = 1.0, ( ) n = 0.5, and
( ) n = 0.2. The expected S (q) data were simulated with 〈ζ〉 = 2 mm in the absence
of self-diffusion and the outflow of spins. The flow propagators have been scaled to the
power of the third root for clarity.

Experimentally, an outflow of spins will lead to some loss of signal, with the amount
lost proportional to the local displacement. To account for this, a correction is applied
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to p (ζ, n) given by

p′ (ζ, n) = (1 − Λ) p (ζ, n) , (3.16)

where p′ (ζ, n) represents the experimentally-acquired flow propagator and Λ is given
by ζ/L, with L the length of the excitation region as determined by the experimental
set-up. Alternatively, Eq. (3.16) may be applied to p′ (ζ, n) to recover p (ζ, n). Further,
self-diffusion is responsible for the Gaussian broadening of p′ (ζ) such that the expected
complex signal in q-space, as a function of n, becomes

S (q, n)
|S (0)| =

∫
p′ (ζ, n) exp

[
i2πqζ − 4π2D

(
∆ − δ

3

)
q2
]

dζ, (3.17)

where D is the self-diffusion coefficient. Changes in the flow propagators caused by a
reduction in n, as observed in Fig. 3.3(a), are shown in Fig. 3.3(b) to cause a decrease
in the frequency of the oscillations in S (q) and also an increase in |S (q)| at the limits
of q-space sampled. The existence of a relationship between S (q) and n makes PFG
MR an ideal tool for the estimation of n; it is non-invasive and not limited by optical
opacity, offering advantages over alternative imaging and sensor techniques. This is a
model-dependent approach, so holds true only for those instances where the rheology
of a fluid may be accurately described by the power-law model over the range of shear
rates investigated.

The log-magnitude and phase of S (q) can be accurately approximated using the
cumulant generating function given by Eq. (3.8). For a Gaussian probability distribu-
tion, a truncated cumulant expansion may be used with cumulants above second order
zero. In the present application, non-Gaussian probability distributions such as those
shown in Fig. 3.3(a) are expected with cumulants above second order non-zero; sys-
tematic residuals may be introduced if the log-magnitude and phase of S (q) cannot be
accurately represented by a truncated cumulant expansion. To reduce the introduction
of systematic residuals during the LLS regression of Eq. (3.8) to the log-magnitude and
phase of S (q), a maximum fit range is evaluated using the goodness-of-fit parameter,
Q. In the absence of systematic residuals and in the presence of Gaussian noise, the
probability of the sum of squared residuals obtained, χ2, is described using a Gaussian

82



Taking magnetic resonance into industrial applications

(a)

q [m-1 ]

ln
(|
S
(q
)
|)
[-
]

-200 0 200

-1.5

-1.0

-0.5

0.0 (b)

q [m-1 ]

θ
(q
)
[r
ad

]

-200 0 200

-2

0

2

Fig. 3.4: The evolution of the (a) log-magnitude and (b) phase of S (q) over low-q for
three example fluids; where ( ) n = 1.0, ( ) n = 0.5, and ( ) n = 0.2. The expected
S (q) data were simulated with 〈ζ〉 = 2 mm in the absence of self-diffusion and the
outflow of spins.

distribution. The goodness-of-fit parameter estimates the likelihood that χ2 occurred
due to Gaussian noise; if χ2 is less than expected, Q = 1 and systematic residuals are
unlikely, whilst if χ2 is greater than expected, Q = 0 with systematic residuals likely.
Note that Q is given by the incomplete gamma function,

Q ≡ 1
Γ (υ/2)

∫ ∞

χ2/(2σ2)
s

v
2 −1 exp [−s ] ds, (3.18)

where Γ is a gamma function, σ the standard deviation of the noise, and υ the number
of data points minus the number of unknown fitting parameters, i.e. the degrees of
freedom. Using Eq. (3.18), Q is evaluated across an increasing range of q-space, with a
critical Q defined, Qc, below which the fit is considered unacceptable. The maximum
fit range, |qmax|, is the maximum range of q for which Q>Qc. Although Qc may vary
between 10-3 and 10-1, a value of Qc = 0.05 is selected based on previous work [34]. For
a more complete introduction to fit quality, and general least squares regression, the
interested reader is directed towards the textbooks of Bevington and Robinson [37]
and Press et al. [38].

In the present application, the requirement of higher-order cumulants necessary to
specify the oscillations observed in Fig. 3.3(b) is removed by considering S (q) over a
low-q range. Figure 3.4 shows the (a) log-magnitude and (b) phase of S (q) over a low-q
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Fig. 3.5: The evolution of Q following the regression of a truncated cumulant expansion
to the (a) log-magnitude and (b) phase of S (q) over a low-q range for n = 1.0, with
the inclusion of cumulants up to ( ) second, ( ) fourth, and ( ) sixth order. The
expected S (q) data were simulated with 128 sampled q-space data points, SNR = 100,
and 〈ζ〉 = 2 mm in the absence of self-diffusion and the outflow of spins.

range for three examples of n, with θ observed in Fig. 3.4(b) to increase approximately
linearly with q. Such data, in the presence of pseudo-random Gaussian noise, were used
to quantify Q across an increasing range of q and following the inclusion of higher-
order cumulants. The values of Q obtained are summarised in Fig. 3.5 for the (a) log-
magnitude and (b) phase of S (q). As expected, Q decreases with an increasing range
of q, whilst the inclusion of higher-order cumulants is responsible for an increase in Q.
However, for Qc = 0.05 and over a low-q range of ±0.4〈ζ〉−1 m−1, only cumulants up
to fourth order need be considered when n ≤ 1.0 and SNR < 10 000. Note that |qmax|
increases with decreasing SNR. The log-magnitude and phase of S (q) can, therefore,
be accurately represented over a low-q range using

ln (|S (q)|) = −1
2κ2 (2πq)2 + 1

24κ4 (2πq)4 , (3.19)

θ (q) = κ1 (2πq) − 1
6κ3 (2πq)3 , (3.20)

if free of systematic residuals, as can arise from broken Hermitian symmetry due to
experimental artefacts. If the non-Hermitian component is a small fraction of S (q),
then S (q) may be symmetrised using a method outlined by Scheven et al. [34].
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Fig. 3.6: (a) First, (b) second, (c) third, and (d) fourth cumulants plotted as a function
of n. The expected S (q) data were simulated with 〈ζ〉 = 2 mm in the absence of self-
diffusion and the outflow of spins.

A LLS regression of Eqs. (3.19) and (3.20) is performed across an increasing range
of q, to the upper limit of |qmax|, to obtain multiple cumulants. Note that lower limits
on the fit range, defined as 2−1/4 |qmax| for the log-magnitude and 2−1/3 |qmax| for the
phase of S (q), are imposed, as outlined in the literature [34]. The cumulants reported
in this Chapter are the Q-weighted mean cumulant values and the errors are equal to
the standard deviation of the cumulants. If the limit of |qmax| is not reached, then |qmax|
can be assumed to equal the maximum value of q-space sampled. Equations (3.15) to
(3.17) can then be used to generate the expected S (q) data for a suitable range of n and
with typical experimental parameters. Due to the relationship between S (q) and ζ, as
explained by Eq. (3.17), the numerical simulation of S (q) requires prior knowledge of
〈ζ〉. Fortunately, 〈ζ〉 can be obtained using Eq. (3.20), where 〈ζ〉 = κ1, with θ (q) data
acquired experimentally. Using the methods outlined previously, cumulants for all n
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were then obtained from the expected S (q) data. The relationship between cumulants
and n is shown in Fig. 3.6 for (a) κ1, (b) κ2, (c) κ3, and (d) κ4, where κ2 is observed
to be unique in its solution of n. If we assume a Gaussian distribution of cumulants
corresponding to the increasing fit range, due to random Gaussian noise, a probability
distribution of n can be produced for each cumulant above first order using the mean
cumulant value and the standard deviation of the cumulants. The product of the three
distributions, denoted p (n) and given by p (n, κ2) p (n, κ3) p (n, κ4), gives the overall
distribution. The n values reported in this Chapter correspond to the mean n values
calculated from p (n), with the standard deviations a measure of the uncertainty.

3.3 Materials and methods

3.3.1 Simulations

Numerical simulations were performed in MATLAB 2012b, operating under Windows
7, to examine the sensitivity of the proposed cumulant MR approach to important ex-
perimental parameters. The simulated data were generated by the addition of pseudo-
random Gaussian noise in quadrature, with zero mean and standard deviation σ, to
noise-free data obtained using Eq. (3.17), with

S (q, n)
|S (0)| =

∫
p′ (ζ, n) exp

[
i2πqζ − 4π2D

(
∆ − δ

3

)
q2
]

dζ + e (q) (3.21)

and where e (q) represents noise. SNR is defined as the ratio of the signal intensity at
the centre of q-space to σ. Simulation parameters, including flow gradient timings and
magnitudes, were identical to those experimental parameters outlined in Section 3.3.2
for the acquisition of low-q data. Remaining parameters are defined as follows:

• The value of ζmax was determined by evaluating Eq. (3.4) at r = 0 mm for each
value of n, and p′ (ζ, n) was determined for 215 linear increments in ζ between
zero and ζmax, with 〈ζ〉 = 3.57 mm, equal to that used experimentally.

• n was increased linearly between 0.1 and 1.0 in 10 steps.

• q-space was sampled linearly over a low-q range of ±0.4〈ζ〉−1 m−1 using 2A points,
with A taking integer values between 1 and 10 to sample 2–1024 points.
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• Noise, i.e. the noise-to-signal ratio represented as a percentage, was incremented
linearly between 0 and 10% in 11 steps, corresponding to an SNR range of 10–∞.
Note that SNR = 100 is equal to 1% noise.

Simulations were repeated 102 times, each with pseudo-random Gaussian noise, for all
combinations of experimental parameters. Mean cumulants and mean n were deter-
mined for each repetition using the methods outlined in Section 3.2, and the simulation
values reported are the mean and standard deviation, i.e. the uncertainty, of the mean
cumulants and mean n, respectively. To generate cumulant data for comparison with
experimental data, 150 increments in n were utilised evenly spaced between 0.01 and
1.50 to provide a resolution in n of 0.01.

3.3.2 Experimental

Materials and experimental set-up

Aqueous solutions of xanthan gum (Sigma Aldrich, GB), a polysaccharide commonly
used for rheology modification, were prepared at concentrations of 0.0, 0.2, 0.4, and
0.6 wt% using deionised water (ELGA Purelab Option). Dilute solutions of xanthan
gum-in-water have previously been shown to demonstrate shear-thinning behaviour [39],
with power-law rheology expected across a suitable range of shear rates [40]. Complete
dissolution of xanthan gum was achieved by stirring for 8 h using an overhead stirrer
(Ika–Werke RW20); care was taken to prevent air entrapment during stirring.

A schematic representation of the experimental set-up is shown in Fig. 3.7. The flow
system, comprising of a 14 mm inner diameter (i.d.) acrylic pipe of length 2.0 m and a
total loop volume of 1.5 L, was operated in a closed loop configuration. A peristaltic
pump (MasterFlex Console Drive) capable of delivering volumetric flow rates, V̇ , of
up to 50 mL s−1 was used and steady flow was ensured through use of a flow pulsation
dampener. To ensure developed flow in the region of pipe under study, it was necessary
to consider the hydrodynamic entrance length, l, given by

l

d
= 0.05Re (3.22)

for the laminar flow of a Newtonian fluid, where d is the pipe diameter and Re is the
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V̇

Fig. 3.7: A schematic of the experimental set-up, showing a 2 T horizontal-bore super-
conducting magnet, equipped with ( ) three-axis gradient hardware and ( ) r.f. coil,
and ( ) flow system.

Reynolds number, defined as

Re = ρ〈v〉d
η

, (3.23)

with ρ the fluid density, 〈v〉 the mean fluid velocity, equal to 〈ζ〉∆−1, and η the shear
viscosity. Laminar flow is typically observed for Reynolds numbers up to 2000 [41], such
that an entrance length of up to 100 times the pipe i.d. is necessary to ensure developed
flow; in this work, the radiofrequency (r.f.) coil was positioned 1.5 m downstream of
the pipe inlet. The experiments were performed at a single, fixed V̇ = 11.5±0.5 mL s−1,
measured gravimetrically, with 〈v〉 = 75±4 mm s−1 and a shear rate range of 1–100 s−1,
as determined from the MR flow imaging data. This is within the laminar flow regime.
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Magnetic resonance

All experiments were performed on a Bruker AV85 spectrometer operating with a 2 T
horizontal-bore superconducting magnet, shown schematically in Fig. 3.7. The magnet
was fitted with a 60 mm i.d. birdcage r.f. coil tuned to a frequency of 85.2 MHz for
the 1H resonance. A three-axis gradient system with a maximum gradient strength of
10.7 G cm−1 was used for spatial and flow encoding.

90◦ 180◦ 90◦ 90◦ 180◦

r.f.

g

δ/2

∆

loop N times t

Fig. 3.8: A schematic of the 13-interval APGSTE sequence used for the acquisition of
the flow propagator and low-q data for cumulant analysis, complete with ( ) homospoil.

The 13-interval alternating pulsed field gradient stimulated echo (APGSTE) pulse
sequence [42] shown in Fig. 3.8 was used to sample the high-q data required to obtain
a flow propagator and the low-q data required for cumulant analysis. These two sets
of data are not acquired simultaneously due to the sampling requirements associated
with the use of a Fourier transform, as outlined in Section 3.1. To sample the high-q
data required to obtain a flow propagator, flow gradients were applied with a duration
(δ) of 2 ms and a flow contrast time (∆) of 40 ms. The flow gradient magnitude (g) was
incremented linearly between ±6.0 G cm−1 in 128 steps (N) to sample a q-space range
of ±5100 m−1 and provide a FOF of 310 mm s−1. This FOF being sufficient to exceed
the maximum expected velocity of 150±8 mm s−1 and satisfy one requirement of the
Fourier transform. Parameters were held constant for each concentration of xanthan
gum-in-water solution investigated. A recycle time of 10 s, equal to ∼4 times T1 (2.6 s),
was utilised with 4 signal averages to give a total acquisition time of 85 min. To obtain
the low-q data in the range ±106 m−1 for cumulant analysis, approximately equal to
±0.4〈ζ〉−1 m−1, flow gradients were applied with δ = 0.5 ms and ∆ = 50 ms. The flow
gradient magnitude was incremented linearly in 128 steps between ±0.5 G cm−1 to give
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an acquisition time of 85 min with a recycle time of 10 s and 4 signal averages. These
acquisition parameters were used for all samples. Much shorter acquisition times can
be achieved when fewer flow gradient increments are required for cumulant analysis,
as shown in Section 3.4, or by using fast flow encoding techniques [24–26].

90◦ 180◦

r.f.

Gr

Gp

Gs

g

δ

∆ t

Fig. 3.9: A schematic of the spin echo MR flow imaging sequence used for the imaging
of velocity.

To validate the accuracy of the PFG MR measurements, spatially-resolved velocity
images were acquired for each concentration of xanthan gum-in-water solution investi-
gated using the simple slice selective spin echo MR flow imaging sequence [9] shown in
Fig. 3.9. Data were acquired with a slice thickness of 10 mm and SNR = 100. A field-
of-view (FOV) of 18 mm was selected in the read and phase directions with 128 phase
increments and 128 read points to give a resolution of 141 µm × 141 µm. Flow gradi-
ents were applied with δ = 2 ms and ∆ = 20 ms, and two increments in flow gradient
magnitude were utilised with the magnitude calibrated for each sample to ensure a
maximum phase shift of 2π. The acquisition time of a single MR flow image was 45 min
with a recycle time of 2.6 s and four signal averages. For quantification of the velocity
data, a zero velocity MR flow image was acquired for each concentration of xanthan
gum-in-water solution investigated. All experiments were performed at 19.0±0.5 ◦C.

Conventional rheometry

Estimates of n determined using the proposed cumulant MR approach and MR flow
imaging were validated using a Rheometric Scientific ARES 320 rheometer. A smooth-
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walled concentric cylinder Couette cell geometry, with inner cylinder of outer diameter
32 mm and length 34 mm, was used for each concentration of xanthan gum-in-water
solution investigated. The wall gap was 1 mm and the temperature was 19.0±1.0 ◦C.
The rheometer was operated in controlled-rate mode, with apparent shear stress mea-
sured during a two-way shear rate sweep of 0.01–500 s−1. A correction is required to
be applied to the apparent (measured) flow curve to obtain the true flow curve [43],
as given by

ηa (γ̇a) =
( 4

3 + n

)
Kγ̇n−1

a (3.24)

for the case of a Couette cell geometry, where ηa is the apparent shear viscosity, defined
as the shear stress to shear rate ratio, and τa and γ̇a represent the apparent shear stress
and shear rates, respectively.
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Fig. 3.10: Apparent shear viscosity, ηa, against apparent shear rate, γ̇a, for the ( ) 0.2,
( ) 0.4, and ( ) 0.6 wt% xanthan gum-in-water solutions plotted across the shear rate
range of the MR experiments. The data were acquired using conventional rheometry
methods with a shear rate sweep of 0.01–500 s−1. Solid lines represent the NLLS re-
gression of Eq. (3.24) to the experimental data, fitted across 1–100 s−1, with K values
of 0.560±0.002, 2.36±0.01, and 6.73±0.03 Pa sn for the 0.2, 0.4, and 0.6 wt% xanthan
gum-in-water solutions, respectively, and n values as described in Table 3.2.

Measured apparent shear viscosity-shear rate curves for 0.2, 0.4, and 0.6 wt% xan-
than gum-in-water solutions are shown in Fig. 3.10 across the shear rate range of the
MR experiments. At very low shear rates, a plateau is observed as the shear viscosity
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approaches the low-shear viscosity, η0, which increases with the xanthan gum concen-
tration. All concentrations of xanthan gum-in-water solution investigated demonstrate
shear-thinning behaviour; for 0.6 wt% xanthan gum-in-water solution, shear viscosity
decreases by almost two orders of magnitude as the shear rate is increased from 1 to
100 s−1. Similar trends are observed at lower concentrations of xanthan gum-in-water
solution. The NLLS regression of Eq. (3.24) to the apparent shear viscosity-shear rate
curves, across the shear rate range of the MR experiments, was used to provide esti-
mates of n describing the xanthan gum-in-water solutions under study. This regression
is shown in Fig. 3.10, with the regression data observed to be accurate to within the
scatter of the experimental data, confirming power-law rheology across the shear rate
range of the MR experiments. As summarised in Table 3.2, n obtained using this ap-
proach were 1.00±0.01, 0.37±0.01, 0.24±0.01, and 0.15±0.01 for the 0.0, 0.2, 0.4, and
0.6 wt% xanthan gum-in-water solutions, respectively, with the error representative of
a 95% confidence interval in the individual fit. There was no evidence of wall slip in
the shear viscosity-shear rate data obtained.

3.4 Results and discussion

3.4.1 Sensitivity to the flow behaviour index

The proposed cumulant MR approach was used to quantify p (n) and provide an esti-
mate of n for all combinations of experimental parameters described in Section 3.3.1.
Simulation experiments were repeated 102 times, each with pseudo-random Gaussian
noise, to investigate the accuracy and error associated with the estimate of n obtained
using the proposed cumulant MR approach. Figure 3.11 shows p (κ2, n), p (κ3, n), and
p (κ4, n) obtained for a single simulation experiment with an input n of 0.5, 128 sam-
pled q-space data points and SNR = 100. It is observed that the maximum probability
decreases and the width of the distribution increases for higher-order cumulants due
to the greater uncertainty associated with these cumulants, as obtained through LLS
regression of Eqs. (3.19) and (3.20) to the log-magnitude and phase of the simulated
S (q) data, respectively. The distribution of p (n), given by p (κ2, n) p (κ3, n) p (κ4, n), is
strongly influence by κ2. For the example shown, p (n) gives an output n of 0.51±0.02,
accurate to within less than 2% of the input n, where the uncertainty represents the
standard deviation of p (n). The robustness of the proposed cumulant MR approach
to changes in n will now be described.
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Fig. 3.11: A probability distribution showing the probability of n, given ( ) κ2, ( ) κ3,
and ( ) κ4, obtained using the proposed cumulant MR approach with simulated data.
The data were generated with 128 sampled q-space data points and SNR = 100 for an
input of n = 0.5.

Figure 3.12 demonstrates the robustness of the proposed cumulant MR approach
to changes in n by showing the mean and uncertainty of κ2 as n is increased from 0.1
to 1.0 for (a) 256 and (b) 16 sampled q-space data points with SNR of ∞, 100, and
50. Note that q-space was sampled linearly between ±106 m−1. The scaled mean κ2

is shown in Fig. 3.12 to remain approximately constant, deviating from unity by less
than ±1%, thus indicating an absence of systematic error and robustness to changes
in experimental parameters, as well as n. In contrast, the uncertainty associated with
κ2 increases with a reduction in n, reduction in SNR, and reduction in the number of
sampled q-space data points; for 16 sampled q-space data points and SNR = 50, the
uncertainty in the measurement of κ2 decreases from 7 to 4% as n increases from 0.1
to 1.0. Similar trends are observed for higher-order cumulants.

Using methods described in Section 3.2, the mean and standard deviation of the 102

mean n values estimated using the proposed cumulant MR approach were calculated.
Figure 3.13 compares the input n to output n predicted using cumulant analysis for
(a) 256 and (b) 16 sampled q-space data points, sampled linearly between ±106 m−1,
and SNR of ∞, 100, and 50, with the error bars equal to the standard deviation. The
output n deviates from the input n by less than ±2%, with the highest errors associ-
ated with 16 sampled q-space data points and SNR = 50. However, the uncertainty
associated with the estimate of n changes considerably across the range of parameters
investigated, increasing with a reduction in SNR and reduction in the number of sam-
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Fig. 3.12: Plots to demonstrate the relationship between the mean κ2 (represented as
a fraction of the noise-free mean κ2, κ2z) and n. Data are plotted for (a) 256 and (b) 16
sampled q-space data points, with SNR of (top to bottom) ∞, 100, and 50. Error bars
represent the standard deviation of κ2 generated from 102 repeats.
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Fig. 3.13: Plots to compare the expected (or input) n, ni, and recovered (or output) n,
no, obtained using cumulant analysis for a range of n for (a) 256 and (b) 16 sampled
q-space data points and SNR of (top to bottom) ∞, 100, and 50. Error bars represent
uncertainties in no due to uncertainties in the measured cumulants.
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pled q-space data points. Fluctuations in the uncertainty of the output n are observed
as the input n varies, but these fluctuations are small when compared to those induced
due to changes in SNR and the number of sampled q-space data points. The accuracy
of the proposed cumulant MR approach is, therefore, largely insensitive to n.

3.4.2 Sensitivity to noisy data and reduced sampling

The mean n obtained from the 102 repeat simulations was used to quantify the error
associated with the estimation of n. Figure 3.14 shows the error associated with the
estimation of n, as a function of both noise and the number of sampled q-space data
points, for (a) n = 0.1 and (b) n = 1.0. It is observed that the sampling requirement
is highly dependent upon the noise for a given error in n, as expected. For the MR
experiments reported here, which utilised a 2 T magnet, an SNR of > 1000 was typical.
Under these conditions, only 4 points are required to be sampled in q-space to provide
an error in n of < 5%. This represents a 94% reduction in the acquisition time using
the proposed cumulant MR approach to estimate n when compared to the acquisition
of an MR flow image with 128 phase encoding steps.
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Fig. 3.14: Two-dimensional contour plots demonstrating the error associated with the
estimate of n for the range of SNR and number of sampled q-space data points inves-
tigated, for n of (a) 0.1 and (b) 1.0, using 64 increments in both noise and number of
sampled q-space data points.

As the noise increases, an increasing number of q-space data points are required to
be sampled to achieve the same error; for a noise level of 2%, 128 q-space data points
are required to provide an error in the estimate of n of less than 5%. The results are
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in good agreement with previous work [34] and further demonstrate the robustness of
cumulant analysis to noisy data, where the degree of robustness is dependent upon the
number of sampled q-space data points. For a noise level of < 1%, typical of low-field
MR, only 8 points are required to be sampled in q-space if an error of less than 5%
is required in the estimation of n and n = 0.1. These results are significant as they
imply that the proposed cumulant MR approach can be used to determine quantitative
rheological parameters on low-field, maybe even Earth’s field, MR hardware. On such
hardware, the low SNR associated with spatially-resolved measurements may render
MR flow imaging inaccurate and/or impractical for the estimation of n.

3.4.3 Experimental validation using MR

Cumulant MR methods

The signal in q-space was sampled over a low-q range for the purpose of cumulant anal-
ysis. Following symmetrisation of S (q) using methods outlined in the literature [34],
LLS regression of Eqs. (3.19) and (3.20) to the symmetrised log-magnitude and phase
of S (q), respectively, was used to obtain cumulants that varied with n, as was shown
in Fig. 3.6. Note that analysis of Q across an increasing range of q-space, as described
in Section 3.2, indicated that |qmax| was not exceeded for any sample investigated, with
LLS regression performed across the entire range of ±106 m−1. Cumulants were gener-
ated, using the method outlined in Section 3.2, and compared with those determined
experimentally. Using this approach, p (n) was obtained for each concentration of xan-
than gum-in-water solution investigated, with the mean of p (n) providing an estimate
of n. All samples indicated shear-thinning behaviour; across the shear rate range of the
MR experiments (1–100 s−1), n was estimated as 1.01±0.03, 0.39±0.01, 0.23±0.01, and
0.15±0.01 for the 0.0, 0.2, 0.4, and 0.6 wt% xanthan gum-in-water solutions, respec-
tively. The uncertainties represent the standard deviations of the respective probability
distributions. An increase in xanthan gum concentration is, therefore, responsible for
a decrease in n. This trend is in agreement with literature [44]. Furthermore, the esti-
mate of n obtained for the 0.0 wt% xanthan gum-in-water solution is in agreement to
within 1% of that expected for a Newtonian fluid (where n = 1.00). These results are
summarised in Table 3.2.

A comparison of the experimental and LLS regression data is shown in Fig. 3.15 for
each concentration of xanthan gum-in-water solution investigated, with the individual
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Fig. 3.15: Plots to show the (a) log-magnitude and (b) phase of S (q) for the ( ) 0.2,
( ) 0.4, and ( ) 0.6 wt% xanthan gum-in-water solutions. The solid and dashed lines
show the experimentally-acquired and regression data, respectively; the two datasets
overlap.

fits accurate to within the accuracy of the experimental data. Note that an increase
in xanthan gum concentration is responsible for an increase in the signal at the limits
of q-space sampled, in agreement with trends observed in Fig. 3.4(a) and indicative of
increasing shear-thinning behaviour. These results are consistent with those observed
using conventional rheometry, as described in Section 3.3.2.
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Fig. 3.16: A plot to show the error associated with the estimate of n for the ( ) 0.2,
( ) 0.4, and ( ) 0.6 wt% xanthan gum-in-water solutions, when compared with n
determined using 128 points, as the number of sampled q-space data points is increased.
Note that n was calculated using cumulants determined from a single LLS regression
to the experimental S (q) data.

97



Characterising power-law fluids using cumulant analysis

Figure 3.16 demonstrates the sensitivity of the number of sampled q-space data
points on the error associated with the estimate of n, when compared with the estimate
of n obtained using 128 sampled q-space data points, for each concentration of xanthan
gum-in-water solution investigated. It is observed that the error is largely independent
of xanthan gum concentration, i.e. n of the fluid under study. This further validates
the results of the simulation experiments reported in Section 3.4.2. In all cases, the
number of sampled q-space data points can be reduced to less than 40 without increas-
ing the error in n, thus suggesting that the acquisition of 128 points is unnecessary.
Furthermore, the error associated with the proposed cumulant MR approach with only
4 sampled q-space data points is < 5%, demonstrating that a reduction in acquisition
time from 45 min to 3 min is possible using the proposed approach when compared to
the acquisition of an MR flow image using a single spin echo sequence with 128 phase
encoding steps. This represents a reduction in acquisition time of 94%.

Comparison with non-cumulant MR methods

Changes in the flow distribution were investigated through acquisition of flow propaga-
tors for each concentration of xanthan gum-in-water solution investigated. A correction
was applied to the experimentally-acquired flow propagators, in the form of Eq. (3.16),
to recover p (ζ). Shown in Fig. 3.17 are p (ζ) obtained for the (a) 0.0, (b) 0.2, (c) 0.4,
and (d) 0.6 wt% xanthan gum-in-water solutions. An increase in xanthan gum concen-
tration from 0.0 to 0.6 wt% is shown in Fig. 3.17 to be responsible for a reduction in
ζmax from 6.2 to 4.0 mm, corresponding to a reduction in the maximum velocity from
155 to 100 mm s−1. Furthermore, an increase in the maximum probability is observed
as the concentration of xanthan gum is increased, thus indicating a reduction in n de-
scribing the fluid under study, i.e. an increase in shear-thinning behaviour. Note that
V̇ calculated from the flow propagators was 12.8±0.5 mL s−1, with the error a result
of Gibbs ringing due to the truncation of S (q). These artefacts are more pronounced
with a reduction in n due to the emergence of a dominant spike in the flow propagator.
This dominant spike, which approaches a shifted delta function as n approaches zero,
is responsible for a constant amplitude signal with oscillating phase, and so the trun-
cation of S (q) is inevitable at low values of n. Truncation artefacts could be minimised
through apodisation of S (q) before Fourier transform, however, this would reduce the
velocity resolution of the flow propagator and make the quantitative or qualitative use
of flow propagators in this application challenging.
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Fig. 3.17: Plots to show the experimentally-acquired p (ζ) data for the (a) 0.0, (b) 0.2,
(c) 0.4, and (d) 0.6 wt% xanthan gum-in-water solutions.

Two-dimensional (2D) MR flow images were acquired for each concentration of xan-
than gum-in-water solution investigated with a spatial resolution of 141 µm × 141 µm,
sufficient to provide ∼100 spatially-resolved velocity data points across the geometry
under study. Figure 3.18 shows MR flow images for the (a) 0.0, (b) 0.2, (c) 0.4, and
(d) 0.6 wt% xanthan gum-in-water solutions, where the velocity represents axial veloc-
ity, i.e. z-velocity. The SNR in the images is 100. Flow rates calculated from the MR
flow images (11.6±0.4 mL s−1) suggest that this technique is accurate to within the lim-
its of the error of the gravimetric flow measurement (11.5±0.5 mL s−1). The maximum
velocity of the 0.0 wt% xanthan gum-in-water solution was 154 mm s−1, also within the
experimental error assuming a parabolic velocity profile (150±8 mm s−1). This corre-
sponds to a Reynolds number of ∼1100. A transition to the turbulent flow regime is
typically observed between Reynolds numbers of 2000–4000 [41]. As expected, the MR
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flow images show radial symmetry typical of laminar flow and do not show any of the
features attributed to turbulent flow.
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Fig. 3.18: MR flow images acquired for the (a) 0.0, (b) 0.2, (c) 0.4, and (d) 0.6 wt% xan-
than gum-in-water solutions with V̇ = 11.5±0.5 mL s−1. The MR flow images have a
spatial resolution of 141 µm × 141 µm, an FOV of 18 mm × 18 mm, and were acquired
in 90 min. The SNR in the corresponding intensity images is 100.

An estimate of n was obtained for each concentration of xanthan gum-in-water
solution investigated by performing a 2D NLLS regression of ∆−1ζ (r) to the respective
MR flow image, with ζ (r) given by Eq. (3.4). This 2D NLLS regression is depicted in
Fig. 3.19 by means of velocity profiles generated using radially-averaged MR flow image
and regression data; these two sets of data are shown in Fig. 3.19 to be in agreement
to within the accuracy of the experimental data, confirming power-law rheology over
the shear rate range of the MR experiments (1–100 s−1). Using this method, n was
estimated as 0.99±0.04, 0.39±0.02, 0.25±0.01, and 0.15±0.01 for the 0.0, 0.2, 0.4, and
0.6 wt% xanthan gum-in-water solutions, respectively, where the error is representative
of a 95% confidence interval in the individual fit. The results from MR flow imaging are
summarised in Table 3.2, with the result for 0.0 wt% xanthan gum-in-water solution
accurate to within 1% of that expected for a Newtonian fluid (where n = 1.00).
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Fig. 3.19: Velocity profiles for the (a) 0.0, (b) 0.2, (c) 0.4, and (d) 0.6 wt% xanthan
gum-in-water solutions showing the ( ) radially-averaged MR flow images. The solid
lines correspond to the radially-averaged 2D regression data obtained by performing a
2D NLLS regression of ∆−1ζ (r) to the MR flow images, with ζ (r) given by Eq. (3.4).
The error in the fit is within the accuracy of the experimental data.

Table 3.2 compares n determined using the proposed cumulant MR approach with
those obtained using MR flow imaging and conventional rheometry. In all cases, the
results from the three methods are observed to be in agreement to within 5%, com-
parable with the accuracy of conventional rheometry. Furthermore, those calculated
using MR flow imaging are accurate to within 8% of those found using the proposed
cumulant MR approach. Cumulant MR therefore offers a new approach to rheological
characterisation using MR, with the potential increase in temporal resolution enabling
temporal changes in n over time scales of 3 min to be identified. The acquisition time
may be reduced further with a reduction in T1, decreasing to only 16 s for T1 = 260 ms.
Moreover, the requirement of more expensive gradient hardware is negated, extending
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Table 3.2: A comparison of n estimated for the 0.0, 0.2, 0.4, and 0.6 wt% xanthan gum-
in-water solutions using conventional rheometry, MR flow imaging, and cumulant MR
methods, evaluated across a shear rate range of 1–100 s−1.

method
n [-]

0.0 wt% 0.2 wt% 0.4 wt% 0.6 wt%
conventional rheometry 1.00±0.01 0.37±0.01 0.24±0.01 0.15±0.01

MR flow imaging 0.99±0.04 0.39±0.02 0.25±0.01 0.15±0.01
cumulant MR 1.01±0.03 0.39±0.01 0.23±0.01 0.15±0.01

MR rheometry to single-axis, low-power gradient systems. This approach could also
be applied on low-field, portable MR hardware due to the robustness demonstrated by
cumulant analysis to noisy data. Furthermore, such an approach could be combined
with a corresponding measurement of pressure drop to characterise the flow curve.

3.5 Conclusions

In this Chapter, a PFG MR and cumulant analysis approach was proposed enabling
the estimation of n describing fluids demonstrating power-law rheology. An expression
describing S (q) in terms of n was used to systematically investigate the parameters of
interest; including SNR, number of sampled q-space data points, and n. It was shown
that the proposed cumulant MR approach is robust to reductions in both the number
of sampled q-space data points and SNR. An increase in the temporal resolution of
this proposed approach is possible through a reduction in the number of sampled data
points, with the reduction limited by the SNR of the system under study. To validate
the proposed cumulant MR approach, an experimental case study on xanthan gum-
in-water solutions demonstrating power-law rheology was performed. Estimates of n
obtained using the proposed cumulant MR approach were accurate to within 8% of
those obtained using MR flow imaging, with all n accurate to within 5% of the same
quantities determined using conventional rheometry. All n were characterised across a
shear rate range of 1–100 s−1.

Using this approach it has been shown that with SNR as low as 50, quantitative
results can be acquired to within 5% of the expected value when 128 q-space points
are sampled. This can be reduced to 8 q-space points for SNR = 100 to obtain results
of the same accuracy, and only 4 points with SNR > 1000. An obvious implication of
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this is that the requirement of only a single-axis, low-power gradient system removes
the need for more expensive hardware for the MR characterisation of non-Newtonian
fluids. Furthermore, the robustness of this approach to SNR < 100 opens up new and
exciting opportunities for portable, low-field MR hardware.
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Chapter 4

Extension to Herschel–Bulkley
fluids

In Chapter 3, a cumulant analysis of the signal in q-space, S (q), was used to estimate
the flow behaviour index of fluids demonstrating non-Newtonian, power-law rheology.
A corresponding measurement of pressure drop would enable the estimation of the
consistency factor and thus the characterisation of the flow curve. However, the power-
law constitutive equation is insufficient to accurately describe the rheology of process
fluids (and products) demonstrating both solid- and liquid-like behaviour. This non-
Newtonian behaviour may be explained by considering the concept of yield stress, a
parameter introduced in Section 1.2 that quantifies the minimum shear stress required
to be applied to a fluid before deformational flow can begin to occur. The rheology
of such non-Newtonian fluids may be accurately described using the Herschel–Bulkley
constitutive equation.

In this Chapter, the model-dependent approach developed in Chapter 3 is extended
to enable the pipe-flow characterisation of fluids demonstrating Herschel–Bulkley rhe-
ology. However, using numerical simulations it is shown that the proposed cumulant
MR approach is unsuitable for use with the Herschel–Bulkley constitutive equation
due to interdependence between the rheological parameters. To this end, this Chapter
also outlines the development of a model-dependent Bayesian MR approach to enable
estimation of the rheological parameters of fluids demonstrating Herschel–Bulkley rhe-
ology. The robustness of the proposed Bayesian MR approach to reduced sampling and
noisy data is investigated in Chapter 5 using numerical simulations and applied ex-
perimentally to a model fluid demonstrating Herschel–Bulkley rheology.
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4.1 Introduction

Many fluids encountered in everyday life—including mayonnaise, shaving foam, and
toothpaste—exhibit both solid- and liquid-like behaviour. Such non-Newtonian be-
haviour may be explained simply by considering the concept of yield stress, a parame-
ter introduced in Section 1.2 that quantifies the minimum shear stress that is required
to be applied to a fluid before deformational flow can begin to occur. Fluids exhibiting
yield stress behaviour demonstrate solid-like behaviour at low applied stresses, below
the yield stress, but liquid-like behaviour at high applied stresses [1]. Although the
existence of yield stress has been questioned [2,3], it does nevertheless provide a conve-
nient way for engineers to describe (or quantify) rheology. For example, the rheology
of many fluids can be accurately described by using the Herschel–Bulkley constitutive
equation [4], or model, introduced in Section 1.2 as

τ (γ̇) = τ0 +Kγ̇n, (4.1)

with τ the shear stress, γ̇ the shear rate, and where τ0, K, and n represent the yield
stress, consistency factor, and flow behaviour index, respectively. The relationship be-
tween τ and γ̇, often referred to as the flow curve and denoted τ (γ̇), can be described
conveniently using rheological parameters appropriate to the Herschel–Bulkley model.
Note that a major weakness of the Herschel–Bulkley model is its inability to unam-
biguously establish the rheological parameters, since different sets of these parameters
can provide equivalent fits to the experimental flow curve [5].

Yield stress behaviour can be affected by changes in the sample pH and concentra-
tion [6], with such properties responsible for changes in the flow curve. These changes
can be detrimental to many industrial processes, particularly those involving flow [7].
The characterisation and monitoring of the flow curve of fluids in these applications is
therefore critical for process control and optimisation. In some cases, however, the flow
curve is no longer a measure of the material properties of the fluid but depends on the
shear history [1,8,9]. For this reason, rheological characterisation should be performed
online, or inline, and in real-time, with the use of offline techniques, e.g. conventional,
benchtop rheometry methods [10], unsuitable for this application. Furthermore, as de-
scribed in Section 2.4.1, there exists a need to obtain detailed information about the
flow field generated by the device inducing deformational flow [11] to enable the ob-
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servation and quantification of flow phenomena, including (apparent) wall slip [10,12].
Whilst optical methods such as laser Doppler [13] and ultrasound velocimetry [14] en-
able the visualisation of the flow field, both involve tracer particles and are limited in
the sample geometries that can be used. Light scattering techniques are also limited to
optically transparent or semi-transparent fluid flows. In contrast, magnetic resonance
(MR) enables the non-invasive study of translational motion without any limitation
on optical opacity.

As introduced in Section 2.3, the study of translational motion using MR was first
realised by Carr and Purcell [15] through the exploitation of spin-spin relaxation times.
This has since developed, with phase encoding MR techniques widely considered to be
the most robust and quantitative way of measuring flow [16]. Such techniques are often
coupled with MR imaging hardware, in a method termed MR flow imaging [17], to per-
form spatially-resolved measurements of velocity in one, two, or three dimensions. For
example, Arola et al. [18–20] used one-dimensional (1D) measurements of velocity to
quantify fluid displacement as a function of radial position in a pipe flow geometry for
non-Newtonian fluids demonstrating power-law [18,19] and Herschel–Bulkley [20] rhe-
ology. A pipe flow geometry is ideally suited to online, or inline, application. Shear rate
data were evaluated through the linear least squares (LLS) regression of an even-order
polynomial to the displacement data, followed by differentiation of the regression data.
Measurements of pressure drop per unit length, dP/dL, were then used to quantify
the shear stress at the wall, τw, using

τw = dP
dL

R

2 , (4.2)

which is derived from a force balance and where R represents the pipe radius. From
Eq. (4.2) it can be shown that

τ = r

R
τw, (4.3)

where r is the radial position. Note that τ increases linearly from 0 at the centre of the
pipe to τw at the wall and is independent of the rheological behaviour of the fluid under
study. Using this approach, it is possible to characterise τ (γ̇) over a range of shear
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rates in only a single measurement lasting several minutes, with the regression of a
constitutive equation, such as Eq. (4.1), to the experimental τ (γ̇) data then performed
to provide estimates of the rheological parameters. The accuracy of this approach is
sensitive to the accuracy of both the pressure drop and displacement data obtained,
therefore demanding adequate spatial and velocity resolution [18–20]. Arola et al. [20]
suggest that over 100 spatially-resolved velocity data points may be required to achieve
an error in τ0 of less than 2% when compared to conventional rheometry methods.
Although a number of fast imaging techniques exist [21–23], as reviewed in Section 3.1,
many of these are unable to provide the spatial and/or temporal resolution required to
ensure accurate rheological characterisation in real-time, and so the online, or inline,
use of MR flow imaging in this application is challenging. By using the pulsed field
gradient (PFG) MR method introduced in this work, MR rheometry is extended to
single-axis gradient hardware, thereby eliminating the requirement of spatial encoding
and enabling a substantial reduction in data acquisition times such that online, or
inline, measurements are now possible. This has potential for use in process control and
optimisation. The principles underlying the developments presented in this Chapter
are now introduced; to avoid confusion, notation as used in Chapter 3 is adopted.

For fluids demonstrating Herschel–Bulkley rheology, Eqs. (4.1) and (4.3) can be
used to show that fluid displacement, ζ, in a cylindrical pipe flow geometry is described
as a function of r by

ζ (r, n, r0) =


ζmax, 0 ≤ r < r0,

ζmax

(
1 −

(
r − r0

R − r0

)n+1
n

)
, r0 ≤ r ≤ R,

(4.4)

where ζmax is the maximum fluid displacement. Figure 4.1 shows displacement profiles
obtained using Eq. (4.4) for three example fluids demonstrating Newtonian and non-
Newtonian behaviour; n = 1.0 and r0/R = 0.0, n = 0.5 and r0/R = 0.5, and n = 0.5
and r0/R = 0.8. It is seen in Fig. 4.1 that, for a fluid demonstrating Herschel–Bulkley
rheology, there exists a plug flow region at the centre of the pipe bounded by r0 and
determined by evaluating Eq. (4.3) at τ = τ0; within this plug flow region, τ ≤ τ0 and
γ̇ = 0 s−1. Fluid displacement within the region bounded by r0 and R increases from
0 at R to ζmax at r0, with an increase in r0/R and a decrease in n responsible for an
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increase in the width of the plug flow region, a flattening of the displacement profile,
and a reduction in ζmax. Note that, in accordance with Eq. (4.3), τ0/τw and r0/R are
interchangeable, thus enabling the estimation of τ0 if τw is known. Changes in the rhe-
ological parameters of the fluid under study are, therefore, expected to induce changes
in the displacement profiles and associated volume-averaged displacement probability
distributions, or flow propagators [24]. Flow propagators completely characterise the
flow under study [25] and are obtained through the Fourier transform of the PFG MR
signal sampled in q-space, S (q), as given by

S (q) =
∫
p (ζ) exp [i2πqζ ] dζ, (4.5)

where p (ζ) defines the flow propagator and q = (1/2π) γgδ, with γ the gyromagnetic
ratio of the nucleus under study and g and δ the magnitude and duration of the flow
encoding gradient, respectively [26]. By controlling g it is possible to traverse q-space
whilst sampling S (q). In accordance with Eq. (4.5), S (q) and p (ζ) represent mutually
conjugate Fourier pairs; Fourier transformation of S (q) provides a flow propagator,
representative of the flow under study, with a field-of-flow (FOF) equal to the recip-
rocal of the sampling resolution in q-space and a displacement resolution given by the
reciprocal of the range of q-space sampled.

r/R [ - ]

ζ
/〈
ζ
〉
[-
]

-1 0 1

0

1

2

Fig. 4.1: Fluid displacement (represented as a fraction of the mean fluid displacement)
plotted as a function of radial position (represented as a fraction of the pipe radius)
for three example fluids demonstrating Herschel–Bulkley rheology; where ( ) n = 1.0
and r0/R = 0.0, ( ) n = 0.5 and r0/R = 0.5, and ( ) n = 0.5 and r0/R = 0.8. The
displacement data were generated using Eq. (4.4).
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The use of flow propagators for rheological characterisation was first proposed the-
oretically by McCarthy et al. [27], with p (ζ) known to be sensitive to the rheological
parameters of the fluid under study. Whilst differences in the shape of the flow propa-
gators have been reported for a range of Newtonian and non-Newtonian fluids [28], the
quantitative use of flow propagators remains challenging due to hardware limitations,
i.e. gradient hardware, and practical constraints, such as data acquisition times, that
limit the range of q-space accessible. The signal at the limits of q-space sampled will
often not approach zero, and so the introduction of truncation artefacts during Fourier
transform may be experimentally unavoidable. To this end, the sensitivity of S (q) to
changes in p (ζ) was exploited in Chapter 3 to enable the rheological characterisation of
power-law fluids using the acquisition data directly, thus removing the need for Fourier
transform and preventing the introduction of truncation artefacts. Furthermore, strict
sampling requirements were removed, allowing considerable reductions in acquisition
times; for the model fluids investigated, an accurate estimate of n was achieved when
sampling only 4 points in q-space. This represented a reduction in acquisition time of
94% when compared with the acquisition of an MR flow image.

In this Chapter, the methodology developed in Chapter 3 is extended to Herschel–
Bulkley fluids. Using numerical simulations, it is shown that the proposed cumulant
MR approach is unable to unambiguously determine the Herschel–Bulkley rheological
parameters due to the known interdependence that exists between n, τ0, and K [29].
To this end, an alternative approach is developed utilising Bayesian analysis that does
enable the unambiguous determination of n, τ0, and K.

4.2 Cumulant analysis

4.2.1 Model development

In Chapter 3 it was shown that the natural logarithm of S (q) can be described using

lnS (q) =
∞∑

j=1

(i2πq)j

j! κj, (4.6)

known as the cumulant generating function, where κj corresponds to the jth cumulant.
The cumulant MR approach developed here, enabling the estimation of the Herschel–
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Bulkley rheological parameters, is summarised in Fig. 4.2, with a more complete in-
troduction to cumulant analysis included in Section 3.1. The generation of cumulants
requires the numerical simulation of S (q) for a suitable range of n and r0/R. In this
work, an analytical expression derived by Chevalier et al. [30] is used to describe p (ζ),
and generate S (q) numerically, as a function of both n and r0/R. The details of the
derivation are shown below.

simulate flow propagator for
particular rheological parameters

determine expected signal using simulated flow propagator

generate cumulants for all rheological parameters given
expected signal

use cumulants from experimental/simulated signal, through 
comparison with cumulants from expected signal, to estimate 

rheological parameters

acquire experimental/simulated signal and generate cumulants

Fig. 4.2: A block diagram outlining the five key stages in the proposed cumulant MR
approach.

From Eq. (4.4), ζ can be correlated with radial position, r, for a fluid demonstrating
Herschel–Bulkley rheology using

r (ζ) = r0 + (R − r0)
(

1 − ζ

ζmax

) n
n+1

. (4.7)

If a homogeneous spin density is assumed, p (ζ) per unit length is proportional to the
area of the flow field associated with ζ, given by the differential of A (ζ) and denoted
dA, with A (ζ) = πr (ζ)2. In the absence of self-diffusion, p (ζ) can be described as

p (ζ) ∝ d
dζ

π
r0 + (R − r0)

(
1 − ζ

ζmax

) n
n+1
2
 . (4.8)
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We now drop the constant πR2 for convenience and evaluate the differential in Eq. (4.8)
to obtain an analytical expression describing p (ζ), as a function of n and r0/R, given
by

p (ζ, n, r0) =



2
ζmax

R − r0

R2
n

n+ 1

(
1 − ζ

ζmax

) −1
n+1

×

r0 + (R − r0)
(

1 − ζ

ζmax

) n
n+1
 , 0 < ζ < ζmax,

(
r0

R

)2
δζ−ζmax , ζ = ζmax,

(4.9)

where δζ−ζmax is a Dirac delta function with respect to ζ. Figure 4.3 shows p (ζ) for
the three example fluids considered in Fig. 4.1. It is seen that a decrease in n and an
increase in r0/R, i.e. an increase in τ0/τw, causes a decrease in ζmax and an increase
in the maximum probability. The changes in p (ζ) due to changes in n and r0/R are,
therefore, expected to induce measurable changes in S (q).

ζ/〈ζ〉 [ - ]

p
(ζ
/〈
ζ
〉)

1/
5
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]

0 1 2
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Fig. 4.3: Simulated flow propagators for three example fluids; where ( ) n = 1.0 and
r0/R = 0.0, ( ) n = 0.5 and r0/R = 0.5, and ( ) n = 0.5 and r0/R = 0.8. The flow
propagators have been scaled to the power of the fifth root for clarity.

Experimentally, an outflow of spins will lead to some loss of signal, with the amount
lost proportional to the local displacement. To account for this, a correction is applied
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to p (ζ, n, r0) calculated using Eq. (4.9) with the form

p′ (ζ, n, r0) = (1 − Λ) p (ζ, n, r0) , (4.10)

where p′ (ζ, n, r0) is the experimentally-acquired flow propagator and Λ = ζ/L, with
L the length of the excitation region as determined by the experimental set-up. Fur-
thermore, self-diffusion is responsible for the Gaussian broadening of p′ (ζ, n, r0) such
that the expected complex signal in q-space becomes

S (q, n, r0)
|S (0)| =

∫
p′ (ζ, n, r0) exp

[
i2πqζ − 4π2D

(
∆ − δ

3

)
q2
]

dζ, (4.11)

with D the self-diffusion coefficient and ∆ the flow contrast time. Sampling S (q) over
a low-q range negates the requirement of higher-order cumulants, with the optimum
sampling range found in Section 3.2 to be ±0.4〈ζ〉−1 m−1, where 〈ζ〉 is the mean fluid
displacement. For the calculation of 〈ζ〉, the integration of Eq. (4.4) with respect to
the cross-sectional area of the pipe, and between the limits of 0 and R, gives

〈ζ〉 = ζmax

(
n+ 1
3n+ 1 + 2r0n (n+ 1)

R (3n+ 1) (2n+ 1) + 2n2r2
0

R2 (3n+ 1) (2n+ 1)

)
. (4.12)

If 〈ζ〉 is known, the expected S (q) can be determined for particular n and r0/R using
Eq. (4.11). Figure 4.4 shows the (a) log-magnitude and (b) phase of S (q) over a low-q
range for the three example fluids considered in Fig. 4.1. A decrease in n and increase
in r0/R is responsible for an increase in ln (|S (q)|) at the limits of q-space sampled.
Over a low-q-range, the log-magnitude and phase of S (q) can be described using

ln (|S (q)|) = −1
2κ2 (2πq)2 + 1

24κ4 (2πq)4 , (4.13)

θ (q) = κ1 (2πq) − 1
6κ3 (2πq)3 , (4.14)

with κ1, κ2, κ3, and κ4 known as mean, variance, skewness, and kurtosis, respectively.
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Fig. 4.4: The evolution of the (a) log-magnitude and (b) phase of S (q) over a low-q
range for three example fluids; where ( ) n = 1.0 and r0/R = 0.0, ( ) n = 0.5 and
r0/R = 0.5, and ( ) n = 0.5 and r0/R = 0.8. The expected S (q) data were simulated
with 〈ζ〉 = 2 mm in the absence of self-diffusion and the outflow of spins.

Using Eqs. (4.9) to (4.12), expected S (q) data were simulated for a suitable range
of rheological parameters. The LLS regression of Eqs. (4.13) and (4.14) to the expected
S (q) data was performed across an increasing range of q, to the upper limit of q-space
sampled, |qmax|, to generate multiple cumulants. Note that lower limits on the fit range
defined as 2−1/4 |qmax| for the log-magnitude and 2−1/3 |qmax| for the phase of S (q) are
imposed, as outlined in the literature [31]. The cumulants reported are the Q-weighted
mean cumulant values, with the errors representative of the standard deviation of the
cumulants. Using methods outlined previously, cumulants for all n and r0/R were then
obtained from the expected S (q) data. The relationship between the cumulants and
n and r0/R is shown in Fig. 4.5 for (a) κ1, (b) κ2, (c) κ3, and (d) κ4. It is interesting
to note that, as lnS (q) is non-uniquely specified by its cumulants and/or due to the
known interdependence that exists between n and r0/R [29], all cumulants are seen
in Fig. 4.5 to be non-unique in their solution of both n and r0/R. The significance of
this is investigated in Section 4.2.3, where numerical simulations are used to study the
sensitivity of the proposed cumulant MR approach to changes in the Herschel–Bulkley
rheological parameters for a fixed signal-to-noise ratio (SNR).

If we assume a Gaussian distribution of cumulants corresponding to the increasing
fit range, due to random Gaussian noise, a probability distribution of n and r0/R can be
produced for each cumulant (above first order) using the mean cumulant value and the
standard deviation of the cumulants. The product of the three distributions, denoted
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Fig. 4.5: (a) First, (b) second, (c) third, and (d) fourth cumulants plotted as a function
of n and r0/R. The expected S (q) data were simulated with 〈ζ〉 = 2 mm in the absence
of self-diffusion and the outflow of spins.

p (n, r0) and given by p (n, r0, κ2) p (n, r0, κ3) p (n, r0, κ4), gives the overall distribution;
n and r0/R values reported correspond to the mean n and r0/R values, respectively,
calculated from p (n, r0), with the standard deviations a measure of the uncertainty.

4.2.2 Simulations

Numerical simulations were performed in MATLAB 2012b, operating under Windows
7, to examine the sensitivity of the proposed cumulant MR approach to changes in
the Herschel–Bulkley rheological parameters. Simulated data were generated by the
addition of pseudo-random Gaussian noise in quadrature, with zero mean and standard
deviation σ, to noise-free data obtained using Eq. (4.11), such that

S (q, n, r0)
|S (0)| =

∫
p′ (ζ, n, r0) exp

[
i2πqζ − 4π2D

(
∆ − δ

3

)
q2
]

dζ + e (q) , (4.15)
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where e (q) represents the added pseudo-random Gaussian noise. Note that SNR is here
defined as the ratio of the signal intensity at the centre of q-space to σ. Experimental
variables were selected as follows:

• 〈ζ〉 = 2 mm, with the value of ζmax determined for each combination of n and r0

considered using Eq. (4.12), and p′ (ζ, n, r0) determined for 215 linear increments
in ζ between zero and ζmax.

• n was increased linearly between 0.1 and 1.0 in 10 steps.

• r0/R, corresponding to τ0/τw, was incremented linearly in 10 steps between 0.0
and 0.9.

• The signal in q-space was sampled linearly at 128 points in q-space over a low-q
range of ±0.4〈ζ〉−1 m−1.

• Noise, i.e. the noise-to-signal ratio represented as a percentage, was fixed at 0.01,
corresponding to SNR = 100.

Simulations were performed 102 times, each with pseudo-random Gaussian noise, for
all combinations of experimental parameters. Mean n and r0/R were determined for
each repetition using the methods outlined in Section 4.2.1, and the simulation values
reported in Section 4.2.3 are the mean and standard deviation of the 100 mean n and
r0/R values. To generate the cumulant data for comparison with experimental data,
100 increments in n and r0/R were used evenly spaced between 0.01 and 1.00 and 0.00
and 0.99, respectively, to provide a resolution of 0.01.

4.2.3 Results and discussion

Figure 4.6 shows p (n, r0) obtained using the proposed cumulant MR approach for a
single simulation experiment with 128 sampled q-space data points and SNR = 100. An
increase in the estimate of n is seen to cause an increase in r0/R; this interdependence
was previously observed using conventional rheometry [29] and makes the unambiguous
determination of n and r0/R difficult [5]. From p (n, r0) shown in Fig. 4.6, estimates of
n = 0.38±0.18 and r0/R = 0.34±0.18 were obtained, where the uncertainties represent
the standard deviation of n and r0/R, accurate to within 32% of the input n and r0/R

of 0.50.
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Fig. 4.6: A 2D probability distribution showing the probability of n and r0/R obtained
using the proposed cumulant MR approach with simulated data. The data were gen-
erated with 128 sampled q-space data points and SNR = 100 for an input n and r0/R
of 0.5.

Simulation experiments were repeated 102 times for all combinations of input n and
r0/R, each with pseudo-random Gaussian noise. The mean and standard deviation of
the 100 mean n and r0/R values were used to quantify the accuracy and uncertainty
associated with the proposed cumulant MR approach. Figure 4.7 shows the mean and
uncertainty of (a) n for r0/R of 0.0, 0.2, and 0.5, and (b) r0/R for n of 1.0, 0.8, and
0.5 with 128 sampled q-space data points and fixed SNR = 100. Although Fig. 4.7(a)
shows the expected trend, i.e. an increase in the output n with an increase in the input
n, the proposed cumulant MR approach is responsible for both random and systematic
error. Across all r0/R, a decrease in the input n from 1.0 to 0.1 was responsible for an
increase in the mean absolute error in the output n from 25 to 240% and an increase
in the mean uncertainty from 9.0 to 120%. In contrast, the accuracy of the output n
was almost independent of the input r0/R, with a mean absolute error (for all input n
considered) of 50% and a mean uncertainty of 37%. Considering r0/R, it is observed in
Fig. 4.7(b) that the mean absolute error in the output r0/R was dependent upon the
input r0/R; across all n, an increase in the input r0/R from 0.1 to 0.9 was responsible
for a decrease in the mean absolute error from 130 to 17% and a decrease in the mean
uncertainty from 59 to 7.6%. In addition, the mean absolute error associated with the
output r0/R (for an input r0/R in the range 0.1–0.9) increased from 25 to 93% for a
decrease in the input n from 1.0 to 0.1, with an increase in the mean uncertainty from
75 to 190%. Across all rheological parameters, the mean absolute error in the output
n and r0/R was 50 and 33%, respectively, with mean uncertainties of 37 and 110%.
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Fig. 4.7: (a) A comparison between the input n, i.e. the ground truth, and output n,
i.e. the estimate, using the proposed cumulant MR approach with 128 sampled q-space
data points and SNR = 100, plotted for r0/R equal to ( ) 0.0, ( ) 0.2, and ( ) 0.5. (b)
Corresponding data plotted for the estimate of r0/R with n equal to ( ) 1.0, ( ) 0.8,
and ( ) 0.5. The diagonal line ( ) represents the expected result, i.e. input = output.

These results are important as they imply that the accuracy of the estimation of n
and r0/R increases as both n and r0/R tend to 1.0. Furthermore, the results suggest
that, for 128 sampled q-space data points and with SNR = 100, the proposed cumulant
MR approach is unable to unambiguously determine n and r0/R and is unsuitable for
the rheological characterisation of Herschel–Bulkley fluids. This finding is most likely
due to the known interdependence that exists between n and r0/R, with an alternative
approach sought that is suitable for use with such fluids.

4.2.4 Conclusions

A cumulant MR approach was developed to enable numerical simulation of the signal
in q-space and rheological characterisation of Herschel–Bulkley fluids using cumulant
analysis. However, due to the known interdependence between Herschel–Bulkley rheo-
logical parameters, the proposed cumulant MR approach is unable to unambiguously
determine n and r0/R and is thus unsuitable for use with Herschel–Bulkley fluids; for
128 sampled q-space data points and SNR = 100, mean absolute errors of 50 and 33%
were typical for n and r0/R, respectively, with mean uncertainties of 37 and 110%.
Therefore, an alternative approach is sought that overcomes the interdependence be-
tween the Herschel–Bulkley rheological parameters and does enable the unambiguous
determination of n and r0/R.
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4.3 Bayesian analysis

4.3.1 Model development

Bayesian analysis is a probabilistic approach that has previously been applied in a
variety of MR applications [32–38]; it has been shown to improve the accuracy of flow
measurements by the use of reduced sampling [33], and to enable the recovery of MR
spectra [32] and particle size distributions [37] from noisy data. In Bayesian analysis,
the state of the system, Θ, is inferred from a set of experimental observations, ŷ, using
the posterior probability density function, p (Θ|ŷ), given by

p (Θ|ŷ) ∝ p (ŷ|Θ) p (Θ) , (4.16)

where p (ŷ|Θ) is the likelihood function and p (Θ) incorporates prior knowledge.

simulate flow propagator for
particular rheological parameters

determine expected signal using simulated flow propagator

generate likelihood function given expected
signal and noise

calculate posterior probability, using
likelihood functions, for all

rheological parameters

acquire experimental/simulated signal

Fig. 4.8: A block diagram outlining the five key stages in the proposed Bayesian MR
approach.

In this Chapter, a Bayesian MR approach is developed to enable the estimation of
Herschel–Bulkley rheological parameters using PFG MR, where ŷ corresponds to S (q)
and Θ corresponds to n and r0/R describing the rheology of the fluid under study. The
likelihood function then describes the variation of S (q) for a particular combination
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of n and r0/R, and the prior describes what is already known about the probabilities
of the values of n and r0/R. A prior in which the probabilities within a specified range
are identical is known as a simple uninformative prior. The development of a Bayesian
MR approach enabling the estimation of these parameters is illustrated in Fig. 4.8 and
will now be outlined.

The signal in q-space is sampled in quadrature across a high-q range in the presence
of Gaussian noise. Therefore, the likelihood function utilising the complex S (q) data
takes the form

p (S (q) |n, r0) = 1
σ

√
2π

exp
[

−|S (q) − λ|2

2σ2

]
(4.17)

for flow that is stable over the experimental duration, i.e. laminar flow, where λ is the
expected complex signal in q-space for a particular q, n, and r0/R, denoted E [S (q)].
For simplicity, E [S (q)] will be referred to as f (q, n, r0). In addition to the variation
of the phase of S (q) and f (q, n, r0) with q, S (q) may also possess an additional phase
offset due to the receiver. A comparison between S (q) and f (q, n, r0) data requires the
removal of this phase offset through phase correction of the S (q) data such that the
phase of the signal at q = 0 m−1 is zero. Alternatively, the need for phase correction is
removed by considering the magnitude of S (q). For complex data with random phase,
a Rayleigh distribution may be used to describe the likelihood function [39]. However,
the phase associated with S (q) is not random and so the likelihood function is instead
described using

p (S (q) |n, r0) = |S (q)|
σ2 exp

[
−|S (q)|2 + |λ|2

2σ2

]
J0

(
|S (q)| |λ|

σ2

)
, (4.18)

known as a Rician distribution [40], where J0 is a modified zeroth order Bessel function
of the first kind. Figure 4.9 shows (a) Gaussian and (b) Rician distributions at three
values of SNR, with a Rician distribution shown to tend to a Rayleigh distribution at
low SNR and a Gaussian distribution at high SNR. The choice of likelihood function,
i.e. a Gaussian likelihood function describing complex S (q) data or a Rician likelihood
function describing |S (q)|, is investigated in Section 4.3.2 by considering the accuracy
associated with the estimation of n and r0/R using numerical simulations.
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Fig. 4.9: Plots to show (a) Gaussian and (b) Rician distributions with σ = 1 and SNR
of ( ) 3, ( ) 1, and ( ) 0.

In order to determine p (S (q) |n, r0), f (q, n, r0) must first be obtained numerically
using the methodology developed in Section 4.2.1, where

f (q, n, r0)
|f (0)| =

∫
p′ (ζ, n, r0) exp

[
i2πqζ − 4π2D

(
∆ − δ

3

)
q2
]

dζ (4.19)

and p′ (ζ, n, r0) is determined using Eqs. (4.9) and (4.10), requiring ζmax be calculated
using Eq. (4.12). Figure 4.10 shows the (a) real component, (b) imaginary component,
and (c) magnitude of f (q) over a high-q range of ±10〈ζ〉−1 m−1 for the three example
fluids considered in Fig. 4.1. A decrease in n and an increase in r0/R is observed to
cause both a decrease in the frequency of oscillations in f (q) and an increase in |f (q)|
at the limits of q-space sampled. It is interesting to note that, as follows from simple
Fourier theory, the size of the plug flow region can be obtained from |S (q)| at high-q
(if the diffusion coefficient is known), and its displacement can be obtained from the
frequency of the oscillations in q-space. Experimentally, gradient hardware limitations
and spin relaxation times limit the range of q-space accessible. Therefore, an optimum
q-space sampling range is required to be defined that minimises the gradient hardware
requirements whilst enabling the accurate estimation of n and r0/R. In Chapter 3, the
optimum range of q-space required to be sampled for cumulant analysis was determined
to be ±0.4〈ζ〉−1 m−1 through measurement of the goodness-of-fit parameter across an
increasing range of q-space. For the case of Bayesian analysis, an alternative approach
was employed in which the variability of f (q) with both n and r0/R was determined.
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Fig. 4.10: Evolution of the (a) real component, (b) imaginary component, and (c) mag-
nitude of f (q) over a high-q range for three example fluids; where ( ) n = 1.0 and
r0/R = 0.0, ( ) n = 0.5 and r0/R = 0.5, and ( ) n = 0.5 and r0/R = 0.8. The
expected f (q) data were simulated with 〈ζ〉 = 2 mm in the absence of self-diffusion
and the outflow of spins.

It follows, from simple Fourier theory and in the absence of self-diffusion, that the
shifted delta function arising in p′ (ζ) due to an increase in r0/R, as shown in Fig. 4.3,
is responsible for a constant magnitude signal with oscillating phase. A reduction in n,
however, is responsible for a signal with both oscillating magnitude and phase. To this
end, the determination of the optimum sampling range for Bayesian analysis requires
careful consideration of the variability of both of these components of f (q) with q and
the determination of those regions in q-space that are most sensitive to n and r0/R.
This variability was quantified, for a particular q and across a suitable range of n and
r0/R, using two metrics; namely the range and standard deviation of f (q). Note that
Herschel–Bulkley rheology was assumed.
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Using methodology developed in Section 4.2.1, f (q) was simulated for 100 linear
increments in n and r0/R between 0.01 and 1.00 and 0.00 and 0.99, respectively, and
across a q-space range of ±10〈ζ〉−1 m−1. Figure 4.11 shows the mean contributions of
n and r0/R to the (a) real component, (c) imaginary component, and (e) magnitude of
f (q). The standard deviations of the (b) real component, (d) imaginary component,
and (f) magnitude of f (q) are also presented. It is demonstrated in Fig. 4.11(e) that
〈|f (q)|〉 associated with n is 0.67 at the centre of q-space, compared with 0.33 for that
arising due to r0/R. However, 〈|f (q)|〉 arising due to r0/R remains independent of q
whilst that associated with n decreases with increasing |q|; 〈|f (q)|〉 associated with n
decreases from 0.67 to 0.14 as |q| is increased from 0 m−1 to 10〈ζ〉−1 m−1, corresponding
to a reduction of < 80%. Note that the contributions to 〈|f (q)|〉 from n and r0/R are
identical at ±0.5〈ζ〉−1 m−1. Similar trends are also observed in Figs. 4.11(a) and (c)
for the real and imaginary components of f (q), respectively. Considering the standard
deviation of the contributions of n and r0/R to f (q), it is shown in Figs. 4.11(b) and (d)
that the standard deviation of the real and imaginary components first increases with
an increase in |q|, to a maximum at ±2〈ζ〉−1 m−1, before then decreasing. This indicates
that a sampling range of at least ±2〈ζ〉−1 m−1 is required to maximise the sensitivity of
the proposed Bayesian MR approaches to changes in the Herschel–Bulkley rheological
parameters of the fluid under study, with a maximum variability in f (q) with both n
and r0/R expected across this region.

A reduction in SNR with an increase in |q|, due to a reduction in 〈|f (q)|〉 associated
with n, and flow encoding gradient strength limitations restrict the range of q-space
accessible, particularly for small molecular displacements and at low field strengths. In
addition, further reductions in SNR with an increase in |q| result from self-diffusion,
which is responsible for the Gaussian broadening of p′ (ζ) and the attenuation of |f (q)|,
the extent of which depends upon |q|, D, and ∆ [26]. For these reasons, an optimum
q-space sampling range of ±4〈ζ〉−1 m−1 is proposed; at ±4〈ζ〉−1 m−1, the mean signal
associated with r0/R is seen in Fig. 4.11(e) to be approximately twice the mean signal
that arises due to n, with the opposite true in the centre of q-space. Whilst the sampling
of a q-space range greater than ±4〈ζ〉−1 m−1 will not negatively affect the estimation of
Herschel–Bulkley rheological parameters using the proposed Bayesian MR approaches,
a suitable sampling density across the proposed range of ±4〈ζ〉−1 m−1 is advised to
ensure maximum sensitivity to changes in both n and r0/R, as described above. The
number of q-space data points required to be sampled over this range is investigated
and discussed in detail in Chapter 5.
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Fig. 4.11: The evolution of the mean (a) real components, (c) imaginary components,
and (e) magnitudes of the ( ) n and ( ) r0/R contributions to f (q) and (b,d,f) cor-
responding standard deviations. Expected f (q) data were simulated with 〈ζ〉 = 2 mm
and |f (0)| = 0 a.u. in the absence of self-diffusion and outflow of spins for 100 incre-
ments in n and r0/R evenly spaced between 0.01–1.00 and 0.00–0.99, respectively.
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Flow propagators generated using Eqs. (4.9) and (4.10) can be used with Eq. (4.19)
to generate f (q, n, r0) for any combination of n and r0/R. A 3D dictionary is then
constructed for all required n, r0/R, and q, with the posterior probability of a particular
n and r0/R obtained from a set of experimental measurements of S (q) by calculating
the probability of each measurement using Eqs. (4.17) and (4.18). The product of the
individual probabilities gives the posterior probability, as described by

p (n, r0|ŷ) =
N∏

i=1

1
σ

√
2π

exp
[

−|S (qi) − λ|2

2σ2

]
(4.20)

and

p (n, r0|ŷ) =
N∏

i=1

|S (qi)|
σ2 exp

[
−|S (qi)|2 + |λ|2

2σ2

]
J0

(
|S (qi)| |λ|

σ2

)
(4.21)

for the Gaussian and Rician likelihood functions, respectively, where N is the number
of sampled q-space data points. This is repeated for all combinations of n and r0/R to
quantify the full 2D posterior probability distribution, p (Θ|ŷ), where ŷ = S (q) and
Θ = {n, r0}. A summation along the n and r0 axes may be used to characterise p (n|ŷ)
and p (r0|ŷ), respectively, with estimates of n and r0/R given by the means of these
distributions and the standard deviations a measure of the uncertainty.

4.3.2 Simulations

The sensitivity of the proposed Bayesian MR approaches, utilising the Gaussian and
Rician likelihood functions, to changes in the Herschel–Bulkley rheological parameters
was investigated with 128 sampled q-space data points and a fixed SNR = 100 using the
experimental parameters reported in Section 4.2.2 but instead over a high-q range of
±4〈ζ〉−1 m−1. For Bayesian analysis of the S (q, n, r0) data simulated using Eq. (4.15),
a simple uninformative prior (p (Θ) in Eq. (4.16)) was used such that the probability of
each of the parameter values considered was assumed to be identical. In particular, the
range of priors comprised of a set of 501 values evenly spaced between 0 and 1 for both
n and r0/R, corresponding to a resolution of 0.002. Using Eq. (4.19), f (q, n, r0) was
simulated for all n and r0 values and p (Θ|ŷ) obtained using Eqs. (4.20) and (4.21) for
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the Gaussian and Rician likelihood functions, respectively; the means extracted from
p (Θ|ŷ) provide an estimate of n and r0/R, with the standard deviations a measure of
the uncertainty. Simulation experiments were repeated 102 times, each with pseudo-
random Gaussian noise, for all combinations of parameters identified previously. Values
reported, unless otherwise stated, correspond to the mean of the 100 means, with the
standard deviation of the 100 means a measure of the uncertainty.

4.3.3 Results and discussion

The robustness of the proposed Bayesian MR approaches to changes in n and r0/R

was investigated with 128 sampled q-space data points at a single, fixed SNR = 100.
Figure 4.12 shows p (Θ|ŷ) obtained using the (a) Gaussian and (b) Rician likelihood
functions with the same dataset for an input n and r0/R of 0.50. It is seen that both
Bayesian MR approaches enable the accurate estimation of n and r0/R; from p (Θ|ŷ),
n = 0.50±0.01 and r0/R = 0.50±0.01 are obtained using the Gaussian likelihood func-
tion, and n = 0.49±0.02 and r0/R = 0.50±0.01 using the Rician likelihood function.
The estimated parameters are, therefore, accurate to within 1% of the input n and r0/R

using the Gaussian likelihood function, compared with 2% when using the Rician like-
lihood function. Note that due to the interdependence between the Herschel–Bulkley
rheological parameters, both p (Θ|ŷ) demonstrate an identical trend.
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Fig. 4.12: A 2D probability distribution, plotted on a log scale, showing the probability
of n and r0/R obtained using the proposed Bayesian MR approaches, utilising the
(a) Gaussian and (b) Rician likelihood functions, with simulated data. The data were
generated with 128 sampled q-space data points and SNR = 100 for an input of n = 0.5
and r0/R = 0.5.
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Simulation experiments were repeated 102 times for all combinations of input n
and r0/R described in Section 4.2.2, each with pseudo-random Gaussian noise. The
mean and standard deviation of the 100 mean n and r0/R values were used to quantify
the accuracy and uncertainty associated with the proposed Bayesian MR approaches.
Figure 4.13 shows the mean and uncertainty of n for r0/R of 0.0, 0.2, and 0.5 using the
(a) Gaussian and (b) Rician likelihood functions with 128 sampled q-space data points
and a fixed SNR = 100. Unlike when using the proposed cumulant MR approach, the
mean output n show the expected trend and are absent of systematic error.
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Fig. 4.13: A comparison between the input n, i.e. the ground truth, and output n, i.e.
the estimate, using the proposed Bayesian MR approaches with 128 sampled q-space
data points and SNR = 100, plotted for r0/R equal to ( ) 0.0, ( ) 0.2, and ( ) 0.5.
Data were obtained using the (a) Gaussian and (b) Rician likelihood functions, and
the diagonal line ( ) represents the expected result, i.e. input = output.

Considering the Bayesian MR approach utilising the Gaussian likelihood function,
the mean absolute error in the output n for all input r0/R considered was < 1.1% and
almost independent of the input n. In contrast, the mean uncertainty was dependent
upon the input n, increasing from 0.74 to 9.8% as the input n decreased from 1.0 to
0.1. The accuracy of the output n was also independent of the input r0/R, with a mean
absolute error across all n of 0.50%, however, the mean uncertainty across this range
increased from 0.90 to 8.5% as the input r0/R increased from 0.0 to 0.9. Considering
the Bayesian MR approach utilising the Rician likelihood function, the mean absolute
error in the output n (across all r0/R) was < 4.1%, almost 4 times greater than the
mean absolute error associated with using the Gaussian likelihood function, and again
independent of the input n. Likewise, the mean uncertainty associated with the output
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n as the input n decreased from 1.0 to 0.1 also compares unfavourably, increasing from
1.3 to 23%. The accuracy of the output n was independent of the input r0/R, with a
mean absolute error across all n of 1.2%, whilst the mean uncertainty over this range
increased from 1.5 to 21% as the input r0/R increased from 0.0 to 0.9.
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Fig. 4.14: A comparison between the input r0/R, i.e. the ground truth, and output
r0/R, i.e. the estimate, using the proposed Bayesian MR approaches with 128 sampled
q-space data points and SNR = 100, plotted for n equal to ( ) 1.0, ( ) 0.8, and ( ) 0.5.
Data were obtained using the (a) Gaussian and (b) Rician likelihood functions, and
the diagonal line ( ) represents the expected result, i.e. input = output.

Figure 4.14 shows the mean and uncertainty of r0/R for n of 1.0, 0.8, and 0.5 using
the (a) Gaussian and (b) Rician likelihood functions. Note the absence of systematic
error in the output r0/R. Considering the Bayesian MR approach utilising the Gaus-
sian likelihood function, the mean absolute error in the output r0/R was dependent
upon the input r0/R; across all n, an increase in the input r0/R from 0.1 to 0.9 caused
a decrease in both the mean absolute error, from 1.6 to 0.45%, and mean uncertainty,
from 10 to 1.0%. In addition, the mean absolute error associated with the output r0/R

(for input r0/R in the range 0.1–0.9) increased from 1.0 to 2.5% for a decrease in the
input n from 1.0 to 0.1, with an increase in the mean uncertainty from 0.6 to 10%. For
the Bayesian MR approach utilising the Rician likelihood function, the mean absolute
error in the output r0/R was again dependent upon the input r0/R, decreasing from
3.2 to 1.7% as the input r0/R increased from 0.1 to 0.9. The mean uncertainty across
this range decreased from 15 to 2.0%. Similarly, a decrease in the input n from 1.0
to 0.1 caused an increase in both the mean absolute error associated with the output
r0/R, from 1.3 to 9.3%, and the mean uncertainty, from 0.8 to 21%.
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In summary, the mean absolute error associated with the estimates of n and r0/R

obtained using the proposed Bayesian MR approaches (for all n and r0/R considered)
was 0.50 and 0.49%, respectively, when utilising the Gaussian likelihood function, and
1.2 and 1.3% utilising the Rician likelihood function. The mean uncertainty was 2.7 and
2.6% for n and r0/R, respectively, when utilising the Gaussian likelihood function, and
6.5 and 4.9% utilising the Rician likelihood function. Therefore, whilst both proposed
Bayesian MR approaches enable the unambiguous determination of n and r0/R, the
Gaussian likelihood function appears the obvious choice for future studies due to the
increased accuracy and decreased uncertainty when compared to the Rician likelihood
function.

4.3.4 Conclusions

The sensitivity of the proposed Bayesian MR approaches was investigated using nu-
merical simulations with 128 sampled q-space data points and SNR = 100. Although
both approaches enabled the unambiguous determination of the Herschel–Bulkley rhe-
ological parameters, therefore overcoming the known interdependence between n and
r0/R, less good agreement between the estimates of n and r0/R and the ground truths
was observed when utilising a Rician likelihood function. Analysis of the accuracy and
uncertainty associated with the estimation of n and r0/R suggested the Bayesian MR
approach utilising the Gaussian likelihood function to be accurate to within 0.50 and
0.49% of the expected n and r0/R, respectively, with mean uncertainties of 2.7 and
2.6%. In contrast, the mean accuracy of the estimates of n and r0/R when utilising the
Rician likelihood function was 1.2 and 1.3%, respectively, with mean uncertainties of
6.5 and 4.9%. Although both approaches are accurate to within that of conventional
rheometry [10], over the optimum sampling range for Bayesian analysis determined in
this Chapter to equal ±4〈ζ〉−1 m−1, a Gaussian likelihood function is shown to be more
appropriate for use in the characterisation of Herschel–Bulkley fluids than a Rician
likelihood function.

4.4 Conclusions

In this Chapter, two MR rheometry approaches have been developed using cumulant
and Bayesian analysis. The robustness and sensitivity of the proposed cumulant and
Bayesian MR approaches to changes in the Herschel–Bulkley rheological parameters
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was investigated using numerical simulations. It has been demonstrated that the pro-
posed cumulant MR approach is unsuitable for use with Herschel–Bulkley fluids, with
random and systematic errors in the estimates of n and r0/R caused by interdepen-
dence between the Herschel–Bulkley rheological parameters. For this reason, with 128
sampled q-space data points and SNR = 100, errors in the estimates of n and r0/R of
50 and 33% were typical.

The numerical simulations performed using the proposed Bayesian MR approaches,
utilising Rician and Gaussian likelihood functions, provided estimates of n and r0/R

absent of systematic errors. Random errors in n and r0/R of 1.2 and 1.3%, respectively,
were observed utilising the Rician likelihood function, compared with 0.50 and 0.49%
when utilising the Gaussian likelihood function. Therefore, the errors associated with
the estimates of n and r0/R are decreased by an order of magnitude using the proposed
Bayesian MR approach utilising the Rician likelihood function, and by two orders of
magnitude utilising the Gaussian likelihood function, when compared with those n and
r0/R obtained using the proposed cumulant MR approach. In both cases, the random
errors are less than the 5% error typical of conventional rheometry. This suggests that
both proposed Bayesian MR approaches are suitable for use with Herschel–Bulkley
fluids, with a Gaussian likelihood function selected for future work due to the increase
in accuracy and decrease in uncertainty. The sensitivity of the proposed Bayesian MR
approach utilising the Gaussian likelihood function to noisy data and reduced sampling
is investigated in Chapter 5.
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Chapter 5

Characterising Herschel–Bulkley
fluids using Bayesian analysis

Since many industrial processes are known to be sensitive to the rheology of process
fluids, there exists a need for methods that provide online, or inline, rheological charac-
terisation necessary for process control (and optimisation) over time scales of minutes
or less. To this end, a new approach to magnetic resonance (MR) rheometry was de-
veloped in Chapter 4 utilising pulsed field gradient (PFG) MR and Bayesian analysis
to enable estimation of the Herschel–Bulkley rheological parameters, eliminating the
requirement of velocity image acquisition and expensive gradient hardware. Note that
MR offers a non-invasive technique that is without limitation on optical opacity. These
measurements cannot be achieved using a cumulant analysis of the signal in q-space
due to interdependence between the rheological parameters.

In this Chapter, the robustness of the proposed Bayesian MR approach utilising a
Gaussian likelihood function to noisy data and reduced sampling is investigated using
numerical simulations, and it is shown that with a signal-to-noise ratio (SNR) of 100,
typical of low-field MR, only 16 data points are required to be sampled in q-space.
Experimental validation of the simulations is performed on a model Herschel–Bulkley
fluid using PFG MR, with rheological parameters obtained using Bayesian MR and
compared with those parameters estimated using MR flow imaging and conventional
rheometry methods. It is shown experimentally, with SNR > 1000, that only 8 points
are required to be sampled in q-space to achieve this measurement. This corresponds
to an acquisition time of < 60 s and represents an 88% reduction in acquisition time
when compared to MR flow imaging.
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5.1 Introduction

The flow curve of many process fluids may be accurately described using

τ (γ̇) = τ0 +Kγ̇n, (5.1)

known as the Herschel–Bulkley model [1], with τ the shear stress, γ̇ the shear rate, and
where τ0, K, and n represent the yield stress, consistency factor and flow behaviour
index of the fluid, respectively. Rheological characterisation involves the estimation of
τ0, K, and n describing the rheology of the fluid under study. Such characterisation is
necessary for process control and optimisation, with changes in process fluid rheology
due to fluctuations in sample pH and concentration [2] detrimental to many industrial
processes, particularly those involving flow [3]. The estimation of the Herschel–Bulkley
parameters is typically achieved using conventional rheometry methods [4] operating
in an offline configuration, however, there exists a need for online, or inline, rheological
characterisation in real-time due to the shear history-dependent nature of the rheology
of many process fluids [5–7] and/or the presence of flow phenomena, including (appar-
ent) wall slip [4,8]. Whilst alternative methods have been investigated [9,10], magnetic
resonance (MR) enables the non-invasive study of translational motion without limi-
tation on optical opacity.

Over recent years, a number of MR rheometry techniques have developed for this
application, including those using MR relaxometry [11,12] and flow imaging [13–15].
Although phase encoding MR techniques are widely considered to be the most robust
and quantitative way of measuring flow [16], the accuracy of MR rheometry utilising
MR flow imaging is sensitive to the accuracy of the pressure drop and velocity data
obtained, therefore demanding adequate spatial and velocity resolution. In some cases,
over 100 spatially-resolved velocity data points may be required to achieve an error in
τ0 of less than 2% when compared to conventional rheometry [15]. Also, conventional
MR flow imaging techniques limit the temporal resolution of this approach, with fast
MR flow imaging techniques [17–19] often unable to provide the spatial and/or tem-
poral resolution required to ensure accurate rheological characterisation in real-time.
The use of MR flow imaging in this application is, therefore, challenging. To this end,
a pulsed field gradient (PFG) MR approach was developed in Chapter 4 to enable the
rheological characterisation of Herschel–Bulkley fluids, in a pipe flow geometry, utilis-
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ing Bayesian analysis. This extends MR rheometry to single-axis gradient hardware,
thereby eliminating the requirement of spatial encoding. Bayesian analysis is a proba-
bilistic approach that has been applied to a large number of MR applications [20–26].
For example, it has been demonstrated to improve the accuracy of flow measurements
by the use of reduced sampling [21], and to enable the recovery of MR spectra [20] and
particle size distributions [25] from noisy data. In Bayesian analysis, the state of the
system, Θ, is inferred from a set of experimental observations, ŷ, using the posterior
probability density function, p (Θ|ŷ), given by

p (Θ|ŷ) ∝ p (ŷ|Θ) p (Θ) , (5.2)

where p (ŷ|Θ) is the likelihood function and p (Θ) incorporates prior knowledge. In this
work, rheological characterisation is achieved through Bayesian analysis of the PFG
MR signal, S (q), described by

S (q) =
∫
p′ (ζ) exp [i2πqζ ] dζ, (5.3)

with p′ (ζ) the experimentally-acquired flow propagator in terms of the displacement, ζ,
and q = (1/2π) γgδ, where γ is the gyromagnetic ratio of the nucleus under study and
g and δ represent the magnitude and duration of the flow gradient, respectively [27].
Therefore, ŷ and Θ correspond to S (q) and the Herschel–Bulkley rheological parame-
ters, i.e. n and r0, respectively, where r0 is the radial position corresponding to τ0. In
this application, p (S (q) |n, r0) describes the variation of S (q) for a particular combi-
nation of n and r0, and p (Θ) describes what is already known about the probabilities
of these parameters. In Chapter 4 it was shown that

p (S (q) |n, r0) = 1
σ

√
2π

exp
[

−|S (q) − f (q, n, r0)|2

2σ2

]
(5.4)

for flow that is stable over the experimental duration, i.e. laminar flow, and where σ
is the standard deviation of the Gaussian noise in the real and imaginary channels of
S (q), f (q, n, r0) is the expected signal in q-space for a particular n and r0, and |...| is
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the magnitude of the data. Furthermore,

f (q, n, r0)
|f (0)| =

∫
p′ (ζ, n, r0) exp

[
i2πqζ − 4π2D

(
∆ − δ

3

)
q2
]

dζ, (5.5)

where D is the self-diffusion coefficient and ∆ is the flow contrast time, and

p (n, r0|ŷ) =
N∏

i=1

1
σ

√
2π

exp
[

−|S (qi) − f (q, n, r0)|2

2σ2

]
, (5.6)

where N is the number of sampled q-space data points, i.e. the number of experimental
measurements. Here, σ is obtained from the experimental dataset. The simulation of
p′ (ζ, n, r0) using Eqs. (4.9), (4.10) and (4.12) requires knowledge of the maximum fluid
displacement, ζmax, which can only be determined if the mean fluid displacement, 〈ζ〉, is
known. For Bayesian analysis of experimental data, an accurate estimate of 〈ζ〉 may be
obtained by measuring the evolution of the phase of S (q) at low values of q, where the
measured phase shift is directly proportional to 〈ζ〉. A summary of the Bayesian MR
approach is illustrated in Fig. 5.1. The interested reader is directed towards Chapter 4
for a more comprehensive description of the Bayesian MR approach.

A three-dimensional (3D) dictionary of f may then be constructed for all required
n, r0/R, and q, with R the pipe radius, and the posterior probability of a particular n
and r0/R obtained from a set of experimental measurements of S (q) using Eq. (5.6).
This process is repeated for all combinations of n and r0/R to quantify the full two-
dimensional (2D) p (Θ|ŷ), where ŷ = S (q) and Θ = {n, r0}, as summarised in Fig. 5.1.
The summation of p (Θ|ŷ) along the r0 and n axes may be used to characterise p (n|ŷ)
and p (r0|ŷ), respectively, with estimates of n and r0 given by the distribution means
and the standard deviations a measure of the uncertainty. A measurement of pressure
drop per unit length, dP/dL, can then be used with Eqs. (4.2) and (4.3) to estimate τ0,
with an estimate of K determined using an expression previously derived by Chilton
and Stainsby [28] and given by

dP
dL = 2K

R

(
4〈ζ〉
∆R

)n (3n+ 1
4n

)n 1
1 − ι

( 1
1 −Xι− Y ι2 − Zι3

)n

, (5.7)
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Fig. 5.1: A schematic to show the Bayesian MR approach: (a) p′ (ζ) is simulated for a
particular combination of n of r0/R using Eqs. (4.9), (4.10), and (4.12); (b) Eq. (5.5) is
used to calculate the ( ) real and ( ) imaginary components of f (q); (c) a likelihood
function is generated using Eq. (5.4); (d) the ( ) real and ( ) imaginary components
of S (q) are sampled; (e) the posterior probability for n and r0/R is given by Eq. (5.6)
and repeated for all combinations of n and r0/R to quantify p (Θ|ŷ). Data shown were
simulated for 〈ζ〉 = 2 mm in the absence of self-diffusion and an outflow of spins, with
an input n and r0/R of 0.5, 128 sampled q-space data points, and SNR = 20.
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where

ι = r0

R
, (5.8)

X = 1
(2n+ 1) , (5.9)

Y = 2n
(n+ 1) (2n+ 1) , (5.10)

Z = 2n2

(n+ 1) (2n+ 1) . (5.11)

Alternatively, Eqs. (5.7) to (5.11) may be used with a 2D posterior probability distri-
bution and corresponding measurement of dP/dL (or distribution thereof) to quantify
a full 3D p (Θ|ŷ), where Θ = {n, τ0, K}. Complete rheological characterisation is there-
fore possible, enabling quantification of the flow curve over a range of shear rates in
only a single measurement. Furthermore, MR rheometry is extended to single-axis gra-
dient hardware and eliminates the need for Fourier transform, offering advantages over
alternative methods for the estimation of the rheological parameters. The robustness
of Bayesian analysis to noisy data also implies that this technique may be applied on
inexpensive, low-field MR hardware.

In this Chapter, it is shown that an accurate measurement of the flow curve can be
achieved in as little as 60 s. The robustness of the Bayesian MR approach to reduced
sampling and noisy data is systematically investigated using data generated through
numerical simulations to determine the minimum number of data points needed to
characterise the rheological parameters with reasonable accuracy, here defined as ±5%,
this error being typical of conventional rheometry methods [4]. Also considered is the
sensitivity of the Bayesian MR approach to changes in n and r0/R of the fluid under
study. The results of the simulations are validated through experimental study of model
Herschel–Bulkley fluids, namely Carbopol 940 solutions [29,30], using the Bayesian MR
approach described here. Carbopol belongs to a class of materials known as carbomers,
which are cross-linked polyacrylic-based polymers [31]. The rheological parameters and
flow curves obtained using the Bayesian MR approach are also compared with the same
data obtained using MR flow imaging and conventional rheometry methods.
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5.2 Materials and methods

5.2.1 Simulations

The sensitivity of the Bayesian MR approach to relevant experimental variables was
investigated using numerical simulation experiments. All simulations were performed
in MATLAB 2012b, operating under Windows 7. A modified version of Eq. (5.5) was
used for the simulation of complex S (q, n, r0) data, given by

S (q, n, r0)
|S (0)| =

∫
p′ (ζ, n, r0) exp

[
i2πqζ − 4π2D

(
∆ − δ

3

)
q2
]

dζ + e (q) , (5.12)

where e (q) represents the addition of pseudo-random Gaussian noise, with zero mean
and standard deviation σ, in quadrature. Using Eq. (5.12), simulated S (q, n, r0) data
were generated with the following parameters:

• n was increased linearly between 0.1 and 1.0 in 10 steps.

• r0/R was incremented linearly in 10 steps between 0.0 and 0.9, with R equal to
7 mm, consistent with that used experimentally.

• q-space was sampled linearly between ± |qmax|, defined by the gradient timings
and magnitude but approximately equal to ±4〈ζ〉−1 m−1, using 2A points, with
A taking integer values between 1 and 10 to sample 2–1024 points.

• Noise was incremented linearly between 0 and 10% in 11 steps, corresponding to
SNR in the range 10–∞.

In all cases, SNR is defined as the ratio of the signal intensity at the centre of q-space
to the standard deviation of the noise. The mean fluid displacement was 2 mm corre-
sponding to an optimum q-space range of ±2000 m−1, as determined in Section 4.3.1.
For Bayesian analysis of the simulated S (q, n, r0) data, and also that acquired experi-
mentally, a simple uninformative prior (see p (Θ) in Eq. (5.2)) was used such that the
probability of each of the parameter values considered was assumed to be identical. In
particular, the range of priors comprised of a set of 501 values evenly spaced between
0 and 1 for both n and r0/R, corresponding to a resolution of 0.002. Using the method
outlined in Section 5.1, f (q, n, r0) was simulated for all n and r0/R values and p (Θ|ŷ)
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obtained; the means extracted from p (Θ|ŷ) provide an estimate of n and r0/R, with
the standard deviations a measure of the uncertainty. The numerical simulation exper-
iments were repeated 102 times, each with pseudo-random Gaussian noise. Rheological
parameters reported in Section 5.3 correspond to the mean of the 100 means, with the
standard deviation of the 100 means a measure of the uncertainty.

5.2.2 Experimental

Materials and experimental set-up

Aqueous solutions of Carbopol 940 (B.F. Goodrich, US) were prepared at concentra-
tions of 0.1 and 0.2 wt% using deionised water (ELGA Purelab Option). The complete
dissolution of Carbopol 940 was achieved by stirring for 18 h using an overhead stirrer
(Ika–Werke RW20); care was taken to prevent the entrapment of air during the stirring
process. The pH was measured (Corning 240 pH meter) and adjusted to 4.5 and 5.0 for
0.1 and 0.2 wt% Carbopol 940-in-water solutions, respectively, using sodium hydroxide
(Fisher Scientific, GB); these combinations of concentration and pH having previously
demonstrated Herschel–Bulkley rheology [29]. Whilst Carbopol 940-in-water solutions
are generally considered to exhibit little or no thixotropy [30], shear history-dependent
behaviour at concentrations of ≥ 0.2 wt% has been observed [6,7].

The flow system comprised an acrylic pipe of inner diameter (i.d.) 14 mm and length
2.0 m, with a total loop volume of 1.5 L, operating in a closed loop configuration. A
peristaltic pump (MasterFlex Console Drive) capable of delivering flow rates of up to
50 mL s−1 was selected, and steady flow was ensured through coupling of the pump
with a flow pulsation dampener. Flow rates, V̇ , were determined gravimetrically. The
radiofrequency (r.f.) coil was situated 1.5 m downstream of the pipe inlet, exceeding an
inlet length of 100 times pipe i.d. which is recommended to ensure developed flow [32].
Pressure drop was measured across a length of 1.6 m using a differential pressure gauge
(Digitron 2002P). For the 0.1 wt% Carbopol 940-in-water solution, a pressure drop of
827±41 Pa m−1 was measured with V̇ = 16.3±0.8 mL s−1. Note that the uncertainties
represent the standard deviation of five repeated measurements. A pressure drop of
3190±190 Pa m−1 was measured for the 0.2 wt% Carbopol 940-in-water solution, with
V̇ = 3.00±0.07 mL s−1. These operating parameters correspond to shear rate ranges of
over two orders of magnitude; 0.1–63 and 0.1–22 s−1 for the 0.1 and 0.2 wt% Carbopol
940-in-water solutions, respectively, as determined from MR flow imaging.
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Magnetic resonance

All MR experiments were performed on a Bruker AV85 spectrometer operating with
a 2 T horizontal-bore superconducting magnet. The magnet was fitted with a 60 mm
birdcage r.f. coil tuned to a frequency of 85.2 MHz for the 1H resonance. A three-axis
gradient system with a maximum gradient strength of 10.7 G cm−1 was used for spatial
and flow encoding.

A 13-interval alternating pulsed field gradient stimulated echo (APGSTE) pulse se-
quence [33] was used to sample q-space data in the range of ±4〈ζ〉−1 m−1 for Bayesian
analysis. Flow gradients were applied with a duration (δ) of 2 ms and flow contrast
time (∆) equal to 40 ms. The maximum gradient strength was varied between ±1.3 and
±9.0 G cm−1 for the 0.1 and 0.2 wt% Carbopol 940-in-water solutions, respectively, to
sample q-space ranges of up to ±1080 and ±7660 m−1. In both cases, q-space was sam-
pled linearly in 128 steps (N). A total of 4 signal averages were acquired with a recycle
time of 1.7 s, equal to 5 times T1 (340 ms), giving a total data acquisition time of 15 min.
This is equivalent to 7 s per data point acquired. Flow rates quantified through mea-
surement of the evolution of the phase at low values of q, as described in Section 5.1,
were 15.8±0.5 and 3.16±0.09 mL s−1 for the 0.1 and 0.2 wt% Carbopol 940-in-water
solutions, respectively, in agreement with gravimetric measurements to within the ex-
perimental uncertainty. Flow propagators were also acquired to demonstrate changes
in the flow distribution at the two concentrations of Carbopol 940-in-water solution
investigated using the same APGSTE pulse sequence that was used for the Bayesian
MR approach but with a different range of q-space data points. Flow gradient timings
and magnitudes were concentration specific. For the 0.1 wt% Carbopol 940-in-water
solution, δ = 3 ms and ∆ = 60 ms with a maximum gradient strength of ±2.3 G cm−1 to
provide a field-of-flow of 4〈ζ〉 mm and sample a q-space range of up to ±2870 m−1. For
the 0.2 wt% Carbopol 940-in-water solution, flow gradients were applied with δ = 2 ms
and a maximum gradient strength of ±9.5 G cm−1, with ∆ = 100 ms. This corresponds
to a q-space range of up to ±8090 m−1. In all cases, N = 128 steps. A total of 4 signal
averages were acquired with a recycle time of 1.7 s, giving a total data acquisition time
of approximately 15 min.

In addition, spatially-resolved 2D MR flow images were acquired for each Carbopol
940-in-water solution investigated using a slice selective, spin echo MR flow imaging
sequence with a slice thickness of 10 mm. A field-of-view of 18 mm was selected in both
the read and phase directions, with 128 phase increments and 128 read points, to give
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a resolution of 141 µm × 141 µm. Data were acquired such that the SNR within each
liquid-filled voxel was 100. Flow gradients were applied with δ = 2 ms and ∆ = 10 ms
and δ = 2 ms and ∆ = 40 ms for the 0.1 and 0.2 wt% Carbopol 940-in-water solutions,
respectively. Two increments in g were utilised with the gradient strength calibrated
for each concentration to ensure a maximum phase shift of 2π. Images were acquired in
8 min with a recycle time of 450 ms and 4 signal averages. The non-linear least squares
(NLLS) regression of

ζ (r, n, r0) =


ζmax, 0 ≤ r < r0,

ζmax

(
1 −

(
r − r0

R − r0

)n+1
n

)
, r0 ≤ r ≤ R,

(5.13)

to the 2D velocity (or displacement) image was used to estimate rheological parameters
n and r0, with the 95% confidence interval in the individual fit a measure of uncertainty
and the corresponding pressure drop data providing τ0 and K. All MR experiments
were performed at 19.0±0.5 ◦C. Flow rates calculated from the MR flow images were
15.8±0.8 and 2.92±0.15 mL s−1 for the 0.1 and 0.2 wt% Carbopol 940-in-water solu-
tions, respectively, in agreement with those flow rates obtained from the gravimetric
measurements and low q-space analysis to within the experimental uncertainty.

Conventional rheometry

Benchtop measurements of the rheology of the Carbopol 940-in-water solutions inves-
tigated were performed using a Bohlin Instruments CVO-120 HR rheometer equipped
with a Peltier plate to control the temperature to 19.0±1.0 ◦C. The rheometer was op-
erated in controlled-stress mode. In this mode of operation, the yield stress is obtained
without the need for extrapolation, as is required when operating in controlled-rate
mode [34]. A smooth-walled, 40 mm diameter parallel plate geometry was used with a
plate separation of 0.75 mm; apparent shear rate was measured across a shear stress
sweep of 0.01–100 Pa in 4 min. A correction is required to be applied to the apparent
(measured) flow curve to obtain the true flow curve [34], as given by

τa (γ̇a) = 4
3τ0 +

( 4
3 + n

)
Kγ̇n

a (5.14)
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Fig. 5.2: Apparent shear rate-shear stress data for the ( ) 0.1 and ( ) 0.2 wt% Carbopol
940-in-water solutions obtained using conventional rheometry. The symbols show the
experimentally-acquired data and the solid lines show the regression data obtained by
NLLS regression of Eq. (5.14) over the shear rate ranges of the MR experiments.

for the case of a parallel plate geometry, where τa and γ̇a are the apparent shear stress
and shear rate, respectively. The NLLS regression of Eq. (5.14) to the apparent flow
curves, across the same shear rate ranges as the MR experiments, was used to provide
estimates of the rheological parameters. This regression is depicted in Fig. 5.2 for the
0.1 and 0.2 wt% Carbopol 940-in-water solutions, with the regression data accurate
to within the scatter of the experimental data, confirming Herschel–Bulkley rheology.
The rheological parameters obtained across the range of shear rates investigated are
summarised in Table 5.1, where the uncertainty represents the 95% confidence interval
in the individual fit. It is seen that an increase in concentration of Carbopol 940 from
0.1 to 0.2 wt% is responsible for a reduction in n from 0.60±0.02 to 0.28±0.01. There
is also an increase in both τ0 and K, from 0.31±0.01 to 3.3±0.1 Pa and 0.22±0.01 and
4.8±0.1 Pa sn, respectively, with these trends in agreement with those observed in the
literature [29]. There was no evidence of wall slip in the data obtained.

5.3 Results and discussion

5.3.1 Sensitivity to the Herschel–Bulkley parameters

The results of the numerical simulations described in Section 5.2.1 are now presented
and discussed. A 2D posterior probability distribution, p (Θ|ŷ), generated using simu-
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lated data with 128 sampled q-space data points and SNR = 100 is shown in Fig. 5.3.
An SNR of 100 is typical of low-field MR. From p (Θ|ŷ), estimates of n = 0.51±0.02
and r0/R = 0.50±0.02 were obtained, where the uncertainties represent the standard
deviation of n and r0/R, accurate to within 2% of the ground truth of n = 0.50 and
r0/R = 0.50. With reference to Fig. 5.1(e), an increase in the noise level is observed
to cause a broadening of the posterior distribution and a decrease in maximum prob-
ability. The sensitivity to noise is investigated in Section 5.3.2.
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Fig. 5.3: A 2D posterior probability distribution, plotted on a log scale, showing the
probability of n and r0/R given the experimental observations ŷ obtained using simu-
lated data. Data were generated with 128 sampled q-space data points and SNR = 100
for a ground truth of n = 0.5 and r0/R = 0.5.

Considering only the data corresponding to 16 sampled q-space data points with
SNR = 100, the sensitivity of the accuracy of the Bayesian MR approach for estima-
tion of the Herschel–Bulkley rheological parameters can be investigated. Figure 5.4(a)
shows the estimate of n, given by the mean of the 100 repeat simulation experiments,
compared with the ground truth for three values of r0/R. The accuracy of the estimate
of n increases with an increase in r0/R, however, the mean error in n remains < 2%
with a mean uncertainty (defined as the standard deviation of the 100 repeat simula-
tion experiments) of 7%. Corresponding data for r0/R at the three values of n reported
in Fig. 5.4(b) indicate that the accuracy of the estimate of r0/R is independent of the
ground truth. Across the range of rheological parameters investigated, the mean error
in r0/R was < 2% and the mean uncertainty was < 7%. These results imply that the
accuracy of the Bayesian MR approach is largely insensitive to changes in the rheology
of the fluid under study, and therefore ideally suited to Herschel–Bulkley, power-law,
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Fig. 5.4: (a) A comparison between the input n, i.e. the ground truth, and output n,
i.e. the estimate, using the Bayesian MR approach with 16 sampled q-space data points
and SNR = 100, plotted for r0/R equals ( ) 0.0, ( ) 0.2, and ( ) 0.5. (b) Corresponding
data plotted for the estimate of r0/R with n equal to ( ) 1.0, ( ) 0.8, and ( ) 0.5.
Error bars represent the standard deviation of the 100 repeat simulation experiments,
i.e. the uncertainty. The diagonal line ( ) represents the expected result.

and Newtonian fluids. Further, only 16 points are required to be sampled in q-space
with SNR = 100 if an accuracy of within 2% of the ground truth is acceptable for n
and r0/R, with an uncertainty of 7%.

5.3.2 Sensitivity to noisy data and reduced sampling

As a technique, Bayesian analysis has previously demonstrated an excellent robustness
to noisy data [20,25] and reduced sampling [21]. Here, this robustness was investigated
for noise levels of up to 10%, corresponding to SNR of ≥ 10, with as few as 2 sampled
q-space data points. Figure 5.5 shows the relationship between the estimate of n and
the ground truth using simulated data with r0/R = 0.5 and (a) 16 q-space data points
and SNR of ∞, 100, and 50, and (b) fixed SNR = 100 with 4, 16, and 64 sampled q-
space data points. The estimate of n is given by the mean of the 100 repeat simulation
experiments. It is shown in Fig. 5.5(a) that the accuracy of the estimation of n utilising
16 sampled q-space data points is insensitive to a reduction in SNR from ∞ to 50,
with all results accurate to within < 2% of the ground truth and absent of systematic
error. As expected, the mean uncertainty associated with the estimation of n increases
with a reduction in SNR, from 0% at an SNR = ∞ up to 9% at an SNR = 50. Despite
the reduction in SNR, the accuracy of the estimation of n remains comparable to that
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Fig. 5.5: (a) A comparison between the input n, i.e. the ground truth, and output n,
i.e. the estimate, using the Bayesian MR approach with r0/R = 0.5 and 16 sampled
q-space data points, plotted for SNR equal to ( ) ∞, ( ) 100, and ( ) 50. (b) The same
data plotted for SNR = 100 and ( ) 4, ( ) 16, and ( ) 64 sampled q-space data points.
Error bars represent the standard deviation of the 100 repeat simulation experiments,
i.e. the uncertainty. The diagonal line ( ) represents the expected result.

of conventional rheometry techniques [4], suggesting that the Bayesian MR approach
is robust to noisy data. Considering the number of sampled q-space data points, for a
fixed SNR = 100, it is observed in Fig. 5.5(b) that the accuracy of the estimation of n
is increased as the number of data points is increased. For example, an increase from
4 to 64 q-space data points, representing a sixteen-fold increase in the experimental
acquisition time, is responsible for a reduction in the mean error from 2 to < 1% and
mean uncertainty from 10 to < 3%. Similar trends were observed for the estimation of
r0/R. The Bayesian MR approach has, therefore, demonstrated an excellent robustness
to noisy data and reduced sampling. For SNR = 100, only 16 q-space data points are
required to be sampled for accurate estimation of the rheological parameters. For cases
where SNR > 100, this requirement can be reduced further.

5.3.3 Experimental validation using MR

Bayesian MR methods

For validation of the results of the numerical simulations, Bayesian MR experiments
were performed on Carbopol 940-in-water solutions demonstrating Herschel–Bulkley
rheology. Figure 5.6 shows the (a) real and (b) imaginary components of the q-space
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Fig. 5.6: The evolution of the normalised (a) real and (b) imaginary components of
the experimentally-acquired S (q), plotted across a q-space range of ±4〈ζ〉−1 m−1 for
the ( ) 0.1 and ( ) 0.2 wt% Carbopol 940-in-water solutions; SNR > 1000.

signal sampled at 128 points for the 0.1 and 0.2 wt% Carbopol 940-in-water solutions.
An increase in Carbopol 940 concentration from 0.1 to 0.2 wt% is observed to cause an
increase in the magnitude of the signal at the limits of q-space sampled and a decrease
in the frequency of the oscillations in q-space. For completeness, it is noted that these
changes are consistent with the flow propagators shown in Fig. 5.7, in which it is seen
that an increase in concentration of Carbopol 940 causes a reduction in ζmax and an
increase in the maximum probability (due to an increase in r0/R). All flow propagators
demonstrate a broadening due to self-diffusion and an absence of wall slip.
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Fig. 5.7: The experimentally-acquired p′ (ζ) for the ( ) 0.1 and ( ) 0.2 wt% Carbopol
940-in-water solutions.
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Using methods outlined in Section 5.1, p (Θ|ŷ) was determined for each Carbopol
940-in-water solution investigated, with the means and standard deviations of p (Θ|ŷ)
providing estimates of n and τ0 (since dP/dL was measured). Equations (5.7) to (5.11)
were then used to estimate K and recover the flow curve. Generated p (Θ|ŷ) are shown
in Fig. 5.8 for the (a) 0.1 and (b) 0.2 wt% Carbopol 940-in-water solutions. For the
0.1 wt% Carbopol 940-in-water solution, p (Θ|ŷ) provided n and τ0 of 0.54±0.01 and
0.32±0.02 Pa, respectively, with the uncertainties reported equal to the standard devi-
ation of the distributions, and K was estimated to equal 0.24±0.01 Pa sn. Rheological
parameters estimated for the 0.2 wt% Carbopol 940-in-water solution were 0.30±0.01,
4.6±0.1 Pa, and 2.4±0.1 Pa sn for n, τ0, and K, respectively.

(a)

n [ - ]

0.50 0.55 0.60

0.2

0.3

0.4

0.5

τ
0
[P

a
]

(b)

n [ - ]

τ
0
[P

a
]

lo
g(
p
(Θ

|ŷ
))

[-
]

0.25 0.30 0.35

4.0

4.5

5.0

5.5

-5

0

5

Fig. 5.8: 2D posterior probability distributions, plotted on a log scale, showing the
probability of n and τ0 given ŷ for the (a) 0.1 and (b) 0.2 wt% Carbopol 940-in-water
solutions. The SNR (at q = 0 m−1) is > 1000, with the 128 points in q-space sampled
using the experimental procedure outlined in Section 5.2.2.

The robustness of the Bayesian MR approach to reduced sampling was investigated
by the successive elimination of q-space data points, between the maximum ranges of
q-space sampled, with estimates of n and τ0 determined. Figure 5.9 shows estimates of
(a) n and (b) τ0 for the 0.1 and 0.2 wt% Carbopol 940-in-water solutions as the number
of sampled q-space data points is decreased. It is shown that the estimates of n and τ0

are insensitive to the number of sampled q-space data points up to reduced sampling
in excess of 80% (corresponding to a reduction from 128 to 20 sampled q-space data
points). Whilst the error increases at a higher level of reduced sampling, Fig. 5.9 shows
that an accurate estimate of n (with an error of < 5%) can still be obtained when only
2 q-space data points are sampled, with up to 8 q-space data points required for the
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Fig. 5.9: Plots to demonstrate the relationship between the number of points sampled
in q-space and the error associated with the estimate of (a) n and (b) τ0, obtained for
the ( ) 0.1 and ( ) 0.2 wt% Carbopol 940-in-water solutions, when compared with
parameters obtained using 128 sampled q-space data points.

accurate estimation of τ0. The acquisition of 8 q-space data points would correspond
to a total data acquisition time of < 60 s, for four signal averages and a recycle time
of 1.7 s, and represent a reduction in acquisition time of 88% when compared with the
acquisition time of an MR flow image. Although a simple linear sampling scheme has
been applied, it may be possible to further reduce the number of required q-space data
points by choosing a non-linear sampling scheme.

Comparison with non-Bayesian MR methods

The rheological parameters estimated using the Bayesian MR, MR flow imaging, and
conventional rheometry methods are summarised in Table 5.1. Before comparing these
data, the results of the MR flow imaging method are presented.

Two-dimensional (2D) MR flow images were acquired for each concentration of Car-
bopol 940-in-water solution investigated with a spatial resolution of 141 µm × 141 µm,
sufficient to provide ∼100 spatially-resolved velocity data points across the geometry
under study. Figure 5.10 shows MR flow images for the (a) 0.1 and (b) 0.2 wt% Car-
bopol 940-in-water solutions, where the displacement represents axial displacement,
i.e. z-displacement. The SNR in the corresponding intensity images is 100. It is seen
that an increase in Carbopol 940 concentration from 0.1 to 0.2 wt% is responsible for
a decrease in the maximum scaled displacement and an increase in r0/R. As expected,
the MR flow images do not demonstrate any of the features attributed to turbulent
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flow, with both images showing radial symmetry typical of laminar flow. A 2D NLLS
regression of ∆−1ζ (r) was performed to the MR flow image for each concentration of
Carbopol 940-in-water solution investigated to quantify n and r0/R, with ζ (r) given
by Eq. (5.13). Figure 5.11 depicts the radially-averaged MR flow images, or displace-
ment profiles, and regression data, with the displacement profiles and regression data
in agreement to within experimental error. Note that estimates of τ0 and K can then
be extracted using Eqs. (4.2) and (4.3) and Eqs. (5.7) to (5.11), respectively. For the
0.1 wt% Carbopol 940-in-water solution, this approach provided estimates of n and τ0

of 0.55±0.01 and 0.34±0.04 Pa, respectively, where the uncertainty is equal to the 95%
confidence interval in the individual fit, with K = 0.25±0.01 Pa sn. Rheological param-
eters obtained for the 0.2 wt% Carbopol 940-in-water solution using this approach were
0.22±0.01, 3.4±0.5 Pa, and 4.0±0.1 Pa sn for n, τ0, and K, respectively.
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Fig. 5.10: MR flow images acquired for the (a) 0.1 and (b) 0.2 wt% Carbopol 940-in-
water solutions. The MR flow images have a spatial resolution of 141 µm × 141 µm,
for a field-of-view of 18 mm × 18 mm, and were acquired in 8 min. The SNR in the
corresponding intensity images is 100.

Considering Table 5.1, results from the Bayesian MR and MR flow imaging meth-
ods can be compared with those from conventional rheometry. Figure 5.12 shows the
corresponding flow curves for (a) 0.1 and (b) 0.2 wt% Carbopol 940-in-water solutions,
calculated using Eq. (5.1) with the parameters reported in Table 5.1. From Table 5.1,
it is clearly seen that the values of n, τ0, and K determined for 0.1 wt% Carbopol 940-
in-water solution using the three different methods are consistent, with the numerical
values of the parameters obtained using the two MR rheometry methods consistent to
within the experimental errors. Furthermore, as shown in Fig. 5.12(a), the flow curves
obtained from the three methods are almost identical. The flow curves in Fig. 5.12 are
plotted across the shear rate ranges of the MR experiments.
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Fig. 5.11: Displacement profiles for the ( ) 0.1 and ( ) 0.2 wt% Carbopol 940-in-water
solutions showing the radially-averaged MR flow images. The solid lines correspond to
the radially-averaged 2D regression data obtained by performing a 2D NLLS regression
of ∆−1ζ (r) to the MR flow images, with ζ (r) given by Eq. (5.13). The error in the fit
is within the accuracy of the experimental data.

In contrast, with reference to Table 5.1, the rheological parameters determined for
the 0.2 wt% Carbopol 940-in-water solution using the three different methods show less
good agreement. However, despite differences in the numerical values of the parame-
ters determined using the two MR rheometry methods, their respective flow curves are
almost indistinguishable from one another. This highlights a weakness of the Herschel–
Bulkley constitutive equation, namely an inability to unambiguously establish the rhe-

Table 5.1: A comparison of the rheological parameters of the 0.1 and 0.2 wt% Carbopol
940-in-water solutions obtained using Bayesian MR, MR flow imaging, and conven-
tional rheometry methods, evaluated across shear rate ranges of 0.1–63 and 0.1–22 s−1,
respectively.

concentration
[wt% ] method

rheological parameters
n [-] τ0 [Pa ] K [Pa sn ]

0.1
Bayesian MR 0.54±0.01 0.32±0.02 0.24±0.01

MR flow imaging 0.55±0.01 0.34±0.04 0.25±0.01
conventional rheometry 0.60±0.02 0.31±0.01 0.22±0.01

0.2
Bayesian MR 0.30±0.01 4.6±0.1 2.4±0.1

MR flow imaging 0.22±0.01 3.4±0.5 4.0±0.1
conventional rheometry 0.28±0.01 3.3±0.1 4.8±0.1
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Fig. 5.12: Shear stress-shear rate data for the (a) 0.1 and (b) 0.2 wt% Carbopol 940-in-
water solutions obtained using ( ) Bayesian MR, ( ) MR flow imaging, and ( ) con-
ventional rheometry, plotted across the shear rate ranges of the MR experiments (0.1–
63 and 0.1–22 s−1, respectively, as determined from MR flow imaging).

ological parameters, since different sets of rheological parameters can provide equiv-
alent fits to the experimental data [35]. This ambiguity arises due to the known in-
terdependence between the Herschel–Bulkley rheological parameters, as demonstrated
by Fig. 5.1(e). With reference to Fig. 5.12(b), it is observed that the flow curve deter-
mined using conventional rheometry is significantly different from those determined
using MR rheometry. This is most likely explained by the shear history-dependent be-
haviour of the 0.2 wt% Carbopol 940-in-water solution, with differences of up to 40%
in τ0 of ≥ 0.2 wt% Carbopol 940-in-water solutions previously reported [6,7], and the
different flow geometries used. Since, in an industrial process, the history-dependent
behaviour of a process fluid is important, the capacity of the Bayesian MR approach
to provide accurate measurements of rheological parameters online, or inline, and in
acquisition times of < 60 s is of great value. It is interesting to note that, although not
shown in Fig. 5.12, the uncertainty in the flow curves is small despite the magnitude
of the uncertainties in the individual rheological parameters.

5.4 Conclusions

In this Chapter, an MR rheometry approach utilising Bayesian analysis has been used
for the rheological characterisation of fluids demonstrating Herschel–Bulkley rheology
in a pipe flow geometry using PFG MR, requiring single-axis gradient hardware. The
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approach analyses acquisition data directly, removing the need for Fourier transform,
negating strict sampling requirements and hence permitting significant reductions in
acquisition times.

The Bayesian MR approach was used to obtain a posterior probability distribu-
tion, through comparison with the experimentally-acquired PFG MR signal, enabling
parameter estimation for n, with the pressure drop being used to estimate τ0 and K.
Numerical simulation experiments performed indicated the Bayesian MR approach to
be robust to noisy data and reduced sampling, with only 16 data points required to
be sampled in q-space at SNR = 100. These simulation studies were validated using
experimentally-acquired Bayesian MR datasets for 0.1 and 0.2 wt% Carbopol 940-in-
water solutions. It was found that the Bayesian MR approach provided estimates of the
rheological parameters describing the Herschel–Bulkley fluids in < 60 s. The estimates
of the rheological parameters determined using the Bayesian MR approach were then
compared with the same values determined using MR flow imaging and conventional
rheometry. Whilst the rheological parameters, and hence flow curves, provided by all
three methods for the 0.1 wt% Carbopol 940-in-water solution were consistent, those
for 0.2 wt% were inconsistent. Both MR rheometry methods gave similar flow curves,
however, the flow curve measured using conventional rheometry differed significantly;
this is most likely due to the shear history-dependent nature of the rheology of the
0.2 wt% Carbopol 940-in-water solution and the different flow geometries used. The
results presented are significant and imply that the Bayesian MR approach not only
offers the convenience of fast parameter estimation, but that this may offer new oppor-
tunities for the study and characterisation of history-dependent behaviour. It is also
noted that the Bayesian MR approach is robust to relatively low SNR, and therefore
offers opportunities for transfer to low-field (and intermediate-field) MR hardware [36]
for online, or inline, process monitoring.

Whilst this measurement has been demonstrated in application to Herschel–Bulkley
fluids, it is readily applied to power-law fluids without further modification and could
easily be adapted for other rheological models.
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Chapter 6

Case study: washcoating slurry

A Bayesian analysis of the pulsed field gradient (PFG) magnetic resonance (MR) signal
was used in Chapter 4 to characterise the rheology of Herschel–Bulkley fluids in a pipe
flow geometry. The robustness of the Bayesian MR approach to both reduced sampling
and noisy data was later investigated in Chapter 5 using numerical simulations, with
experimental validation provided using model Herschel–Bulkley fluids. It was observed,
where the signal-to-noise ratio (SNR) was > 1000, that only 8 points need be sampled
to estimate the flow curve.

In this Chapter, the Bayesian MR approach is applied to characterise the rheology
of an aluminium oxide, with chemical formula Al2O3 and often referred to as alumina,
in acetic acid slurry. Such slurries are of significant importance in industry where they
are widely used in the washcoating process required in the manufacture of catalysed
diesel particulate filters (cDPFs). As was previously described in Chapter 1, cDPFs are
autocatalysts used in the automotive industry for the abatement of harmful species and
to ensure compliance with increasingly stringent emission limit legislation. It is known
that the performance of the resulting cDPF is sensitive to the catalyst thickness, with
this governed by the slurry rheology. The rheology of such slurries is sensitive to pH,
solids concentration, and particle size. To this end, the suitability of MR rheometry,
namely Bayesian MR and MR flow imaging, to detect a deviation from specification is
here investigated; changes in the rheology of alumina-in-acetic acid slurry following the
addition of acetic acid are successfully detected using Bayesian MR, with the estimates
of the rheological parameters in agreement to within the experimental uncertainty of
conventional rheometry. Bayesian MR is therefore ideally suited to the online, or inline,
rheological characterisation of process fluids.
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6.1 Introduction

Over recent years, the demand for improved emission control technology has increased
due to increasingly stringent emission limit legislation in both the developed and devel-
oping countries [1]. Today, the exhaust gases of gasoline engines are typically treated
using a three-way catalytic converter to convert harmful pollutants, including carbon
monoxide (CO), nitrogen oxides (NOx), and hydrocarbons (HC), to harmless products.
However, an increase in demand for more economical vehicles due to rising fuel prices
has seen a recent increase in the popularity of light duty diesel engines. Such diesel en-
gines, which made up 55% of the European passenger vehicle market in 2012 compared
with just 31% in 2000 [2], are capable of offering improved fuel economy and reduced
greenhouse gas emissions but require an alternative aftertreatment system due to the
lean operating conditions, i.e. high air-to-fuel ratio. Aftertreatment systems developed
for use with diesel engines include diesel oxidation catalysts (DOCs), diesel particulate
filters (DPFs), catalysed DPFs (cDPFs), selective catalytic reduction (SCR), and lean
NOx traps (LNTs). Although a discussion of these systems is beyond the scope of this
thesis, with the interested reader instead directed towards Ahmadinejad et al. [3] and
Johnson [4], Fig. 6.1 shows some common combinations of these systems used to meet
current emission limit legislation.
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Fig. 6.1: A schematic of the systems (and combinations thereof) used for the treatment
of the exhaust gases of diesel engines, showing ( ) DOC, ( ) DPF, ( ) cDPF, ( ) SCR,
and ( ) LNT. Adapted from Ramskill [5].
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For example, with reference to Fig. 6.1, a continuously regenerating trap (CRT®)
consists of a DOC located upstream of a DPF. At the DOC, CO and HC are oxidised to
produce carbon dioxide (CO2) and water (H2O), with nitrogen oxide (NO) oxidised to
produce nitrogen dioxide (NO2). The NO2 then reacts with particulate matter (PM),
which accumulates at the DPF, to continuously regenerate the DPF at a temperature
of 250 ◦C [3,6]. Note that the temperature requirements can be reduced through the use
of a catalysed CRT® (cCRT®). Due to the space requirements of the combined DOC
and DPF systems, these are typically restricted to a position located under the floor of
the vehicle where the exhaust gas temperatures are low. Alternatively, multifunctional
emissions abatement systems (such as cDPFs) offer a reduction in packaging volume,
space requirements, and cost [7]. Such systems are manufactured by Johnson Matthey
(JM).

(a) (b)

Fig. 6.2: Schematic representations of the (a) end and (b) side views of a DPF, showing
the alternate plugged channels of the wall-flow monolith which force the exhaust gases
to flow through the permeable wall.

At their simplest level, DPFs are a porous ceramic substrate made from cordierite,
silicon carbide, or aluminium titanate using extrusion [8]. These materials have been
selected due to their high mechanical strengths and robustness to high temperatures
and severe mechanical vibrations [6]. DPFs consist of alternate, permeable channels
plugged at opposite ends, as depicted in Fig. 6.2, and are now fitted on all new diesel-
powered vehicles [3]. The exhaust gas enters the inlet channels where, unable to pass
through the impermeable plugs, it is forced through the permeable walls of the wall-
flow monolith and PM is deposited. However, recent developments in filter technologies
and catalyst formulations mean that DPFs are now routinely combined with catalytic
material. A catalysed soot filter (CSF®) [9], for example, has been developed which
incorporates catalytic material into the DPF such that the requirement of a separate
DOC is negated; the CSF® will oxidise the CO, HC, and NO whilst simultaneously
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removing PM. The reduced space requirements of the CSF® mean that this system can
be located at a position nearer to the diesel engine, where the exhaust gas temperatures
are greater thus further improving the conversion of CO, HC, and NO. More recently,
a selective catalytic reducing filter (SCRF®) [10] incorporating a DPF and SCR has
been developed for the simultaneous abatement of NOx and removal of PM.

During the manufacture of a cDPF, the raw catalyst material is first milled. Milling
is a mechanical process during which the size of the catalyst particles is reduced, with
finer particles known to demonstrate a better adhesion with the wall-flow monolith [11].
Through careful selection of the mill type—for example stirred media [12], ball [13] or
jet [14] mills—and control of the mill conditions, the desired particle size distribution
(PSD) may be achieved [15]. After milling, a washcoating slurry containing the milled
catalyst material is applied to the surface of the wall-flow monolith, in a process called
washcoating, and subsequently dried. The optimisation of cDPF properties, needed to
ensure the abatement of harmful species and compliance with emission limit legislation,
requires the control of two main factors:

• Distribution uniformity. The presence of catalyst on the surface of the wall-
flow monolith is known to cause a decrease in permeability, with a non-uniform
catalyst thickness responsible for non-uniform flow distribution; higher gas flow
rates and greater through-wall velocities are expected in the regions where there
is an absence of catalyst [5,16]. Previous studies have indicated that non-ideal
drying is responsible for a non-uniform distribution of catalyst [17,18]. Therefore,
careful control and optimisation during the drying process is required. Whilst a
detailed discussion of the drying process will not be provided here, the interested
reader is directed towards Chapter 1.

• Catalyst thickness. Careful control and optimisation of catalyst thickness is
required due to the decrease in permeability associated with the presence of cat-
alyst on the surface of the wall-flow monolith. The catalyst thickness is known to
be sensitive to the rheology of the washcoating slurry, which may be affected by
pH value, catalyst concentration and PSD, and/or binder concentration [15,19–
21]. The optimisation of catalyst thickness, therefore, requires an accurate mea-
surement of rheology.

The washcoating slurry under study is prepared by milling alumina in the presence of
deionised water. After milling, acetic acid is added to the milled alumina-in-deionised
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water to cause a change in rheology. Due to the aforementioned reasons, careful control
of the so-called alumina-in-acetic acid slurry rheology is necessary to ensure optimum
cDPF performance after drying. To this end, JM require a technique that enables the
online, or inline, rheological characterisation of process fluids such that deviations from
specification, due to unexpected changes in process conditions, can be detected. The
alumina-in-acetic acid slurry under study has previously been shown to demonstrate
power-law rheology up to concentrations of 45 wt% [22], given by

τ (γ̇) = Kγ̇n, (6.1)

where τ and γ̇ represent the shear stress and shear rate, respectively, K is the consis-
tency factor and n the flow behaviour index [23]. However, a yield stress is observed in
this work at higher concentrations, with the rheology of the 55 wt% alumina-in-acetic
acid slurry characterised using

τ (γ̇) = τ0 +Kγ̇n, (6.2)

known as the Herschel–Bulkley model [24], where τ0 is the yield stress. The sensitivity
of the catalyst thickness to rheology is not unique to the manufacture of cDPFs, but
has been observed in a large number of washcoating applications [21,25]. Therefore, an
ability to measure the rheology of washcoating slurries online, or inline, has potential
for use in a large number of industrial applications.

The suitability of magnetic resonance (MR) rheometry for this application is here
investigated by experimental study on an alumina-in-acetic acid slurry before and after
the addition of acetic acid. In particular, the signal in q-space, denoted S (q) and given
by

S (q) =
∫
p (ζ) exp [i2πqζ ] dζ, (6.3)

is sampled using pulsed field gradient (PFG) MR to investigate changes in the volume-
averaged displacement probability distribution, p (ζ), where q = (1/2π) γgδ, with γ the
gyromagnetic ratio of the nucleus under study and g and δ the magnitude and duration
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of the flow gradient, respectively [26]. Therefore, q-space is traversed by varying g or δ
and S (q) is sampled. Since S (q) and p (ζ) represent mutually conjugate Fourier pairs,
Fourier transformation of S (q) provides a volume-averaged displacement probability
distribution, or flow propagator [27], characteristic of the flow under study [28]; the
field-of-flow (FOF) of p (ζ) is defined by the reciprocal of the sampling resolution in q-
space, whilst the displacement resolution of p (ζ) is equal to the reciprocal of the range
of q-space sampled. The signal in q-space is also sampled over a range of ±4〈ζ〉−1 m−1

for Bayesian analysis using the method developed in Chapter 4. In Bayesian analysis,
the state of the system, Θ, is inferred from a set of experimental observations, ŷ, using
the posterior probability density function, p (Θ|ŷ), given by

p (Θ|ŷ) ∝ p (ŷ|Θ) p (Θ) , (6.4)

where p (ŷ|Θ) is the likelihood function and p (Θ) incorporates prior knowledge. In this
work, rheological characterisation is performed using a Bayesian analysis of the PFG
MR signal, such that ŷ corresponds to S (q) and Θ corresponds to the Herschel–Bulkley
rheological parameters describing the rheology of the fluid under study. The likelihood
function then describes the variation of S (q) for a given combination of rheological
parameters, and the prior describes what is already known about the probabilities of
these parameters. A complete introduction to the Bayesian MR approach is included
in Chapter 5.

In addition to the acquisition of flow propagators and the data required for use
with the Bayesian MR approach, the flow field was also resolved spatially using 2D
MR flow imaging. It is observed that changes in the flow field induced by the addition
of acetic acid, i.e. changes in the rheology of the alumina-in-acetic acid slurry under
study, can be detected online using MR rheometry. In particular, a decrease in K and
τ0 is seen as the pH value is decreased from 6.0 to 5.0, whilst n remains approximately
constant. These changes are in agreement with previous work [22] and consistent with
those observed offline using conventional rheometry. The difficulties associated with
the study of process fluids, when compared with model fluids, are also outlined using
2D MR imaging. It is important to note that rheology is paramount in a wide range of
industrial processes, from spraying and mixing to drying and coating [29]. Furthermore,
the Bayesian MR approach can be adapted to enable the online, or inline, rheological
characterisation of a large number of process fluids.
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6.2 Materials and methods

6.2.1 Simulations

For Bayesian analysis, an uninformative prior (p (Θ) in Eq. (6.4)) was used such that
the probability of each of the parameters values considered was assumed to be identical.
In particular, the range of priors comprised of a set of 501 values evenly spaced between
0 and 1 for both n and r0/R, where r0 is the radial position corresponding to τ0 and R
is the pipe radius, with a resolution of 0.002. Using the method outlined in Chapter 5,
the expected signal in q-space, f (q, n, r0), was simulated numerically across all n and
r0/R described and p (Θ|ŷ) obtained; the means extracted from p (Θ|ŷ) then provide
an estimate of n and r0/R, with the standard deviations a measure of the uncertainty
and r0/R later used to calculate τ0.

6.2.2 Experimental

Materials and experimental set-up

The alumina-in-acetic acid slurry used in this study was prepared by JM at a concen-
tration of 55 wt% using PURALOX® SCFa-140 (Sasol, DE), with 98% purity [30,31],
suspended in distilled water. Milling was performed to reduce the size of the alumina
particles, with the particle sizes pre- and post-milling summarised in Table 6.1. After
milling, 20 mL of acetic acid (Fisher Scientific, GB) was added to 3 L of 55 wt% milled
alumina-in-deionised water slurry using a pipette (Eppendorf, DE). An overhead stir-
rer (Ika–Werke RW20) was used to mix the resulting alumina-in-acetic acid slurry for
several hours to prevent sedimentation and ensure a homogeneous mixture. The pH of
the milled alumina-in-acetic acid slurry was measured (Corning 240 pH meter), with
an initial pH of 6.0. After the addition of a further 10 mL of acetic acid during flow,
the final pH of the slurry was 5.0.

Table 6.1: A comparison of pre- and post-milling alumina particle sizes, where d50 and
d90 represent the particle diameters, d, containing 50 and 90% of particles, respectively.

size [µm ] pre-milling post-milling
d50 21 4.0
d90 43 17
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The flow loop, comprising a 3.0 m length of polyvinyl chloride (PVC) pipe of inner
diameter (i.d.) 13 mm, was operated in a closed loop configuration. Flow rates of up
to 50 mL s−1 were provided using a peristaltic pump (MasterFlex Console Drive), and
steady flow was ensured using a flow pulsation dampener. Note that an overhead stir-
rer was used to prevent sedimentation, and aid with mixing, following the addition of
acetic acid. Flow rates, V̇ , were determined gravimetrically. The radiofrequency (r.f.)
coil was situated 2.0 m downstream of the pipe inlet, exceeding the inlet length of 100
times pipe i.d. recommended to ensure developed flow [32]. Pressure drop was measured
across a length of 2.4 m using a differential pressure gauge (Digitron 2002P). A pres-
sure drop of 2530±150 Pa m−1 was measured before the addition of acetic acid, with
V̇ = 1.21±0.09 mL s−1, decreasing to 1530±120 Pa m−1, with V̇ = 2.39±0.21 mL s−1,
following the addition of acetic acid. This corresponds to shear rate ranges of almost
an order of magnitude; 1.0–5.0 and 1.0–9.9 s−1 for the initial and final milled alumina-
in-acetic acid slurries, respectively, as determined from MR flow imaging.

Magnetic resonance

MR experiments were performed using a Bruker AV85 spectrometer operating with
a 2 T horizontal-bore superconducting magnet. The magnet was fitted with a 60 mm
birdcage r.f. coil tuned to a frequency of 85.2 MHz for the 1H resonance. A three-axis
gradient system with a maximum gradient strength of 10.7 G cm−1 was used for spatial
and flow encoding.

Table 6.2: A comparison of flow gradient parameters and ranges of q-space sampled
for the acquisition of flow propagators, and the data required for use with Bayesian
MR, of the alumina-in-acetic acid slurry before and after the addition of acetic acid.
Corresponding parameters used for MR flow imaging are also reported.

method
flow gradient parameters |qmax|

[m−1 ]δ [ms ] ∆ [ms ] |gmax| [G cm−1 ]

before
Bayesian MR 3.0 50 1.2 1500

flow propagators 3.5 150 9.5 14 200
MR flow imaging 2.0 10 - -

after
Bayesian MR 3.0 50 0.59 750

flow propagators 3.0 65 9.5 12 100
MR flow imaging 2.0 10 - -
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A 13-interval alternating pulsed field gradient stimulated echo (APGSTE) pulse se-
quence [33] was used to sample S (q) over a q-space range of ±4〈ζ〉−1 m−1 for Bayesian
analysis and over high-q for the acquisition of flow propagators; the two datasets cannot
be sampled simultaneously due to the requirement of Fourier transform. Flow gradient
parameters used before and after the addition of acetic acid—including the duration,
flow contrast time, ∆, and maximum gradient magnitude, |gmax|—are summarised in
Table 6.2. The range of q-space sampled, |qmax|, is also reported. In all cases, q-space
was sampled linearly between ±|qmax| in 128 steps. Four signal averages were acquired
with a recycle time of 1 s, equal to 5 times T1 (200 ms), and a data acquisition time
of 8 min 40 s. This is equivalent to 4 s per data point acquired. Flow rates quantified
through measurement of the evolution of the phase at low values of q were 1.13±0.03
and 2.24±0.06 mL s−1 before and after the addition of acetic acid, respectively, and in
agreement to within the experimental uncertainty of gravimetric measurements.

In addition, spatially-resolved 2D MR flow images were acquired for the alumina-
in-acetic acid slurry before and after the addition of acetic acid using a slice selective,
spin echo MR flow imaging sequence [34]. A field-of-view of 18 mm was used in the read
and phase directions, with 128 read points and phase increments, to give a resolution
of 141 µm × 141 µm. The data were acquired with a slice thickness of 10 mm and an
SNR within each liquid-filled voxel of 100. Flow gradient parameters are summarised
in Table 6.2, with ∆ limited by T2 and g selected in each case to ensure the maximum
phase shift did not exceed 2π. Images were acquired in 4 min 20 s, with a recycle time
of 260 ms and 4 signal averages, and non-linear least squares (NLLS) regression of

ζ (r, n, r0) =


ζmax, 0 ≤ r < r0,

ζmax

(
1 −

(
r − r0

R − r0

)n+1
n

)
, r0 ≤ r ≤ R,

(6.5)

used to estimate n and r0, where ζmax is the maximum fluid displacement, with the 95%
confidence interval in the individual fit a measure of the uncertainty and pressure drop
providing τ0 and K. MR experiments were performed at 19.0±0.5 ◦C. The flow rates
calculated from MR flow images were 1.14±0.04 mL s−1 before the addition of acetic
acid and 2.30±0.10 mL s−1 after, in agreement to within the experimental uncertainty
of gravimetric measurements and low q-space analysis.
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Fig. 6.3: The slice selective spin echo MR imaging pulse sequence used for the imaging
of intensity.

Figure 6.3 shows a 2D slice selective spin echo MR imaging pulse sequence used for
the acquisition of 2D images during flow to test for sedimentation, creaming, and/or
shear induced migration. Acquisition parameters were identical to those described for
MR flow imaging, with SNR = 100. A total of 4 signal averages were acquired with a
recycle time of 260 ms to give an acquisition time of 2 min 10 s.

Conventional rheometry

Benchtop measurements of the rheology of the initial and final alumina-in-acetic acid
slurries were performed using a Malvern Instruments Kinexus Lab+ controlled-stress
rheometer. The controlled-stress mode of operation enables τ0 to be estimated without
the need for extrapolation [35]. A Peltier plate was used to control the temperature at
19.0±1.0 ◦C. Rough-walled parallel plates were used to eliminate wall slip behaviour,
with 40 mm diameter and a plate separation of 1 mm. Shear rate was measured across
a shear stress sweep of 0.01–100 Pa in 5 min. A correction was applied to the apparent
(measured) flow curve to obtain the true flow curve [35], as given by

τa (γ̇a) = 4
3τ0 +

( 4
3 + n

)
Kγ̇n

a (6.6)

for the case of a parallel plate geometry, where τa and γ̇a represent the apparent shear
stress and shear rate, respectively.
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Fig. 6.4: Apparent shear rate-shear stress data for the ( ) initial and ( ) final alumina-
in-acetic acid slurries. Symbols show the experimentally-acquired data and the solid
lines show the regression data; the NLLS regression was performed over the same shear
rate ranges as the MR experiments using Eq. (6.6).

The NLLS regression of Eq. (6.6) to the apparent flow curve, across the same ranges
of shear rate as probed in the Bayesian MR and MR flow imaging experiments, was
used to provide estimates of the rheological parameters. The regression data is shown in
Fig. 6.4 for the initial and final alumina-in-acetic acid slurries, with the regression data
accurate to within the scatter of the experimental data, confirming Herschel–Bulkley
rheology over the shear rate ranges of the MR experiments. The rheological parameters
obtained across the shear rate ranges investigated are summarised in Table 6.3, where
the uncertainty represents the 95% confidence interval in the individual fit.

6.3 Results and discussion

6.3.1 Bayesian MR methods

The signal in q-space was sampled over a q-space range of ±4〈ζ〉−1 m−1 for Bayesian
analysis using the method developed in Chapter 4 and extended in Chapter 5. Using
the Bayesian MR approach, p (Θ|ŷ) was quantified, where ŷ = S (q) and Θ = {n, r0},
with the means and standard deviations of p (Θ|ŷ) providing an estimate of n and τ0

(since pressure drop was measured). The value of K was estimated using the method
described in Chapter 5. Figure 6.5 shows p (Θ|ŷ) quantified for the alumina-in-acetic
acid slurry (a) before and (b) after the addition of acetic acid.
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Fig. 6.5: 2D posterior probability distributions, plotted on a log scale, showing the
probability of n and τ0 given ŷ for the alumina-in-acetic acid slurry (a) before and
(b) after the addition of acetic acid. The SNR (at q = 0 m−1) is > 1000, with the 128
points in q-space sampled using the experimental procedure outlined in Section 6.2.2.

Using the Bayesian MR approach, only small changes in n and τ0 were observed fol-
lowing the addition of acetic acid; n was seen to increase from 0.79±0.02 to 0.81±0.02,
whilst τ0 decreased from 0.47±0.04 to 0.40±0.03 Pa. Changes in K were considerable,
decreasing from 3.9±0.1 to 1.3±0.1 Pa sn following the addition of acetic acid. These
changes, summarised in Table 6.3, are consistent with previous work [22] in which only
small changes in n were observed as the pH value was decreased from 7.0 to 2.0.

6.3.2 Comparison with non-Bayesian MR methods

Flow propagators were acquired to investigate changes in the flow distribution with an
increase in acetic acid concentration. Figure 6.6 shows p′ (ζ) of the alumina-in-acetic
acid slurry (a) before and (b) after the addition of acetic acid, with a dominant spike
in p′ (ζ) at the maximum displacement indicative of yield stress behaviour. It is also
interesting to note that only minimal changes in p′ (ζ) can be observed following the
addition of acetic acid, suggesting that n and r0/R do not change considerably. These
results agree qualitatively with the rheological parameters determined using conven-
tional rheometry and Bayesian MR. For validation of the Bayesian MR approach, MR
flow imaging was also used to characterise the rheology of the alumina-in-acetic acid
slurries. Figure 6.7 shows MR flow images of the alumina-in-acetic acid slurry (a) be-
fore and (b) after the addition of acetic acid, where the displacement represents axial
displacement, i.e. z-displacement.
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The images have SNR = 100 and spatial resolution of 141 µm × 141 µm, sufficient
to provide ∼90 spatially-resolved velocity data points across the pipe. The addition
of acetic acid is observed to cause only small changes in the flow field, consistent with
conventional rheometry. As expected, the MR flow images do not demonstrate any of
the features attributed to turbulent flow, although a slight disturbance can be observed
at the bottom of the flow field, particularly following the addition of acetic acid. These
changes are shown in Fig. 6.7(d) to result from sedimentation. This occurs following
the addition of acetic acid, perhaps due to the decrease in shear viscosity and increase
in settling velocity according to Stokes’ law [36], and highlights a challenge associated
with the study of real, particle-laden process fluids.
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Fig. 6.6: The experimentally-acquired p′ (ζ) for the alumina-in-acetic acid slurry (a) be-
fore and (b) after the addition of acetic acid.

A 2D NLLS regression of ∆−1ζ (r) was performed to the MR flow images to quantify
n and r0/R before and after the addition of acetic acid, with ζ (r) given by Eq. (6.5).
Figure 6.8 shows radially-averaged displacement profiles and corresponding regression
data; the displacement profiles and regression data are in agreement to within experi-
mental error. From these, τ0 and K can be estimated using the methodology described
in Chapter 5. Before the addition of acetic acid, this approach provided n and τ0 esti-
mates of 0.75±0.04 and 0.50±0.04 Pa, respectively, where the uncertainty is equal to
the 95% confidence interval in the individual fit, with K = 4.1±0.1 Pa sn. Rheological
parameters obtained after the addition of acetic acid were 0.79±0.02, 0.45±0.02 Pa,
and 1.3±0.1 Pa sn for n, τ0, and K, respectively. These parameters are summarised in
Table 6.3.
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Whilst n and τ0 have remained approximately constant following the addition of
acetic acid, and a decrease in pH from 6.0 to 5.0, K has decreased considerably. These
observations are consistent with the Bayesian MR approach discussed in Section 6.3.1
and parameters reported in previous work using conventional rheometry [22]. For the
sample under study, fortunately, the sedimentation observed does not appear to nega-
tively affect the accuracy of the rheological characterisation using either the Bayesian
MR approach or MR flow imaging. This is most likely due to the small proportion of
flow field affected by the sediment and/or the volume-averaged nature of the Bayesian
MR approach. That said, the Bayesian MR approach can be readily adapted to account
for and overcome such issues.
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Fig. 6.7: MR flow images acquired for the alumina-in-acetic acid slurry (a) before and
(b) after the addition of acetic acid, represented as a fraction of 〈ζ〉. Also shown are
the corresponding MR images (c) before and (d) after the addition of acetic acid, with
sedimentation observed, represented as a fraction of maximum signal intensity, Smax.
All images have a spatial resolution of 141 µm × 141 µm and SNR = 100.

With reference to Table 6.3, it is observed that the two MR rheometry methods are
self-consistent and consistent with conventional rheometry for the alumina-in-acetic
acid slurry under study both before and after the addition of acetic acid. In particular,
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Fig. 6.8: Displacement profiles of the alumina-in-acetic acid slurry (a) before and
(b) after the addition of acetic acid showing the radially-averaged ( ) MR flow images
and ( ) regression data, obtained by performing a 2D NLLS regression of ∆−1ζ (r)
to the MR flow images with ζ (r) given by Eq. (6.5). The error in the regression data
is within the accuracy of the experimental data.

estimates of n obtained using the Bayesian MR approach are accurate to within 5% of
those n determined using MR flow imaging and 4% of those values determined using
conventional rheometry. These results are significant and imply that the Bayesian MR
approach may be used online, or inline, to provide accurate estimates of the rheological
parameters describing the rheology of the process fluid under study. Furthermore, this
has potential for use on low-field MR hardware.

Table 6.3: A comparison of the rheological parameters of the alumina-in-acetic acid
slurry before and after the addition of acetic acid obtained using Bayesian MR, MR
flow imaging, and conventional rheometry methods, evaluated across shear rate ranges
of 1.0–5.0 and 1.0–9.9 s−1, respectively.

method
rheological parameters

n [-] τ0 [Pa ] K [Pa sn ]

before
Bayesian MR 0.79±0.02 0.47±0.04 3.9±0.1

MR flow imaging 0.75±0.04 0.50±0.04 4.1±0.1
conventional rheometry 0.76±0.01 0.49±0.09 3.6±0.1

after
Bayesian MR 0.81±0.02 0.40±0.03 1.3±0.1

MR flow imaging 0.79±0.02 0.45±0.02 1.3±0.1
conventional rheometry 0.82±0.02 0.37±0.03 0.63±0.02
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6.4 Conclusions

In this Chapter, the application of the Bayesian MR approach developed in Chapter 4
to a real process fluid, namely an alumina-in-acetic acid slurry, has been investigated.
The rheology of such slurries, used by JM in the manufacture of cDPFs, is known to
be sensitive to the pH value, solids concentration, and PSD of the milled alumina. To
this end, the Bayesian MR approach was applied online and used to observe changes
in rheological behaviour following the addition of acetic acid. The pH value decreased
from 6.0 to 5.0, hence mimicking the deviation of a process fluid from specification.
Alumina-in-acetic acid slurry is observed to demonstrate Herschel–Bulkley rheological
behaviour, as characterised by n, K, and τ0.

Following the addition of acetic acid, changes in n, K, and τ0 were detected us-
ing three different methods; namely Bayesian MR, MR flow imaging, and conventional
rheometry. The estimates of n, K, and τ0 obtained using the two MR rheometry meth-
ods are self-consistent, to within 13%, and also consistent to within 8% of conventional
rheometry. Whilst this has successfully confirmed the suitability of the Bayesian MR
approach for the online, or inline, rheological characterisation of process fluids, further
work is required to examine the applicability of this approach on low-field MR hard-
ware. Note that the numerical simulation results reported in Chapter 5 at SNR = 100
suggest that an extension to low-field MR should be straightforward.
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Chapter 7

Gravitational collapse of
depletion-induced colloidal gels

A colloidal dispersion was defined in Chapter 1 as a dispersed phase, sized between
10 nm and 1 µm, distributed throughout a dispersion medium. In 1923, Perrin [1] used
such dispersions to confirm Einstein’s theory on Brownian motion [2] and demonstrate
the existence of atoms and molecules. To this day, colloidal dispersions continue to be
used to address long-standing fundamental questions due to the associated convenient
length and time scales [3]. Furthermore, the ability to tune the interaction between col-
loids has enabled the formulation of colloidal gels, semi-solid colloidal dispersions with
unique structural, mechanical, and rheological behaviour [4]. Many industrial products
required to demonstrate specific behaviour are, for this reason, formulated as colloidal
gels, from foodstuffs [5] to the specialist inks used for three-dimensional printing [6].
However, such gels are inherently unstable, with structural integrity maintained for a
finite duration before the gel undergoes gravitational collapse.

A more detailed understanding of the mechanisms of colloidal gel collapse is not
only of fundamental scientific interest but also of practical importance [7]. To this end,
a multifaceted approach is used in this Chapter to investigate the ageing and ultimate
collapse of colloidal gels. In particular, gel collapse was monitored using digital imaging
and magnetic resonance (MR) imaging, with the latter used to provide a quantitative,
spatio-temporally resolved measurement of the volume fraction. It is shown using MR
imaging that gel collapse is initiated by processes at the top of the sample. This work
was carried out in collaboration with the School of Physics and Astronomy, University
of Edinburgh.
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7.1 Introduction

Many industrial products are colloidal dispersions at volume fractions of, say, 5–40% in
which the dispersed phase is denser than the dispersion medium. A key requirement is
that the dispersed phase must not sediment appreciably during a shelf-life of months to
years, but, when required, the colloidal dispersion must flow under a moderate applied
shear stress. These, seemingly contradictory, requirements can be met by formulating
the product as a colloidal gel; a space-spanning network of attractive particles with a
yield stress, τ0, high enough to support the weight of the particles and yet low enough
to be overcome in use to give flowability. For comparison, Fig. 7.1 shows schematically
the short-range spatial order of a colloidal fluid, with cluster formation, and the space-
spanning network of a colloidal gel.

(a) (b)

Fig. 7.1: Schematics showing (a) a typical colloidal fluid, with cluster formation, and
(b) the space-spanning network of a colloidal gel.

It is now widely accepted [8] that there are two mechanisms of gelation; chemical
gelation, involving the formation of chemical bonds, and physical gelation, originating
from the short-range interactions between the particles. Considering chemical gelation,
for example that of an epoxy resin, the gelation proceeds as irreversible chemical bonds
form between the atoms of neighbouring polymer chains. If the average functionality of
the polymer chains is greater than 2, i.e. the polymer chains demonstrate an ability to
cross-link, a space-spanning network is formed at gelation [9]. Note that space-spanning
networks are also known as percolating networks, with gelation a form of percolation.
Since the colloidal gels under study in this Chapter are formed by physical gelation, a
more detailed introduction to chemical gelation is beyond the scope of this thesis and
the interested reader is directed towards the journal article of Zaccarelli [8]. Physical
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gelation takes place due to the reversible, or transient, short-range interaction between
particles. This is often induced by attractive van der Waals forces or electric double
layers [10]. Alternatively, for an otherwise stable colloidal dispersion in which there is
no direct interaction between the colloids, the addition of non-adsorbing polymer can
induce percolation caused by an osmotic imbalance in a process termed the depletion
effect [11,12].

(a)

(b)

Fig. 7.2: A schematic representation of the depletion effect (a) before and (b) after the
depletion of polymers from the region between the two colloids.

In understanding the depletion effect it is important to realise that the centre of a
polymer molecule cannot be closer to a colloid than a certain distance, typically equal
to the radius of gyration of the polymer molecule due to the high energy requirements
associated with configurational distortion. Therefore, each colloid is surrounded by a
depletion zone, within which there can be no polymer molecule centres. If two colloids
move closer than twice the radius of gyration of the polymer molecule, there exists an
overlap of depletion zones and exclusion of polymer molecules. This exclusion of poly-
mer molecules, shown schematically in Fig. 7.2, is responsible for an osmotic imbalance
which acts to press the colloids together [13]. The range and depth of this so-called
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depletion attraction can be separately tuned by adjusting the molecular weight, i.e.
the radius of gyration, and concentration of the polymer, respectively.
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Fig. 7.3: A plot to show the ( ) AO, ( ) SW, and ( ) generalised 2α-α LJ potentials,
with α = 19, for b2 = 0.43, as determined using Eq. (7.7).

An understanding of the behaviour of colloid-polymer mixtures is challenging due
to the difficulty associated with quantification of the depletion attraction with respect
to the centre-to-centre separation, as is required for the comparison of experimental
and simulated data [14,15]. To this end, theoretical models are often used to assume
the shape of the depletion potential and the behaviour of colloid-polymer mixtures. For
example, Asakura and Oosawa [12] derived a model to describe the depletion potential
of colloids, modelled as hard spheres, in polymer mixtures from first principles. Due to
the complexity of the Asakura–Oosawa (AO) model, Bergenholtz et al. [16] presented
a simplification of the AO model suited to colloid-polymer mixtures with ξ, given by
2Rg/d and where Rg and d represent the polymer radius of gyration and the colloid
diameter, respectively, of less than 0.1. In this simplified model,

U (r) = −3
2Φfree

P kT

(
1 + ξ

ξ3

)(
r

d
− 1 − ξ

)2
(7.1)

for d < r ≤ d (1 + ξ), where U (r) is the depletion potential as a function of the centre-
to-centre separation, r, Φfree

P is the volume fraction of the polymer in the free volume
accessible in the mixture, and k and T represent Boltzmann’s constant and absolute
temperature, respectively. Note that Φfree

P is related to the volume fraction of polymer
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in the total volume, ΦP, according to ΦP = ψΦfree
P , where

ψ = (1 − Φ) exp
[
−Xι− Y ι2 − Zι3

]
, (7.2)

with Φ the colloid volume fraction and

ι = Φ
1 − Φ , (7.3)

X = 3ξ + 3ξ2 + ξ3, (7.4)

Y = 9
2ξ

2 + 3ξ3, (7.5)

Z = 3ξ3, (7.6)

as determined by Lekkerkerker et al. [17]. Other models used to describe U (r) include
the square-well (SW) and generalised Lennard–Jones (LJ) models [18]. A comparison
of the shapes of the AO, SW, and LJ potentials are shown in Fig. 7.3 for completeness.
Fortunately, according to the extended law of corresponding states (ELCS), knowledge
of the shape of the depletion potential is not required for comparison of experimental
and simulated data, with the behaviour of a colloid-polymer mixture dependent only
on Φ and the reduced second virial coefficient, b2, given by

b2 = 1 + 3
∫ ∞

1

(
1 − exp

[
−U (r̃)

kT

])
r̃2 dr̃, (7.7)

where r̃ = r/d [19]. Due to the radially-symmetric nature of the depletion attraction,
the colloids exhibit a tendency to arrange in a locally-dense configuration, particularly
as the strength of the depletion attraction is increased. Such behaviour is responsible
for the formation of coexisting gas (colloid-poor) and liquid (colloid-rich) phases. The
equilibrium phase behaviour of colloid-polymer mixtures will now be discussed. Note
that according to ELCS, identical phase behaviour is expected for similar systems with
short-range attraction, such as colloidal silica spheres [20] and micelles [21].
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The equilibrium phase behaviour of colloid-polymer mixtures is sensitive to both Φ
and b2. Such phase behaviour is simple, particularly when the colloids do not crystallise
quickly. Crystallisation, during which a colloidal fluid undergoes a disorder-order tran-
sition to a colloidal crystal demonstrating long-range spatial order, can be suppressed
by selecting colloids with a sufficiently broad particle size distribution (PSD) [22,23].
The broadness of a PSD is often quantified using polydispersity, defined as the stan-
dard deviation of the PSD divided by the mean particle size. For a non-crystallising
colloid-polymer mixture, an increase in depletion attraction strength causes the homo-
geneous colloidal fluid to give way, at a sharp boundary referred to as the binodal, to
coexisting gas and liquid phases. The behaviour of the gas and liquid phases depends
on the strength of the depletion attraction. At low depletion attraction strength, the
randomly arranged colloids in the gas and liquid phases are ergodic; that is, they move
throughout the phase volume. However, as the depletion attraction strength increases
the liquid phase becomes glassy; although the structure resembles a liquid, motion of
the colloids within the structure has been reduced to almost zero and equilibrium will
no longer be reached on experimental time scales [24,25]. This sudden arrest is known
as a glass transition. A more complete discussion of the glass transition can be found
in the journal article of Hunter and Weeks [25].
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Fig. 7.4: Simulated universal ( ) binodal and ( ) spinodal of non-crystallising parti-
cles, volume fraction Φ, with short-range attraction quantified by the reduced second
virial coefficient, b2. ( ) Glass transition lines calculated from mode coupling theory
(MCT) mapped to simulations [26,27] are shown. Percolation is observed in the sim-
ulations to the right of the so-called ( ) percolation line. A percolated system below
the ( ) onset tie line was observed to reach equilibrium, whilst a percolated system
above the onset tie line was unable to equilibrate.
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Many studies suggest that there are at least two distinct classes of colloidal gels [7,8].
The first class of colloidal gels are formed when, during phase separation of a colloidal
fluid into coexisting gas and liquid phases through spinodal decomposition, the liquid
phase arrests due to a glass transition at high volume fractions [15,28–32]. In contrast,
the second class of colloidal gels are equilibrium gels formed through the homogeneous
percolation of a colloidal fluid, with homogeneous percolation known to form a space-
spanning network without phase separation [33–39]. A mechanistic distinction between
these two distinct classes of colloidal gels is not yet completely understood, although
recent invention of the colloid-polymer mixtures described above represents an impor-
tant step forward since these can be formulated to show either kind of gelation [7]. The
colloid-polymer mixtures studied in this Chapter belong to the first class; that is, the
mixtures gel only through arrested spinodal decomposition. To completely understand
arrested spinodal decomposition, an understanding of the binodal and spinodal is re-
quired. According to ELCS, the binodals of all short-range attractive particles collapse
onto a universal curve in (Φ, b2)-space, as depicted in Fig. 7.4. Considering Fig. 7.4,
a spinodal exists inside of a binodal, within which the homogeneous colloidal fluid is
unstable against infinitesimal fluctuations in volume fraction, and phase separates via
spinodal decomposition into a bicontinuous, space-spanning network when right of the
percolation line. This coarsens with time. If the volume fraction of the liquid phase in
this coarsening bicontinuous network reaches the attractive glass transition line, the
liquid phase then arrests into a gel. Therefore, gelation is expected to occur above the
onset tie line, where the binodal intersects the attractive glass boundary. For a more
complete introduction to the second class of colloidal gels, so-called equilibrium gels,
the interested reader is directed towards the journal article of Ruzicka et al. [38].

The two classes of colloidal gels previously introduced behave very differently under
gravitational stress [39,40]. Since arrested spinodal gels are non-equilibrium states en
route to phase separation, these gels can undergo gravitational collapse after a certain
latency period [29,32]. Such gravitational gel collapse limits the shelf-life of products;
a sedimented product is unsightly and leads to concentration gradients that can have
catastrophic consequences, for example in drug formulations. Therefore, whether the
gravitational collapse of arrested spinodal gels can be predicted is of both practical im-
portance and fundamental scientific interest. In this Chapter, the ageing and ultimate
gravitational collapse of arrested spinodal gels, in which the short-range attraction be-
tween the hard-sphere-like colloids is induced via the depletion effect, is investigated
using a combination of techniques.
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Previous workers have used a number of techniques to investigate the gravitational
collapse of arrested spinodal gels with short-range attraction. For example, time-lapse
video imaging was used by Starrs et al. [32] to quantify the height, H, of the interface
between the gas and liquid phases as a function of time, t, with H (t) observed to show
three distinct stages; namely latency, collapse, and compaction, as shown in Fig. 7.5.
Whilst H decreases linearly with time during sudden collapse, H (t) during compaction
can be estimated using a stretched exponential, as given by

Ĥ (t) = H (t) −Hrcp

H (0) −Hrcp
∝ exp

[
−
(
t

Tstr

)β
]
, (7.8)

where Tstr and β represent the characteristic time constant and stretching exponent,
respectively, and Hrcp is the height of the gas-liquid interface at random close packing
(RCP). Qualitative, two-dimensional (2D) images obtained by Starrs et al. [32] using
dark-field imaging showed the formation of vertical channels within the network of the
colloidal gel immediately before collapse. Such channels facilitate the flow of dispersion
medium upwards and dispersed phase downwards. These results are in agreement with
results obtained by Secchi et al. [41] using light scattering and novel ghost particle ve-
locimetry. However, experiments performed on arrested spinodal gels with long-range
attraction using conventional rheometry and confocal microscopy did not indicate the
formation of vertical channels, instead the continuous microscopic restructuring of the
space-spanning network was proposed to lead to macroscopic collapse [42].
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Fig. 7.5: A schematic representation of H (t), normalised against H (0), showing the
(I) latency period, (II) sudden collapse, and (III) compaction stages.
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In particular, the work reported in this Chapter, undertaken in collaboration with
the School of Physics and Astronomy at the University of Edinburgh, combines Brown-
ian dynamics (BD) and molecular dynamics (MD) simulations with visual observations
and magnetic resonance (MR) experiments. Model colloid-polymer mixtures are pre-
pared, namely poly(methyl methacrylate) (PMMA) colloids dispersed in a cis-decalin
solvent with polystyrene (PS) polymers and varying Φ and Φfree

P , for the sampling of
a suitable (Φ, b2)-space range. Visual observations indicate that three distinct gel col-
lapse regimes exist depending on Φ and Φfree

P . Secchi et al. [41] have shown, through
work on colloid-polymer mixtures with identical ξ but different d, that these regimes
are d-dependent. This contrasts strongly with equilibrium phase behaviour, which de-
pends only on ξ [17]. For this reason, it is suggested in this Chapter that the ageing of
these gels may be partly gravity-driven. Furthermore, a comparison between the MR
experiments and BD and MD simulations suggests that hydrodynamics may drive
sudden collapse. Spatially-resolved measurements of the volume fraction of the disper-
sion medium obtained during gravitational gel collapse using MR imaging reveal that
gravitational gel collapse is initiated by processes at the top of the sample. Note that
sample preparation, simulations, and visual observations were performed by collabora-
tors at the University of Edinburgh, whilst MR imaging experiments were performed
by the author of this thesis.

7.2 Materials and methods

7.2.1 Simulations

The simulation of interacting Brownian particles using BD simulation is an essential
tool for investigating the behaviour of colloidal dispersions. In BD simulations, a fi-
nite simulation box containing N particles, of known d and Φ, is followed with time.
Specifically, particle displacements are extracted at a fixed time step, ∆t, according to
a Gaussian distribution, with the mean squared displacement, 〈R2〉, equal to 6D∆t for
the case of a three-dimensional (3D) simulation, where D is the self-diffusivity of the
particles. Note that the fictive velocity, v, of each particle is then calculated from R,
where R = v∆t, and the system is evolved between t and t+ ∆t using MD simulation.
This process is then repeated until the system reaches equilibrium. By adjusting the
range and depth of the interparticle interaction and Φ, (Φ, b2)-space is traversed whilst
testing for the formation of a space-spanning network. The binodal and spinodal can
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also be quantified. A brief introduction to MD simulations, and an overview of the BD
and MD simulations reported in this Chapter, is now given.

extract random particle displacements

define fictive particle velocities

create a list of future particle events

determine the final particle positions

calculate the fictive post-event particle velocities

determine particle positions at 
first event

no events 
occur

events occur

Fig. 7.6: A block diagram outlining the six key stages of ED-BD and MD simulations.
This process is repeated and the simulation box evolves, with time, until the system
reaches equilibrium. Adapted from Scala et al. [43].

There are two distinct approaches to MD simulation. The first approach, initially
developed by Alder and Wainwright [44] and summarised in Fig. 7.6, is suitable when
the interparticle interaction is described using a step potential. An example of a step
potential is the SW potential, given by

U (r) =



∞, r < d,

−ε, d ≤ r ≤ d (1 + ξ) ,

0, r > d (1 + ξ) ,

(7.9)

where ε is the strength of the interaction. The particles move at constant v during ∆t,
except when two particles move closer than the range of the interparticle interaction
or collide. To account for these events, all future particle interactions and collision
times are calculated and sorted. If an event in the list of future events is scheduled to
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take place between t and t+ ∆t, the system is evolved to the time of the first event;
the positions of the particles are updated and the post-event v are calculated, with
the particle collisions assumed to be elastic. The list of future events is then updated
and the process repeated until no further events are scheduled to take place between
t and t+ ∆t. At this point, R are again extracted as described above, with the entire
process repeated until the system reaches equilibrium. The rate at which the system
evolves between t and t+ ∆t using this approach is, therefore, governed by the rate
at which these events occur. For this approach to remain valid, a ∆t must be selected
that satisfies [43]

∆t � 〈r〉2

4D , (7.10)

where 〈r〉 is the average centre-to-centre separation, and

∆t � d2

4D. (7.11)

The reduction of ∆t to a suitably small value decreases the average number of events
occurring between t and t+ ∆t to less than 1, although the number of steps required
to reach equilibrium increases. However, the most time consuming stage of an event-
driven (ED) MD simulation is determining the next event in the list of future events,
which can be optimised using a binary search tree [45]. The second approach to MD
simulations is suitable when the interparticle interaction is described using a smooth
potential. Such potentials include the AO and LJ potentials. As an SW potential was
chosen in these simulations, for which b2 can be calculated analytically using Eq. (7.7),
a detailed discussion of this second approach to MD simulations is beyond the scope of
this thesis. For a more detailed discussion, the interested reader directed towards the
journal article of Rahman [46]. Note that the simulations do not include hydrodynamic
interactions (HI), due to a poor understanding of HI at high Φ and the associated time
consuming simulations required, or gravitational effects.

The 3D ED-BD and MD simulations in this Chapter were performed by collabora-
tors at the University of Edinburgh, and ξ was varied from 0.01 to 0.10, across which
ELCS was expected to remain (at least) approximately valid [19]. Crystallisation was
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prevented in the simulations by using either a 50:50 binary mixture of particles with a
size ratio of 0.8 or a mixture with a quasi-continuous PSD of 10% polydispersity. An
equilibrated configuration of 4 × 103 to 5 × 104 particles was obtained by performing
simulations in the absence of an SW potential, i.e. with ε/kT = 0. Note that periodic
boundary conditions were utilised in all three spatial dimensions such that the effects
of a finite simulation box were reduced. To determine the binodal, a single Φ = 0.27
was selected, very close to the best theoretical estimate to date of the critical point at
Φ = 0.29 and 1 − b2 = 2.17 [47], and 1 − b2 was increased. In the presence of an SW
potential, the simulation was allowed to reach equilibrium and Φ of the coexisting gas
and liquid phases were measured. For the determination of the percolation line, the
presence of a space-spanning network was investigated by identifying those particles
within the SW of their neighbouring particles. The equilibrium percolation line has
previously been obtained using simulations and theory [48,49] and follows the binodal
at high 1 − b2. However, at a very low Φ it can take a long time for a space-spanning
network to develop. If the colloids are severely affected by gravity in this time, a col-
loidal gel may never form due to sedimentation. Therefore, a dynamic percolation line
was calculated as (Φ, b2)-space was traversed, to the left of which the time it takes to
form a space-spanning network is longer than the time taken for a particle to sediment
by its radius.

For a given N and simulation box volume, V , the temperature of the system, which
is related to the average kinetic energy of the particles, may fluctuate during the ED-
BD and MD simulations due to the method used to extract R. This fluctuation in T

was prevented using a thermostat in which R and thus v were scaled accordingly [50].

7.2.2 Experimental

Materials

Samples were prepared by collaborators at the University of Edinburgh using PMMA
colloids, with density, ρ, 1.15 g cm−3, sterically-stabilised using poly-12-hydroxystearic
acid (PHSA) hairs to minimise any aggregation induced by van der Waals forces [51].
A polydispersity of 7.5% was selected, with d = 652 nm, too polydisperse to crystallise
over experimental time scales. Linear PS was used, with a molecular weight, Mw, of
600 kg mol−1 and Rg = 21 nm such that ξ = 0.06. The colloids demonstrate near perfect
hard-sphere equilibrium phase behaviour when dispersed in cis-decalin (Sigma Aldrich,
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GB), a so-called theta solvent for PS; that is, there are no polymer-polymer interactions
in cis-decalin with 1 − b2 of the polymers, given by Eq. (7.7), equal to zero [52]. Note
that the density of cis-decalin, ρS, was 0.90 g cm−3 such that ∆ρ = 0.25 g cm−3. The
equilibrium phase behaviour, phase separation, and arrest in this, and similar, colloid-
polymer mixtures have previously been studied in detail [13]. In particular, they have
been shown to form colloidal gels that collapse suddenly after a latency period [29,32].
Both Φ and Φfree

P were varied, with b2 calculated for a given Φ and Φfree
P using Eqs. (7.1)

to (7.7), to investigate a suitable range of (Φ, b2)-space. The samples were homogenised
on a roller mixer; care was taken to prevent air entrapment during this process, with
Poon et al. [31] suggesting that air bubbles shorten the latency period.

Visual observations

Gravitational gel collapse of the samples was followed by collaborators at the Univer-
sity of Edinburgh using digital imaging until changes could no longer be resolved [32,40].
Samples were homogenised before transfer to 10 mm × 10 mm × 45 mm glass cuvettes
for time-lapse observations at 20.0±1.0 ◦C in a temperature-controlled cabinet. In grav-
itationally collapsing gels and samples phase separating into coexisting gas and liquid
phases, as shown in Fig. 7.7, there is a sharp, horizontal interface. The height of this
interface was detected using a Sobel edge-finding algorithm and plotted as a function
of time, either normalised by H (0) or represented as Ĥ, as defined by Eq. (7.8).

(a)

H(0)

(b) (c)

H(t)

(d) (e) (f)

Fig. 7.7: Images of a colloid-polymer mixture phase separating at (a) 0, (b) 5, (c) 10,
(d) 15, (e) 50, and (f) 100 min after homogenisation. Initial height, H (0), and time-
dependent interface height, H (t), are as defined.

Visual observations performed in a chamber at 20.0±0.1 ◦C suggest that the results
do not depend on the accuracy of temperature control, with the H (t) behaviour and
latency period in the chamber falling within the scatter of the results of experiments

197



Gravitational collapse of depletion-induced colloidal gels

performed in the cabinet. Temperature gradients over the samples were too small to
measure and their effect was excluded by repeating experiments with samples placed
inside metal blocks.

Magnetic resonance

MR imaging has previously been used to quantify the local volume fraction of non-
colloidal suspensions [53]. Here, the use of MR imaging is extended to provide a spatio-
temporal measurement of the liquid phase volume fraction of the collapsing colloidal
gels. MR imaging experiments were performed using a Bruker DMX300 spectrometer
operating with a 7 T vertical-bore superconducting magnet and fitted with a 25 mm
inner diameter (i.d.) radiofrequency (r.f.) coil tuned to a frequency of 300 MHz for
the 1H resonance. A three-axis gradient system with a maximum gradient strength of
98.7 G cm−1 was used for spatial encoding. Homogenised samples were placed in round,
flat-bottomed, glass MR tubes of outer diameter (o.d.) 10 mm and i.d. 8.8 mm (Hilgen-
berg, DE). A polytetrafluoroethylene (PTFE) insert was used to reduce the i.d. of the
r.f. coil to 10 mm and ensure optimum (and reproducible) positioning of the sample.
Gravitational gel collapse in the glass MR tubes was observed to show the same, qual-
itative, H (t) behaviour as the square cuvettes used for visual observations, although,
particularly for low 1−b2, the latency period was observed to be systematically longer
in the square cuvettes. In the MR sample environment, the temperature was controlled
to 20.0±0.1 ◦C using gradient system cooling hardware.

90◦ 180◦ 180◦ 180◦

r.f.

Gr

t

τ τ τ τ τ τ

Fig. 7.8: A spatially-resolved T2-mapping pulse sequence, with N echoes, used to char-
acterise S (t) as a function of sample height, H.

The measurement of the liquid phase, i.e. the solvent, volume fraction requires the
quantitative measurement of spin density. In Chapter 2, MR imaging was introduced
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in the absence of signal relaxation, with the measured signal directly proportional to
the spin density. However, in practice, MR imaging is affected by both spin-lattice and
spin-spin relaxation, as characterised by the time constants T1 and T2, respectively.
For example, considering two regions with identical spin densities but different T2, the
signal measured in the region with the shorter T2 will be lower than in the region with
the longer T2 due to greater signal decay. This is known as T2-weighting. Likewise, a
contrast in the image due to incomplete recovery of the signal as a result of differing T1

is known as T1-weighting. Whilst T1-weighting can be removed by selecting a suitable
recycle time, typically equal to 5 times T1, T2-weighting can only be removed if T2

is known. In this Chapter, the signal is measured as a function of sample height and
time using the spatially-resolved T2-mapping pulse sequence shown in Fig. 7.8. If, for
a given height, a single T2 value is expected, then this value may be obtained through
the non-linear least squares regression (NLLS) regression of

S (t) = S (0) exp
[
− t

T2

]
(7.12)

to the experimentally-acquired signal, S (t), where S (0) is directly proportional to the
spin density. Note that S (0) is used in the calculation of volume fraction. However, a
distribution of T2 is here allowed for when calculating S (0) due to the porous nature of
the space-spanning network. The T2 probability distribution, p (T2), was quantified by
determining a numerical solution to the Fredholm integral equation of the first kind,
as given by

S (t)
|S (0)| =

∫ ∞

−∞
k0 (T2, t) p (T2) dT2 + e (t) , (7.13)

where k0 (T2, t) is the model function, or kernel, describing the expected signal for a
given T2 and t, and e (t) is the random Gaussian noise in the experimental data. This
process is often referred to as an inverse Laplace transform. In this work, Eq. (7.13)
was solved on the logarithmic scale, such that

S (t)
|S (0)| =

∫ ∞

−∞
k0 (T2, t)w (T2) d (log (T2)) + e (t) , (7.14)
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using regularisation, where

k0 (T2, t) = exp
[
− t

T2

]
(7.15)

and w (T2) is equivalent to p (log (T2)). Equation (7.14) may be written in a vector-
matrix form, such that

S = k0w, (7.16)

where S is the experimentally-acquired data vector, k0 is a kernel matrix, and w is
the probability vector of T2 to be determined. A solution, ŵ, is sought that minimises
the residual sum of the squares, as given by

ŵ = arg min
w≥0

‖S − k0w‖2
2 , (7.17)

where ‖...‖2 is the l2-norm of the data. However, as Eq. (7.17) is ill-conditioned, an
unphysical solution may be obtained. A stable, physical solution may be obtained in
the presence of noise if ŵ is constrained to be non-negative, within a specified range
of T2, and smooth. Although a number of regularisation methods exist, as reviewed in
the journal article of Mitchell et al. [54], a Tikhonov regularisation method was used in
this work [55]. This method introduces a penalty function to bias against unphysical
solutions, as described by

ŵ = arg min
w≥0

(
‖S − k0w‖2

2 + α ‖Lw‖2
2

)
, (7.18)

where ‖S − k0w‖2
2 is the residual, indicative of how close w is to being a true solution,

and α ‖Lw‖2
2 is the penalty function, quantifying the degree of smoothing applied to

ŵ, with L an operator representing the choice of smoothness criterion and α the regu-
larisation, or smoothing, parameter [56]. Note that α controls the degree of smoothness
imposed on ŵ; a large α increases the weighting towards ‖Lw‖2

2 and a smooth solution,
whilst a small α increases the weighting towards ‖S − k0w‖2

2 and a true solution.
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For the quantification of p (T2) and S (0) as a function of sample height, the second
derivative was selected as the smoothness criterion and a fixed α = 0.1 was chosen to
enable the comparison of experimental datasets; T2 was limited to 128 values sampled
logarithmically between 0.001 and 1. The regularisation was implemented in MATLAB
2012b, operating under Windows 7, using code originally developed by Hollingsworth
and Johns [57] for the measurement of droplet size distributions. A field-of-view (FOV)
of 22.5 mm was selected, with 256 read points, to provide a spatial resolution of 88 µm,
and 128 echoes (N) were utilised with τ = 2.23 ms to sample the signal at 128 values of
t linearly spaced between 4.46 ms and 571 ms. A recycle time of 10 s, equal to 6 times
T1 of pure cis-decalin (1.7 s), was used to eliminate any T1-weighting and 8 scans were
acquired giving a total acquisition time of 1 min 29 s. Measurements were repeated at
5 min intervals. Note that this technique is sensitive to the number of spatially-resolved
data points used, with an increase in spatial resolution resulting in a reduction in the
signal-to-noise ratio (SNR). The SNR in each liquid-filled pixel, with 256 data points,
was > 1000. Spin density data were acquired over the duration of the gel collapse using
this method, and comparison of this data with corresponding data for pure cis-decalin
enabled the spatially-resolved measurement of the solvent volume fraction, ΦS.

7.3 Results and discussion

7.3.1 Simulations

The equilibrium phase behaviour of particles with short-range attraction was simulated
by collaborators at the University of Edinburgh, using ED-BD and MD, to predict the
equilibrium phase and gelation state diagram. Firstly, the binodal was determined by
increasing ε, and hence 1 − b2, for a fixed Φ = 0.27. Shown in Fig. 7.9 are simulation
boxes for short-range attractive particles with 1 − b2 of (a) 2.11, (b) 2.66, (c) 2.97, and
(d) 3.32. For a low 1 − b2 that is below the binodal, the system remains single phase.
However, the onset of phase separation is observed as 1 − b2 is increased above the
binodal, giving rise to coexisting gas and liquid phases. The corresponding Φ profiles,
showing Φ as a function of position along the z-axis, are included in Fig. 7.10, and it is
shown that an increase in 1 − b2 from 2.66 to 3.32 causes a decrease in the gas phase Φ
from 0.06 to 0.01, whilst the liquid phase Φ increases from 0.47 to 0.55. Measurements
of the gas and liquid phase Φ as a function of 1 − b2 were then used to determine the
binodal shown in Fig. 7.11.
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(a)

(b)

(c)

(d)

Fig. 7.9: Simulated equilibrium gas-liquid coexistence in simulation boxes containing
4 × 103 attractive particles and obtained using ED-BD and MD, with 1 − b2 of (a) 2.11,
(b) 2.66, (c) 2.97, and (d) 3.32. In all cases, Φ = 0.27 and ξ = 0.10.

Secondly, the spinodal was determined by calculating pressure as a function of Φ
using the virial theorem derived by Clausius [58] and given by

PV = NkT + 1
3

N∑
j=1

Fj · rj (7.19)

for a 3D simulation, where Fj is the total force acting on the jth particle with position
vector rj. All parameters required by Eq. (7.19) are easily accessible in the simulations.
Furthermore, Frenkel and Smit [59] showed Eq. (7.19) to be equivalent to

PV = NkT + 1
3

N∑
j=2

j−1∑
i=1

Fij · rij (7.20)
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for pairwise interactions, where Fij is the force applied on the jth particle by the ith

particle and rij is the separation. In the spinodal region, the system is unstable either
due to a negative pressure or negative isothermal compressibility, W , where

W = − 1
V

dV
dP . (7.21)

For either case, the system phase separates because many modes of infinitesimal Φ
fluctuations grow with time. Note that the area of (Φ, b2)-space between the binodal
and spinodal is stable to such fluctuations, with phase separation instead occurring due
to nucleation and growth. The resulting universal binodal and spinodal are observed
in Fig. 7.11 to touch at the critical point of Φ = 0.29 and 1 − b2 = 2.17.

z/d [ - ]

Φ
[-
]

0 28 56

0.0

0.3

0.6

Fig. 7.10: Volume fraction profiles showing coexisting gas and liquid phases, calculated
using the data shown in Fig. 7.9, with 1 − b2 of ( ) 2.11, ( ) 2.66, ( ) 2.97, and
( ) 3.32. In all cases, Φ = 0.27 and ξ = 0.10.

To determine the dynamic percolation line, the Φ at which a space-spanning net-
work was first formed in the simulation box as 1 − b2 was increased was also estimated.
The presence of a space-spanning network was examined every ∆t by identifying those
particles within the SW of their neighbouring particles. For a low 1 − b2 that is below
the critical point, the space-spanning network was able to equilibrate. However, at a
high 1 − b2, above the critical point, the dynamic percolation line shifted to very low
Φ and the space-spanning network was unable to equilibrate. The resulting dynamic
percolation line is shown in Fig. 7.11.
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7.3.2 Experimental

Visual observations

The colloid-polymer mixtures under study were confirmed by collaborators at the Uni-
versity of Edinburgh, using visual observations, to demonstrate the universal binodal
expected for short-range attractive particles. All visual observations are reported in
(Φ, b2)-space, where 1−b2 for each sample was calculated numerically using the substi-
tution of Eqs. (7.1) to (7.6) into Eq. (7.7). A sample with a sufficiently low Φfree

P —or,
equivalently, a low 1 − b2—remained single phase for an extended period of time. Over
many hours, sedimentation was observed to occur due to the difference in density be-
tween the colloids and cis-decalin, producing a diffuse interface. However, as Φfree

P was
increased, a critical 1 − b2 was reached and a sharp interface developed quickly and
evolved, as shown in Fig. 7.7, to coexisting gas and liquid phases. The universal binodal
simulated in Section 7.3.1 successfully passes between samples demonstrating single
phase and phase separating behaviour, suggesting that the results of the ED-BD and
MD simulations reported in Section 7.3.1 are, at least up to Φ = 0.40, in agreement
to within the experimental uncertainty of the visual observations. These results are
summarised in Fig. 7.11.
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Fig. 7.11: The equilibrium phase and gelation state diagram, shown for mixtures of
non-crystallising colloids and non-adsorbing polymers demonstrating ( ) single phase
and ( ) gas-liquid coexistence behaviour. Samples demonstrating regime ( ) A, ( ) B,
and ( ) C gravitational gel collapse are also indicated. The predicted gelation region in
the absence gravity is shaded. In the presence of gravity, the actual ( ) glass transition
and ( ) percolation lines are expected to lie to the right of those determined using
( ) MCT mapped to simulations and ( ) simulations, respectively, as indicated.
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Immediately across the gas-liquid phase boundary, samples phase separate into co-
existing gas and liquid phases. Such behaviour ceases as 1 − b2 is increased above 5.00,
with samples instead forming colloidal gels which subsequently undergo gravitational
collapse. Interestingly, three different types of gravitational gel collapse are observed
depending on Φ; namely regimes A, B, and C. These are indicated on Fig. 7.11, with
the final Φ measured, Φfinal, also observed to be regime-dependent. To demonstrate the
differences between these three regimes of gravitational gel collapse, Fig. 7.12 depicts
Ĥ (t) for three different samples, where (a) Φ = 0.20 and 1 − b2 = 6.08, (c) Φ = 0.20
and 1 − b2 = 255, and (e) Φ = 0.30 and 1 − b2 = 7.68. The low Φ regime, known as
regime A, is characterised by a latency period of less than 3 min. An example of regime
A gravitational collapse is shown in Fig. 7.12(a), showing an initial linear dependence
of Ĥ with time during the sudden collapse followed by a stretched exponential, as given
by Eq. (7.8), during compaction. The results of a NLLS regression to the experimental
dataset are observed to be in agreement to within the uncertainty of the experimental
data. Gravitational gel collapse of samples in regime A was seen to cease before Φfinal

reached the glass transition line; Φfinal is dependent on Φ with samples with a higher
Φ reaching a higher Φfinal, approaching the glass transition line. In the intermediate Φ
regime, known as regime B, the colloidal gel is stable within a latency period of greater
than 3 min. At the onset of gravitational gel collapse, as demonstrated in Fig. 7.12(c),
Ĥ again demonstrates a linear dependence with time during sudden collapse followed
by a stretched exponential at compaction. Unlike regime A gravitational collapse, how-
ever, Fig. 7.12(d) indicates that the compaction of samples in regime B stops abruptly
at a well defined Φfinal = 0.55. Such an abrupt stop suggests the presence of underly-
ing physical phenomena, perhaps the formation of a quasi-crystalline space-spanning
network. Samples in the high Φ regime, known as regime C, have long latency periods
but do not undergo sudden collapse. Instead, the gravitational gel collapse of samples
in regime C is shown in Fig. 7.12(e) to be described using only a stretched exponential.
The samples in regime C had still not collapsed completely, as shown in Fig. 7.12(f),
but all had reached Φfinal > 0.55 and are likely to approach Φrcp of 0.64. Therefore, only
regimes B and C demonstrate measurable latency periods; samples in these regimes
are transient gels. This required Φrcp in Eq. (7.8) to be replaced with Φfinal.

In Fig. 7.11, the observed gelation region appears to be shifted with respect to that
region obtained using ED-BD and MD simulations. There exists a clear discrepancy
between the onset tie line expected at 1 − b2 = 3.00, as determined in the simulations,
and that observed experimentally. This discrepancy can be explained by the presence
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Fig. 7.12: The evolution of Ĥ, defined by Eq. (7.8), with time, shown for three samples
with (a) Φ = 0.20 and 1 − b2 = 6.08, (c) Φ = 0.20 and 1 − b2 = 255, and (e) Φ = 0.30
and 1 − b2 = 7.68. In all cases, ξ = 0.06. Also shown is the (b,d,f) same data on a loga-
rithmic scale and the ( ) straight line and ( ) stretched exponential regression data.
The samples demonstrate regime A, B, and C gravitational gel collapse, respectively.
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of gravity, which is omitted from simulations but would, experimentally, prevent the
formation of a space-spanning network of particles immediately above the onset tie line
due to an inability to support their own weight. Furthermore, the samples are observed
to demonstrate gravitational gel collapse when to the right of the glass transition line,
calculated according to MCT mapped to simulations [26,27]. Note that an introduction
to MCT is beyond the scope of this thesis, with the interested reader directed towards
the textbook of Götze [60]. It is possible that the true glass transition line lies to the
right of that predicted by mapping MCT to simulations, with all samples investigated
lying to the left of the true line. A shift in the glass transition line to the right would
also cause the intersect highlighted in Fig. 7.4, i.e. the onset tie line, to shift to a higher
1 − b2. However, a detailed understanding of the difference between regime C colloidal
gels and attractive glasses is not yet completely understood, with the proposed changes
only suggestions at this time.

In the absence of gravity, transient gelation is expected immediately to the right of
the percolation line. However, the experimental onset of transient gelation is observed
only in regimes B and C, with regime A colloidal gels demonstrating an absence of a
latency period. This is also likely due to gravity; a latency period requires a colloidal
gel with τ0 that is at least equal to the gravitational stress exerted by a single colloid,
τG, to prevent sedimentation. Note that τG is given by

τG = 2
3∆ρaGd, (7.22)

where aG represents the acceleration due to gravity. Using Eq. (7.22), τG = 1.1 mPa for
the colloid-polymer mixtures under study in this Chapter. Kobelev and Schweizer [61]
suggest that τ0 of a depletion-induced colloidal gel is equal to

τ0 = u

((
Φfree

P

Φglass
P

)ε

− 1
)((

Φ
Φperc

)χ

− 1
)
, (7.23)

where Φperc is the minimum Φ required for percolation at a given Φfree
P or 1 − b2, Φglass

P

is the ΦP at the glass transition line for a particular Φ, u is the scale setting constant of
the samples under study, and ε and χ take average values of 2.5 and 4.0, respectively.
Using conventional rheometry to quantify τ0, u was determined as 120 µPa.
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Fig. 7.13: An equilibrium phase and gelation state diagram shown for mixtures of non-
crystallising colloids and non-adsorbing polymers. Lines and markers are as defined in
Fig. 7.11, with exception to the ( ) gravity-shifted percolation line.

According to Eq. (7.23), τ0 = 0 mPa at the onset tie line, where the glass transition
line intersects the binodal, and at the percolation line. Further, equating Eqs. (7.22)
and (7.23) gives the following expression,

Φfree
P = Φglass

P

 τ0
u

+
(

Φ
Φperc

)χ
− 1(

Φ
Φperc

)χ
− 1


1
ε

, (7.24)

which may be used to predict the effect of gravity on percolation. Figure 7.13 shows the
percolation line, predicted by Eq. (7.24), in the presence of gravity with Φglass

P = 0.22
and a maximum Φperc = 0.10. It is observed that the gravity-shifted percolation line
passes between regime A and B gravitational gel collapse. A shift in the onset tie line
to a higher Φglass

P , or equivalently a higher 1 − b2, due to a shift in the glass transition
line to a higher Φ would further explain these experimental observations. Furthermore,
Eq. (7.24) implies that the three distinct gel collapse regimes are d-dependent, agreeing
with previous work by Secchi et al. [41].

Magnetic resonance

Using the methodology outlined in Section 7.2.2, p (log (T2)) was obtained as a function
of H to measure S (0) and quantify ΦS. Figure 7.14 shows p (log (T2)) obtained during
phase separation of a colloid-polymer mixture with Φ = 0.15 and 1 − b2 = 4.41. This is
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below the experimentally-observed critical 1 − b2 = 5.00 needed for gelation. At 1.5 min
after homogenisation, p (log (T2)) is shown in Fig. 7.14(a) to be independent of H, as
expected, with a mean T2 of 49 ms and standard deviation of 14 ms. However, the gas
and liquid phases that form during phase separation are characterised by different T2.
In Fig. 7.14(b), acquired 101.5 min after homogenisation, a transition in p (log (T2)) is
seen at the gas-liquid interface; above the interface, the gas phase is characterised by a
T2 of 55±19 ms, whilst below the interface, the T2 of the liquid phase is 47±14 ms. This
interface propagates down the sample, as shown in Figs. 7.14(c) and (d) at 201.5 and
401.5 min, respectively. During phase separation, T2 of the gas phase remains constant
at 55±19 ms, whilst T2 of the liquid phase decreases to 40±14 ms. This was repeated
for a subset of samples exhibiting regime A, B, and C gravitational gel collapse.

(a)

T2 [s ]

H
/H

(0
)
[-
]

0.001 0.01 0.1 1

0.0

0.5

1.0
(b)

T2 [s ]

H
/H

(0
)
[-
]

0.001 0.01 0.1 1

0.0

0.5

1.0

(c)

T2 [s ]

H
/H

(0
)
[-
]

0.001 0.01 0.1 1

0.0

0.5

1.0
(d)

T2 [s ]

H
/H

(0
)
[-
]

p
(l
og

(T
2
))

[-
]

0.001 0.01 0.1 1

0.0

0.5

1.0

0

20

40

Fig. 7.14: Spatially-resolved p (log (T2)) data shown as a function ofH, acquired (a) 1.5,
(b) 101.5, (c) 201.5, and (d) 401.5 min after homogenisation for a non-gelling sample
with Φ = 0.15, 1 − b2 = 4.41, and where ξ = 0.06.
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Fig. 7.15: Signal intensity profiles for a non-gelling sample acquired (a) 1.5, (b) 101.5,
(c) 201.5, and (d) 401.5 min after homogenisation, with Φ = 0.15, 1 − b2 = 4.41, and
where ξ = 0.06.

Using the spatially-resolved p (log (T2)) data, volume-averaged T2 distributions can
be quantified by the integration of such data with respect to H/H (0). The changes in
the spatially-resolved p (log (T2)) discussed previously are observed to cause a broad-
ening of the volume-averaged T2 distributions with time. Alternatively, the integration
of spatially-resolved p (log (T2)) with respect to T2 can be used to quantify S (0) as a
function of H, here denoted S (H, 0). Figure 7.15 shows S (H, 0) data obtained (a) 1.5,
(b) 101.5, (c) 201.5, (d) 401.5 min after homogenisation. As expected, S (H, 0) is ob-
served to be almost independent of H immediately after homogenisation, except within
the meniscus and at the bottom of the sample due to a reduction in sample volume,
with a mean S (0) of 0.82. Note that inhomogeneities in the B0 and B1 magnetic fields,
introduced in Chapter 2, are responsible for the local fluctuations in S (H, 0) observed
in Fig. 7.15(a). However, S (H, 0) becomes dependent on H during phase separation.
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In Fig. 7.15(b), acquired 101.5 min after homogenisation, a sharp transition in S (H, 0)
is seen at the gas-liquid interface; above the gas-liquid interface, the mean S (0) of the
gas phase is 0.99, whilst below the interface, the mean S (0) of the liquid phase is 0.66.
This interface propagates down through the sample, as shown in Figs. 7.15(c) and (d)
after 201.5 and 401.5 min, respectively. During phase separation, the mean gas phase
S (0) increases from 0.82 to 0.99, whilst the mean S (0) of the liquid phase decreases
from 0.82 to 0.53. Fortunately, as the inhomogeneities in B0 and B1 are not expected
to change significantly over the experimental time scale, a comparison of the S (H, 0)
dataset with identical data obtained for pure cis-decalin was used to enable ΦS of the
sample under study to be determined as a function of both H and t, denoted ΦS (H, t).
In the subsequent discussion of the MR imaging results, ΦS (H, t) has been converted
to Φ (H, t), with Φ (H, t) + ΦS (H, t) = 1.

Figure 7.16 shows Φ (H, t) for three samples, where (a) Φ = 0.15 and 1 − b2 = 13.2,
(c) Φ = 0.15 and 1 − b2 = 4810, and (e) Φ = 0.30 and 1 − b2 = 7.68. Figures 7.16(b),
(d), and (f) show the corresponding H (t) profiles extracted from Φ (H, t) using a Sobel
edge-finding algorithm. As expected, these samples show regime A, B, and C gravita-
tional gel collapse, respectively, with only regime B and C colloidal gels demonstrating
a latency period. Although regime C gravitational gel collapse is partly understood as
poroelastic compression, and accurately modelled by Eq. (7.8), delayed collapse of sam-
ples in regime B remains poorly understood. From Φ (H, t) data shown in Fig. 7.16(a),
regime A gravitational gel collapse can be observed to proceed homogeneously; a high
Φ region propagates upwards though the sample, whilst a very low Φ region propagates
downwards. In contrast, regime B gravitational gel collapse proceeds heterogeneously
in Fig. 7.16(c) and can be divided into three distinct regions; namely a foot, leg, and
column. The high Φ foot is formed at the bottom of the sample due to slow compaction
during the latency period. During sudden collapse, shown to occur after 561.5±5.0 min,
the intermediate Φ leg is formed. The low Φ column describes the remaining space-
spanning network, which ceases to exist after 751.5±5.0 min, i.e. during compaction.
These regions are consistent with previous work [41]. Interestingly, detachment of the
gel from the meniscus, where it is initially held due to the depletion effect, is observed
to cause the formation of a high Φ region at the very top of the sample. This is shown
in greater detail in Fig. 7.17 over a time scale of 450–600 min, where rapid sedimenta-
tion of the high Φ region after 541.5±5.0 min appears to initiate sudden collapse. The
velocity, v, of this rapid sedimentation is 8.1±0.1 µm s−1, over an order of magnitude
greater than during sudden collapse, 500±11 nm s−1, and over two orders of magnitude
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Fig. 7.16: The evolution of Φ (H) with time, shown for three samples with (a) Φ = 0.15
and 1 − b2 = 13.2, (c) Φ = 0.15 and 1 − b2 = 4810, and (e) Φ = 0.30 and 1 − b2 = 7.68.
In all cases, ξ = 0.06. Also depicted are the (b,d,f) corresponding H (t) profiles ex-
tracted from Φ (H, t) using a Sobel edge-finding algorithm. The samples are expected
to demonstrate regime A, B, and C gravitational gel collapse, respectively.
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Fig. 7.17: A subset of Φ (H, t) data shown over a time scale of 450–600 min for a sample
with Φ = 0.15 and 1 − b2 = 4810. Rapid sedimentation of the high Φ region at the top
of the sample occurs at 541.5±5.0 min, followed by sudden collapse at 561.5±5.0 min.

greater than during the latency period, 33±2 nm s−1, where the uncertainties are equal
to the 95% confidence intervals in the individual fits. Although the formation of a high
Φ region at the top of the sample has previously been observed [32,41], visualisation of
the rapid sedimentation of this region is a new discovery and represents a significant
step towards understanding the origins of gravitational gel collapse.

The origin of the high Φ region at the top of the sample is unclear, with Starrs et
al. [32] suggesting that this region consists of a cluster of broken up and compacted
gel debris. Since the settling of a cluster is only possible if the net force due to gravity
exceeds the upwards force due to the yield stress of the colloidal gel, a theoretical size
of cluster required to overcome τ0 can be determined. Note that τ0 was measured as
20 mPa by collaborators at the University of Edinburgh using conventional rheometry.
The gravitational stress exerted by a cluster of N colloids, τN , with Φ = Φrcp can be
determined using

τN = 2
3∆ρaGdNΦrcp, (7.25)

where dN is the theoretical diameter of the cluster. Therefore, equating the force due
to gravity with that due to the yield stress of the colloidal gel suggests that a cluster
of dN = 38 µm is capable of overcoming τ0 and yielding the space-spanning network.
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In addition, the force due to gravity, FG, was calculated using

FG = 1
6π∆ρaGd

3
NΦrcp (7.26)

and, in the first instance, equated with the drag force, denoted FD and given by Stokes’
law [62] as

FD = 3πηdNv, (7.27)

where η is the shear viscosity, to provide an estimate of dN based on v. This was used
to suggest that the size of the experimental cluster was 30±1 µm for an experimentally-
observed v = 8.1±0.1 µm s−1 and η = 10 mPa s. Therefore, the cluster size estimated
using Eqs. (7.26) and (7.27) is comparable to that estimated based on τ0. The absence
of cluster formation in ED-BD and MD simulations, and in regime A gravitational gel
collapse, suggests that these processes may be gravity- and HI-driven. A more detailed
investigation into cluster formation is performed in Chapter 8 using 2D MR imaging,
with Φ also quantified as a function of radial position.

The formation of a high Φ region at the top of the sample during regime C gravi-
tational gel collapse is also observed in Fig. 7.16(e). However, unlike regime B gravita-
tional gel collapse, this does not sediment rapidly. Such behaviour can be explained by
the dependence of τ0 on Φ, with an increase in Φ from 0.15 to 0.30 causing an almost
twenty-fold increase in τ0 according to Eq. (7.23), with

χ = 2.45 + 15.4Φperc (7.28)

for ξ in the range 0.03 to 0.09 [61]. The space-spanning network can, therefore, support
the weight of these clusters. Furthermore, this suggests that the type of gravitational
gel collapse demonstrated is d-dependent, due to the sensitivity of u to d. It is, perhaps,
for this reason that Secchi et al. [41] did not observe regime B gravitational gel collapse
for their samples with d = 90 nm. Further work is required to confirm the dependence
of regime B gravitational gel collapse on both Φ and d.
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7.4 Conclusions

In this Chapter, gravitational collapse of depletion-induced colloidal gels was investi-
gated. Event-driven BD and MD simulations were performed to study the equilibrium
phase behaviour of particles with short-range attraction. It was observed that samples
with a 1−b2 of less than 3.00 remained single phase, whilst those samples with a 1−b2

of greater than 3.00 phase separated into coexisting gas and liquid phases. These data
were used to characterise the binodal and dynamic percolation lines. The spinodal was
also determined.

An experimental study on a model colloid-polymer mixture, consisting of PMMA
colloids dispersed in a cis-decalin solvent with PS, was performed using visual observa-
tions. By adjusting Φ and Φfree

P it was possible to traverse (Φ, b2)-space. A comparison
of the experimental state diagram with that obtained using simulations suggested the
phase behaviour to be gravity-dependent. Interestingly, measurement of the height of
the sharp interface between the coexisting gas and liquid phases indicated the presence
of three distinct types of gravitational gel collapse; regime A demonstrating sudden
collapse followed by slow compaction, regime B showing the same behaviour as regime
A but with an initial latency period, and regime C showing only a latency period and
slow compaction. Using MR imaging, a quantitative measurement of Φ as a function
of H and t was performed for each regime. It has been shown, for the very first time,
that a cluster of colloids, with high Φ, is formed at the very top of samples in regimes
B and C as the gel detaches from the meniscus during the latency period. For a sample
in regime B, this cluster is observed to fall though the sample rapidly, initiating the
sudden collapse of the colloidal gel. This cluster falls at 8.1±0.1 µm s−1, corresponding
to a theoretical cluster size of 30±1 µm at Φ = Φrcp. The absence of sudden collapse
in regime C gels can be explained by τ0, which increases rapidly as Φ is increased.

Identifying the origins of such clusters will constitute a next significant step towards
obtaining a full understanding of these colloidal gels and their ultimate gravitational
collapse. To this end, Chapter 8 describes the use of 2D MR imaging to probe cluster
formation as a function of radial position. Furthermore, collapse dynamics are inves-
tigated to provide insight into both the rapid sedimentation of such clusters and the
ensuing sudden collapse. Despite this, further work is required to reinforce understand-
ing, including investigating samples with varying ξ and d.
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Chapter 8

On the stability of colloidal gels
using MR

Many industrial products are colloidal dispersions where the dispersed phase is denser
than the dispersion medium. The sedimentation of a colloidal product over a shelf-life
of months to years is typically prevented by formulating the product as a colloidal
gel; a space-spanning network of attractive particles with a yield stress high enough to
support the weight of the particle network but low enough to be overcome in use to give
flowability. However, colloidal gels are known to undergo gravitational collapse after a
latency period, again limiting the shelf-life of products. The mechanism of gravitational
gel collapse remains poorly understood, with a more detailed understanding being of
both fundamental interest and practical importance.

In Chapter 7, a combination of magnetic resonance (MR) imaging, visual observa-
tions, and event-driven Brownian dynamics (ED-BD) and molecular dynamics (MD)
simulations were used to study gravitational gel collapse. Using one-dimensional (1D)
measurements of colloid volume fraction, Φ, obtained using MR imaging as a function
of sample height, it was seen that a high Φ region forms at the top of the sample and ini-
tiates sudden collapse. This work is extended in this Chapter by using two-dimensional
(2D) MR imaging on a range of model colloid-polymer mixtures. Collapse dynamics,
i.e. the duration of the latency period and rates of sudden collapse, are compared by
measuring the height of the gas-liquid interface as a function of time. As an extension
to work described in Chapter 7, the spatially-resolved Φ data show the formation of a
high Φ region at the top of the sample, adjacent to the wall, during the latency period.
Only small changes are observed at the centre of the sample until sudden collapse.
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8.1 Introduction

Colloidal gels are formed when colloids aggregate into a space-spanning, percolating
network. Although this process may be induced by attractive van der Waals forces or
electric double layers [1], this Chapter is concerned only with colloidal gels in which
the short-range interparticle attraction is induced by non-adsorbing polymers via the
depletion effect.

Φ [ - ]

1
−
b
2
[-
]

0.1 0.3 0.5 0.7
0.1

1

10

100

1000
attractive
glass

intersect

gelation

Fig. 8.1: Simulated universal ( ) binodal and ( ) spinodal of non-crystallising par-
ticles, of volume fraction Φ, with short-range attraction quantified by the reduced
second virial coefficient, b2. The ( ) glass transition lines calculated from mode cou-
pling theory (MCT) mapped to simulations [2,3] are shown. Percolation is observed in
the simulations to the right of the so-called ( ) percolation line. A percolated system
below the ( ) onset tie line was observed to reach equilibrium, however, a percolated
system above the onset tie line was unable to equilibrate.

The equilibrium phase behaviour of colloid-polymer mixtures is simple, particu-
larly when the colloids do not crystallise quickly. An increase in depletion attraction
strength causes the homogeneous colloidal fluid to phase separate at the binodal to co-
existing gas (colloid-poor) and liquid (colloid-rich) phases. According to the extended
law of corresponding states (ELCS), the binodals of all short-range attractive particles
collapse onto a universal curve in (Φ, b2)-space, as depicted in Fig. 8.1, where Φ is the
colloid volume fraction and b2 is the reduced second virial coefficient, as given by

b2 = 1 + 3
∫ ∞

1

(
1 − exp

[
−U (r̃)

kT

])
r̃2 dr̃, (8.1)
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with U (r̃) the depletion potential as a function of r̃, equal to the ratio of the centre-to-
centre separation, r, and colloid diameter, d, and where k and T represent Boltzmann’s
constant and absolute temperature, respectively [4]. Although a number of models may
be used, U (r̃) is here described using the simplified Asakura–Oosawa (AO) model [5]
given by

U (r̃) = −3
2Φfree

P kT

(
1 + ξ

ξ3

)(
r

d
− 1 − ξ

)2
(8.2)

for d < r ≤ d (1 + ξ), where Φfree
P is the volume fraction of polymer in the free volume

accessible in the mixture and ξ is given by 2Rg/d, with Rg equal to the polymer radius
of gyration. Note that Φfree

P is related to the volume fraction of polymer in the total
volume, ΦP, according to ΦP = ψΦfree

P , where

ψ = (1 − Φ) exp
[
−Xι− Y ι2 − Zι3

]
, (8.3)

with

ι = Φ
1 − Φ , (8.4)

X = 3ξ + 3ξ2 + ξ3, (8.5)

Y = 9
2ξ

2 + 3ξ3, (8.6)

Z = 3ξ3, (8.7)

as determined by Lekkerkerker et al. [6]. Considering Fig. 8.1, a spinodal exists within
the binodal; a homogeneous colloidal fluid phase in the spinodal and to the right of the
percolation line will phase separate via spinodal decomposition into a bicontinuous,
space-spanning network that coarsens with time. If Φ of the liquid phase reaches the
glass transition line then the liquid phase arrests into a gel. A second class of colloidal
gels, known as equilibrium gels, also exist in which the space-spanning network forms
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without phase separating. Equilibrium gels are briefly introduced in Chapter 7, with
the interested reader directed towards the journal article of Ruzicka et al. [7] for a more
complete introduction. The interested reader is also directed towards Chapter 7 for
discussion of the event-driven (ED) Brownian dynamics (BD) and molecular dynamics
(MD) simulations used for the determination of the binodal, spinodal, and percolation
lines shown in Fig. 8.1.
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Fig. 8.2: A schematic representation of H (t), normalised against H (0), showing the
(I) latency period, (II) sudden collapse, and (III) compaction stages.

Since arrested spinodal gels are non-equilibrium states en route to phase separation,
these gels are known to demonstrate gravitational collapse after a latency period [8,9].
This gravitational gel collapse is typically monitored by measuring the height, H, of
the sharp interface that develops as the sample phase separates into coexisting gas and
liquid phases with time, t. Typically, H (t) demonstrates three distinct stages; latency,
sudden collapse, and compaction, as shown in Fig. 8.2, with H (t) decreasing linearly
during sudden collapse and according to a stretched exponential during compaction,
as given by

Ĥ (t) = H (t) −Hrcp

H (0) −Hrcp
∝ exp

[
−
(
t

Tstr

)β
]
, (8.8)

where Tstr and β represent the characteristic time constant and stretching exponent,
respectively, and Hrcp is the height at a random close packing (RCP) Φ of 0.64 [10].
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Gravitational gel collapse limits the shelf-life of products, with a sedimented product
both unsightly and responsible for concentration gradients that can have significant
consequences, for example in drug formulations. Therefore, whether the gravitational
collapse of arrested spinodal gels can be predicted is of both practical importance and
fundamental scientific interest. Although the origins and mechanisms of gravitational
gel collapse remain unclear, one popular hypothesis is that the sensitivity of physical
gelation to thermal fluctuations provides an opportunity for the rearrangement of the
space-spanning network over experimental time scales. Such rearrangements may in-
clude a coarsening of the gel with time [11] and/or localised micro-collapses [12], with
these resulting in macroscopic structural changes and ultimate gravitational collapse.
Confocal microscopy has provided clear experimental evidence of local rearrangements
in transient gels [13], leading workers to consider how structural changes might facil-
itate the sudden gravitational collapse of colloidal gels. For example, Poon et al. [14]
observed the formation of vertical channels within the network using dark-field imaging
and suggested that coarsening of the space-spanning network with time is responsible
for an increase in the permeability that facilitates the flow of solvent upwards through
the sample and colloids downwards. This flow behaviour would encourage further rear-
rangements until the network is unable to support its own weight. Similar experiments
performed using light scattering and novel ghost particle velocimetry also showed the
formation of vertical channels [15].

In Chapter 7, one-dimensional (1D) magnetic resonance (MR) imaging was used to
observe the formation of a high Φ region, or dense cluster, at the top of a transient gel
during the latency period. Sudden collapse was only observed when the space-spanning
network was unable to support the weight of this dense cluster, which subsequently
sedimented rapidly. The rapid sedimentation of this cluster may result in the vertical
channels described above, although the origins of such clusters remain unclear. The
work reported in Chapter 7 is here extended using two-dimensional (2D) MR imaging
to provide a spatially-resolved measurement of Φ. The gravitational collapse of model
colloid-polymer mixtures, comprising of poly(methyl methacrylate) (PMMA) colloids
dispersed in a cis-decalin solvent with polystyrene (PS) polymers, is studied and three
distinct types of gel collapse are observed through measurement of H (t). Furthermore,
the characterisation of Φ with time suggests that the clusters responsible for delayed
sudden collapse are formed at the wall of the sample, with no considerable changes in
either Φ or H at the centre of the sample during the latency period. A more complete
introduction to depletion-induced colloid-polymer mixtures is given in Chapter 7.

225



On the stability of colloidal gels using MR

8.2 Materials and methods

8.2.1 Materials and experimental set-up

Samples were prepared using PMMA colloids, with a density of 1.15 g cm−3, sterically-
stabilised using a layer of poly-12-hydroxystearic acid (PHSA) to minimise aggregation
due to van der Waals forces [16]. A range of (Φ, b2)-space was sampled by adjusting Φ
and d of the PMMA colloids and Φfree

P , molecular weight, Mw, and Rg of the added PS.
Note that the polydispersity was 7.5%, too polydisperse to crystallise over experimen-
tal time scales. The samples under study, prepared by collaborators at the University
of Edinburgh, are outlined in Table 8.1 with b2 calculated using Eqs. (8.1) to (8.7).

Table 8.1: Properties of the colloid-polymer mixtures under study.

d [µm ] Rg [nm ] ξ [-] Mw [kg mol−1 ] Φ [-] Φfree
P [-] 1 − b2 [-]

0.652 21 0.06 600 0.15 0.24 4.41
0.652 21 0.06 600 0.15 0.35 13.2
0.652 21 0.06 600 0.15 0.59 4810
0.652 21 0.06 600 0.30 0.27 7.68
0.652 21 0.06 600 0.30 0.32 26.1
0.652 21 0.06 600 0.30 0.46 311
2.20 46 0.04 2500 0.30 0.00 0
2.20 46 0.04 2500 0.30 0.45 70 800

The colloids studied in this work demonstrate near perfect hard-sphere equilibrium
phase behaviour when dispersed in cis-decalin (Sigma Aldrich, GB), a theta solvent for
PS with a density of 0.90 g cm−3, such that ∆ρ = 0.25 g cm−3. The equilibrium phase
behaviour, phase separation, and arrest of these model colloid-polymer mixtures was
previously studied in Chapter 7. In particular, it was shown that they formed colloidal
gels that collapsed suddenly after a latency period. For the experiments reported in this
Chapter, approximately 10 mL of sample was placed in a round, flat-bottomed, glass
MR tube of outer diameter (o.d.) 10 mm and inner diameter (i.d.) 8.8 mm (Hilgenberg,
DE). The samples were homogenised before transfer to the superconducting magnet
for MR imaging studies; care was taken to prevent air entrapment during this process,
since previous work by Poon et al. [14] has indicated that air bubbles can shorten the
latency period. Note that the Φ reported in Table 8.1 are accurate to ±3.0%.
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8.2.2 Magnetic resonance

All MR experiments were performed using a Bruker DMX300 spectrometer operating
with a 7 T vertical-bore superconducting magnet and fitted with a 25 mm i.d. radiofre-
quency (r.f.) coil tuned to a frequency of 300 MHz for the 1H resonance. A three-axis
gradient system with a maximum gradient strength of 98.7 G cm−1 was used for spatial
encoding. An insert, constructed using polytetrafluoroethylene (PTFE), was used to
reduce the i.d. of the r.f. coil to 10 mm and thus ensure the optimum and reproducible
positioning of the sample. The temperature of the sample environment was controlled
to 20.0±0.1 ◦C using gradient system cooling hardware.

Data were acquired using a slice selective, spin echo imaging pulse sequence with 64
read points and 32 phase increments. A field-of-view (FOV) of 22.5 mm was selected in
the read direction and 11.25 mm in the phase direction to provide a spatial resolution of
352 µm × 352 µm. The signal-to-noise ratio (SNR) in the 2D intensity images was 100
for a slice thickness of 2 mm. A total of 4 signal averages were acquired with a recycle
time of 1.6 s, equal to the T1 of pure cis-decalin (1.7 s), to provide an acquisition time
of 3 min 30 s. Measurements were repeated at regular intervals of 5 min for the duration
of gravitational gel collapse, with the timings reported in this Chapter equal to the
total duration at the end of the previous acquisition. Note that during processing in
MATLAB 2012b, operating under Windows 7, the data were zero-filled to 512 × 256
before Fourier transformation. This process increased the apparent spatial resolution to
44 µm × 44 µm. For the spatio-temporally resolved quantification of Φ, the 2D intensity
images acquired during gravitational gel collapse were compared with corresponding
data for pure cis-decalin. Although T1- and T2-weighting is present in the 2D intensity
images, the results shown in Chapter 7 suggest that the error in determining Φ using
such images is < 2.4% for an echo time, 2τ , of 2.8 ms and with T2 in the range 40–60 ms.
This was determined according to

S (2τ) = S (0) exp
[
−2τ
T2

]
, (8.9)

where S (2τ) is the signal measured at a time 2τ and with S (0) a measure of the spin
density, or concentration. The spatially-resolved Φ data reported in this Chapter are,
therefore, accurate to ±2.4%. This procedure was repeated for all samples described
in Section 8.2.1 and summarised in Table 8.1.
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8.3 Results and discussion

Using the methodology outlined in Section 8.2.2, signal intensity was measured during
gravitational gel collapse as a function of sample height, H, and radial position, r, here
denoted S (H, r). Figure 8.3 shows the resulting 2D intensity images of a non-gelling
sample, where Φ = 0.15 and 1 − b2 = 4.41, that phase separates into coexisting gas and
liquid phases with time. Immediately after homogenisation, it can be seen in Fig. 8.3(a)
that S (H, r) is almost independent of H and r, with a mean signal intensity of 0.71.
Note that inhomogeneities in the B0 and B1 magnetic fields, introduced in Chapter 2,
are responsible for the local fluctuations in S (H, r) observed in Fig. 8.3(a). However,
S (H, r) becomes dependent on H during phase separation but remains independent of
r. In Fig. 8.3(b), acquired 105 min after homogenisation, a sharp transition in S (H, r)
is observed at the gas-liquid interface; above the gas-liquid interface, the mean signal
intensity of the gas phase is 0.79, whilst below the interface, the mean signal intensity
of the liquid phase is 0.68. This interface propagates down the sample, as shown in
Figs. 8.3(c) and (d) after 205 and 405 min, respectively, as the mean gas phase signal
intensity increases from 0.71 to 0.84 and the mean signal intensity of the liquid phase
decreases from 0.71 to 0.48. Since the inhomogeneities in B0 and B1 are not expected
to change significantly over the experimental time scale, a comparison of the S (H, r)
data with identical data obtained for pure cis-decalin was used to determine the solvent
volume fraction, ΦS, as a function of H, r, and t, denoted ΦS (H, r, t). The ΦS data
obtained are then converted to Φ, where Φ (H, r, t) + ΦS (H, r, t) = 1, with Φ accurate
to ±2.4%, as described in Section 8.2.2.
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Fig. 8.3: 2D MR intensity images of a colloid-polymer mixture phase separating, with
Φ = 0.15 and 1 − b2 = 4.41, at (a) 5, (b) 105, (c) 205, and (d) 405 min after homogeni-
sation. Initial height, H (0), and time-dependent interface height, H (t), are as defined.
Note that ξ = 0.06.
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This Section is arranged as follows. Firstly, H (t) data are determined digitally as a
function of r using a Sobel edge-finding algorithm. These data are discussed, providing
insights into the origins of sudden collapse, with latency periods and rates of sudden
collapse then calculated from the H (r, t) data and reported in (Φ, b2)-space. Secondly,
Φ data are determined as a function of H, r, and t to investigate rearrangements of
the space-spanning network with time. From Φ (H, r, t) data, the origins of the dense
clusters introduced in Section 8.1 are considered. Finally, H (r, t) and Φ (H, r, t) data
are used to suggest a mechanism of gravitational gel collapse.

8.3.1 Time-dependent interface height

The origins of sudden collapse

Figure 8.4 shows 2DH (r, t) data for three samples, with (a) Φ = 0.15 and 1 − b2 = 13.2,
(c) Φ = 0.15 and 1 − b2 = 4810, and (e) Φ = 0.30 and 1 − b2 = 7.68. As expected,
H (r, t) is dependent on t and demonstrates latency, sudden collapse, and compaction
behaviour characteristic of the sample under study. Immediately after homogenisation,
H (r, t) is observed to be dependent on r due to the meniscus, decreasing from a max-
imum at the wall to a minimum at the centre of the sample, i.e. at r = 0 mm. During
latency, H (t) decreases with time at the wall but is independent of t at r = 0 mm such
that, at the onset of sudden collapse and during compaction, H (r, t) is approximately
independent of r. Interestingly, the H (r, t) data appear to be practically symmetrical
about r = 0 mm and suggest that gravitational gel collapse originates from the top of
the meniscus before propagating into the centre of the sample.

The dependence of H (r, t) on both r and t is presented more clearly in Figs. 8.4(b),
(d), and (f), which show H (t) profiles, extracted from the corresponding H (r, t) data
at radial positions of 4, 2, and 0 mm. As expected, the samples under study demon-
strate three distinct types of gravitational gel collapse depending on both Φ and 1 − b2;
namely regimes A, B, and C. These findings are consistent with previous work [15,17].
Such regimes were previously discussed in detail in Chapter 7 and will be introduced
here for completeness. Regime A gravitational gel collapse is characterised by a latency
period of less than 3 min. An example of regime A gravitational gel collapse is shown in
Fig. 8.4(b), showing an initial linear sudden collapse followed by a stretched exponen-
tial at compaction. In contrast, regime B gravitational gel collapse is characterised by a
latency period of greater than 3 min, as shown in Fig. 8.4(d), and demonstrates a linear
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Fig. 8.4: The evolution of H (r) with time for three samples, with (a) Φ = 0.15 and
1 − b2 = 13.2, (c) Φ = 0.15 and 1 − b2 = 4810, and (e) Φ = 0.30 and 1 − b2 = 7.68. In all
cases, ξ = 0.06. Also shown are the (b,d,f) corresponding H (t) profiles extracted from
H (r, t) at r of ( ) 4, ( ) 2, and ( ) 0 mm. The samples are expected to demonstrate
regime A, B, and C gravitational gel collapse, respectively.
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Fig. 8.5: The equilibrium phase and gelation state diagram, shown for mixtures of
non-crystallising colloids and non-adsorbing polymers demonstrating regime A, B,
and C gravitational collapse. The predicted gelation region in the absence of gravity is
shaded. In the presence of gravity, the actual ( ) glass transition and ( ) percolation
lines are expected to lie to the right of those determined using ( ) MCT mapped to
simulations and ( ) simulations, respectively, as indicated.

dependence with time during sudden collapse followed by a stretched exponential dur-
ing compaction. Unlike A and B, regime C gravitational gel collapse demonstrates an
absence of sudden collapse, with a latency period followed immediately by a stretched
exponential compaction. An example of regime C gravitational gel collapse is shown
in Fig. 8.4(f). Such behaviour has been attributed to the increase in yield stress, τ0,
associated with increasing Φ [18]. The equilibrium phase and gelation state diagram,
obtained in Chapter 7 using a combination of ED-BD and MD simulations and visual
observations, is included in Fig. 8.5 and shows regimes A, B, and C in (Φ, b2)-space.

Sudden collapse dynamics

Using the H (r, t) data, the duration of the latency period, tl, was measured in (Φ, b2)-
space. For each sample, tl was determined as a function of r by measuring the time at
which H (r, t) /H (0) decreased to less than 1.0. The tl values reported are equal to the
mean of the spatially-resolved tl values, with the uncertainties equal to the standard
deviation. As reported in previous work [11,13,19], tl increases with increasing Φfree

P .
Kilfoil et al. [13] accurately described the relationship between tl and Φfree

P using

tl ∝ exp
[
ΨΦfree

P

]
, (8.10)
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where Ψ is a Φ-dependent parameter, although alternative expressions have also been
proposed [11,19]. Figure 8.6(a) shows tl as a function of Φfree

P at Φ of 0.15 and 0.30. For
Φ = 0.15 and ξ = 0.06, an increase in tl from 48.9±6.7 to 561±16 min is observed as ΦP

is increased from 0.19 to 0.48, corresponding to an increase in Φfree
P from 0.24 to 0.59.

This trend was expected. According to Eq. (8.2), an increase in Φfree
P is responsible for

an increase in 1 − b2 and a space-spanning network increasingly capable of supporting
its own weight. Likewise, for a fixed ΦP = 0.29, the increase in 1 − b2 associated with
an increase in Φ from 0.15 to 0.30, as given by Eqs. (8.3) to (8.7), is seen to cause an
increase in tl from 82.6±5.6 to 87 000±8800 min and an increase in Ψ from 7.7 to 23,
as obtained through non-linear least squares (NLLS) regression of Eq. (8.10) to the tl
data. A decrease in ξ also causes a decrease in tl due to a decrease in Φfree

P .
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Fig. 8.6: Plots to demonstrate the relationship between (a) tl and Φfree
P for Φ of ( ) 0.15

and ( ) 0.30, and (b) v and Φfree
P for Φ = 0.15. In all cases, ξ = 0.06. The solid lines

show the NLLS regression of Eq. (8.10) to the experimental tl data.

The rate of sudden collapse, v, was quantified as a function of r through the linear
least squares (LLS) of a straight line to the experimental H (r, t) data over an appro-
priate time scale. Values of v reported correspond to the mean of the spatially-resolved
v values and the uncertainties are equal to the standard deviation. Figure 8.6(b) shows
v as a function of Φfree

P for Φ = 0.15 and ξ = 0.06. It is seen that v changes as Φfree
P is

increased, initially decreasing before subsequently increasing. Previous work by Kilfoil
et al. [13] has suggested that v decreases with increasing Φfree

P . However, the estimation
of a trend in v with Φfree

P is difficult in this case due to the limited data available, thus
requiring further work.
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8.3.2 Volume fraction

The origins of rapid sedimentation

In Section 8.2.2, a method was described to enable the spatio-temporal measurement of
Φ. Figure 8.7 shows corresponding Φ (H, r) data for the non-gelling sample shown pre-
viously in Fig. 8.3. Immediately after homogenisation, it can be observed in Fig. 8.7(a)
that Φ (H, r) is independent of position, with a mean Φ of 0.15. However, Φ (H, r) be-
comes dependent on position during phase separation into coexisting gas and liquid
phases. Figure 8.7(b), acquired 105 min after homogenisation, shows a sharp transition
in Φ (H, r) at the gas-liquid interface; above the gas-liquid interface, the mean Φ of the
gas phase is 0.00, whilst below the interface, the mean Φ of the liquid phase is 0.20.
This interface propagates down the sample, as shown in Figs. 8.7(c) and (d) after 205
and 405 min, respectively, as the mean Φ of the gas phase decreases from 0.15 to 0.00
and the mean Φ of the liquid phase increases from 0.15 to 0.40.

(a) (b) (c) (d)

Φ
(H

,r
)
[-
]

0.00

0.25

0.50

Fig. 8.7: 2D Φ (H, r) data acquired during the phase separation of a colloid-polymer
mixture, with Φ = 0.15 and 1 − b2 = 4.41, at (a) 5, (b) 105, (c) 205, and (d) 405 min
after homogenisation. The dashed lines represent H (0), as defined in Fig. 8.3, and the
bottom of the sample. Note that ξ = 0.06. Dotted lines show the edge of the sample.

A 3D dataset was then generated for each sample investigated, with Fig. 8.8 show-
ing Φ (H, t) at r of 4 and 0 mm for three samples, where (a) Φ = 0.15 and 1 − b2 = 13.2,
(c) Φ = 0.15 and 1 − b2 = 4810, and (e) Φ = 0.30 and 1 − b2 = 7.68. As was expected,
these samples show regime A, B, and C gravitational gel collapse, respectively. From
the Φ (H, t) data shown in Figs. 8.8(a) and (b), regime A gravitational gel collapse can
be observed to proceed homogeneously; a high Φ region propagates upwards through
the sample, whilst a very low Φ region propagates downwards. This behaviour appears
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Fig. 8.8: The evolution of Φ (H) with time shown for three samples at r = 4 mm, with
(a) Φ = 0.15 and 1 − b2 = 13.2, (c) Φ = 0.15 and 1 − b2 = 4810, and (e) Φ = 0.30
and 1 − b2 = 7.68. In all cases, ξ = 0.06. Also shown are the (b,d,f) corresponding
Φ (H, t) data at r = 0 mm. The samples are expected to demonstrate regime A, B,
and C gravitational gel collapse, respectively.
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to be almost independent of r. In contrast, regime B gravitational gel collapse is shown
in Figs. 8.8(c) and (d) to proceed heterogeneously. Such gel collapse is typically divided
into three distinct regions; namely a foot, leg, and column [15]. The slow compaction of
the sample during the latency period causes a high Φ foot to develop with time at the
very bottom of the sample. During sudden collapse at 560±5 min, an intermediate Φ
leg is formed above the foot due to collapse of the space-spanning network in the low Φ
column. The low Φ column ceases to exist at the onset of compaction at 750±5 min. In-
terestingly, rapid sedimentation of a dense cluster in Fig. 8.8(c) at 540±5 min appears
to initiate sudden collapse of the space-spanning network, an observation consistent
with the results acquired using 1D MR imaging described in Chapter 7. Furthermore,
the absence of a dense cluster in Fig. 8.8(d) suggests that cluster formation depends on
r. Unlike regimes A and B, regime C gravitational gel collapse is shown in Figs. 8.8(e)
and (f) to demonstrate an absence of sudden collapse. Although the formation of dense
clusters can be observed in Fig. 8.8(e), these clusters do not sediment rapidly. These
observations imply that this behaviour is Φ and 1 − b2 dependent. The sudden collapse
of samples in regimes A and B will now be investigated further.

Figures 8.9 and 8.10 show Φ (H, r) data at 5 and 10 min intervals before and after
the onset of sudden collapse for samples demonstrating regime A and B gravitational
gel collapse, respectively. Interestingly, the formation and rapid sedimentation of clus-
ters is observed in both samples, suggesting that the origins of gravitational gel collapse
are independent of the sample under study. In particular, Fig. 8.9 shows Φ (H, r) data
between 20 and 75 min. Note that the height of the gas-liquid interface decreases with
time, in accordance with those results reported in Section 8.3.1. The clusters, formed
at the gas-liquid interface adjacent to the wall by collapse of the space-spanning net-
work in the meniscus, increase in size with time. At only 25 min after homogenisation,
shown in Fig. 8.9(b), the clusters begin to detach from the gas-liquid interface where
they are initially held due to the depletion effect, here detaching first at the right side
of the sample and then at the left, before subsequently sedimenting. Following rapid
sedimentation and during sudden collapse, the formation of low Φ vertical channels is
observed in Figs. 8.9(d) to (h), acquired 35 to 55 min after homogenisation, consistent
with those observations made by Poon [14], Starrs [9], and Secchi et al. [15]. High Φ
vertical channels are also observed in Figs. 8.9(b) to (d). For completeness, it is noted
that Φ decreases from 0.15 to 0.11 in the low Φ channels, whilst increasing to 0.17 in
the high Φ channels. It has previously been hypothesised that these vertical channels
facilitate the movement of solvent upwards, initiating sudden collapse.
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Fig. 8.9: 2D Φ (H, r) data acquired during the gravitational collapse of a colloidal gel,
with Φ = 0.15 and 1 − b2 = 13.2, at (a) 20, (b) 25, (c) 30, (d) 35, (e) 40, (f) 45,
(g) 50, (h) 55, (i) 60, (j) 65, (k) 70, and (l) 75 min after homogenisation. The dashed
lines represent H (0), as defined in Fig. 8.3, and the bottom of the sample. Note that
ξ = 0.06 and the dotted lines show the edge of the sample.

Considering now Fig. 8.10, showing Φ (H, r) data acquired between 510 and 620 min
for a sample demonstrating regime B gravitational gel collapse, rapid sedimentation of
the clusters occurs at 540 min, much later than was observed in Fig. 8.9 for a sample
demonstrating regime A gravitational gel collapse. The clusters are also much larger
in size, a possible explanation for which is provided in Section 8.3.3. It is interesting
to note that Φ of these clusters is not constant, as was assumed in Section 7.3.2, but
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Fig. 8.10: 2D Φ (H, r) data acquired during the gravitational collapse of a colloidal gel,
with Φ = 0.15 and 1 − b2 = 4810, at (a) 510, (b) 520, (c) 530, (d) 540, (e) 550, (f) 560,
(g) 570, (h) 580, (i) 590, (j) 600, (k) 610, and (l) 620 min after homogenisation. The
dashed lines represent H (0), as defined in Fig. 8.3, and the bottom of the sample.
Note that ξ = 0.06 and the dotted lines show the edge of the sample.

increases with decreasing radius; Φ = 0.15 at the edge of the cluster, whilst Φ = 0.20 at
the centre. After detaching from the gas-liquid interface, first at the left side of the sam-
ple and then at the right, rapid sedimentation of these clusters, shown in Figs. 8.10(e)
to (h) at 550 to 580 min after homogenisation, proceeds with v = 8.1±0.1 µm s−1. This
is over an order of magnitude greater than during sudden collapse. In the absence of
polymer, the sample phase separates without cluster formation.
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Rapid sedimentation dynamics

In Chapter 7, the force due to gravity associated with a spherical cluster of N colloids,
and theoretical diameter dN , was assumed to equal that due to the yield stress of the
colloidal gel. This assumption was used to determine that a theoretical cluster size of
38 µm at Φrcp, i.e. Φ at RCP, is sufficient to overcome τ0. Note that the gravitational
stress associated with a cluster, τN , is given by

τN = 2
3∆ρaGdNΦ, (8.11)

where aG is the acceleration due to gravity. The 3D Φ (H, r, t) data obtained are used
in this Chapter to enable the direct determination of dN of these clusters (if a spherical
cluster shape is assumed). Since Φ within these clusters was spatially-dependent, the
centre of the cluster was determined and Φ quantified as a function of radial position,
rN , with dN/2 equal to the average rN at which Φ had decreased to 0.15.
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Fig. 8.11: 2D Φ (H, r) data showing cluster formation at the left side of the sample
shown in Fig. 8.10, with Φ = 0.15 and 1 − b2 = 4810, at 550 min after homogenisation.
Note that ξ = 0.06 and the growth of a cluster at the right side of the sample can also
be observed. The dotted line shows the edge of the sample.

Figure 8.11 shows the cluster formed at the left side of the sample in Fig. 8.10(e),
with the formation of a cluster at the right of the sample also seen. The corresponding
Φ (rN) profile indicates that Φ is inversely proportional to rN , decreasing from 0.20 at
rN = 0.0 mm to 0.15 at rN = 1.6 mm such that dN = 3.2 mm. Therefore, τN is more

238



Taking magnetic resonance into industrial applications

accurately quantified using

τN = 16∆ρaG

d2
N

∫ dN /2

0
Φ (rN) r2

N drN , (8.12)

which, for the experimentally-observed cluster, estimates τN = 860±60 mPa, with the
uncertainty representative of the error in Φ due to T2-weighting. This is over an order
of magnitude greater than τ0 of the sample under study, estimated as 20 mPa using
conventional rheometry, which suggests that τN is sufficient to overcome τ0. Note that
although only one cluster is considered at one point in time in this discussion, namely
the cluster formed at the left of the sample at 550 min after homogenisation, analysis
could also be performed on all clusters over the duration of gravitational gel collapse.
Such analysis would enable the number of clusters and the size and Φ distributions of
clusters to be investigated as a function of time.

Fig. 8.12: A schematic representation of the flow surrounding a ( ) moving particle in
a yield stress fluid, showing the ( ) yielded (liquid) and ( ) unyielded (solid) regions.
Adapted from Beris et al. [20]. The particle is moving downwards.

The relationship between the force due to gravity and that due to the yield stress,
in terms of τN and τ0, respectively, was previously quantified by Beris et al. [20] using
the dimensionless yield stress parameter, O, given by

O = 2τ0

τN

, (8.13)

which, for the experimentally-observed cluster, suggests O equals 0.046±0.003. A value
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of O of less than unity is expected since a cluster must yield a finite volume of space-
spanning network during sedimentation, as shown schematically in Fig. 8.12; the size
of the yielded region decreases to 0 as O tends to 1 and increases to infinity as O tends
to 0. For fluids demonstrating yield stress behaviour, the sedimentation of a single par-
ticle will occur only if O is less than a critical O, denoted Oc. Previous works, using a
number of yield stress fluids [21–23], have suggested that Oc ranges from 0.14 to 0.39
for polymeric fluids. Such polymeric fluids include the Carbopol 940-in-water solutions
investigated in Chapter 5. However, more recent experiments by Emady et al. [24] have
shown that Oc = 0.050 for colloidal gels, with the decrease in Oc when compared to
polymeric fluids attributed to rearrangements of the space-spanning network which act
to strengthen the network immediately below the cluster [25]. Therefore, O calculated
using the estimate of τN , determined from the 2D Φ (H, r) data reported in this Chap-
ter, is just less than the Oc reported by Emady et al. [24] for colloidal gels. Whilst Oc

might be expected to be sample-dependent, the excellent agreement between Oc and
O is encouraging and suggests that a cluster of size 3.2 mm is not unrealistic. Further
work is required to estimate Oc of the colloidal gels under study before more accurate
conclusions can be made.

Equating the drag force, FD, given in the first instance by Stokes’ law [26] as

FD = 3πηdNv, (8.14)

where η is the shear viscosity, with the force due to gravity, FG, given by

FG = 4π∆ρaG

∫ dN /2

0
Φ (rN) r2

N drN , (8.15)

was used to estimate the theoretical v of the experimentally-observed cluster. Using
this initial approach, a theoretical v = 23±1 mm s−1 was determined for dN = 3.2 mm
and η = 10 mPa s. Note that the rheology of the colloidal gels, including both τ0 and η,
was characterised by collaborators at the University of Edinburgh using conventional
rheometry. The theoretical v is over three orders of magnitude greater than the exper-
imental v = 8.1±0.1 µm s−1. Investigation of the discrepancy between the theoretical
and experimental v requires consideration of the assumptions associated with Stokes’
law. In particular, it is known that FD can only be described using Eq. (8.14) for
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• Creeping flow. Reynolds numbers, Re, much less than 1 are assumed.

• Newtonian behaviour. Any non-Newtonian behaviour must be considered.

• Dilute dispersions. Unhindered settling is assumed, i.e. very low Φ and absent
of wall effects.

• Spherical particles. The clusters are assumed spherical, smooth, and rigid.

Whilst creeping flow can be assumed, since Re = 0.002, Newtonian behaviour cannot
be assumed due to the non-Newtonian behaviour of the sample under study; colloidal
gels demonstrate yield stress behaviour and their rheology can be described [27] using
the Herschel–Bulkley model [28], given by

τ (γ̇) = τ0 +Kγ̇n, (8.16)

where τ and γ̇ represent the shear stress and shear rate, respectively, K is the consis-
tency factor, and n the flow behaviour index. The interested reader is directed towards
Section 1.2 for a more complete introduction to the Herschel–Bulkley model. To this
end, Merkak et al. [22] derived an expression for a smooth particle, given by

FD = π

2
τ0d

2
N

Oc
+ 6πτ

n
n+1

0 K
1

n+1d
n+2
n+1
N v

n
n+1 + 3πKd2−n

N vno (n) , (8.17)

to describe FD for a Herschel–Bulkley fluid, where o (n) is a function of n and represents
shear-thinning effects [29]. Assuming n = 0.9, consistent with Pandey and Conrad [27]
and for which o (n) = 1.14, and Oc = 0.05, as described previously, the theoretical v of
the experimentally-observed cluster reduces to 74±22 µm s−1. Note that for Newtonian
rheology, n = 1.0 and τ0 = 0 mPa with Eq. (8.17) reducing to Eq. (8.14).

Although the non-Newtonian behaviour of the sample under study has been con-
sidered, the theoretical v remains an order of magnitude greater than the experimental
v. It is, thus, necessary to consider the effect of Φ; as Φ increases, interactions restrict
the motion of a single particle and cause a reduction in v. Richardson and Zaki [30]
proposed a correction to account for so-called hindered settling, given by

vH = v (1 − Φ)c , (8.18)
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where vH is the hindered v and c is a system-specific parameter, given by

c = 4.65 + 19.5dN

dt
(8.19)

for Re < 0.2, where dt is the i.d. of the MR tube. Whilst other corrections are known to
exist that account for both hydrodynamic interactions and the depletion potential [31–
33], these are accurate only for dilute systems, typically Φ < 0.03, and weak depletion
potentials, i.e. where 1 − b2 is small [34]. In contrast, the theoretical correction given by
Eqs. (8.18) and (8.19) has previously demonstrated good agreement with experimental
observations up to Φ = 0.40 for colloidal dispersions [35]. At Φ = 0.15 and dN = 3.2 mm,
the theoretical vH of the experimentally-observed cluster reduces to 11±3 µm s−1. Thus,
despite the assumptions made, an experimental v = 8.1±0.1 µm s−1 for a cluster size
of 3.2 mm does not seem unrealistic. The theoretical estimation of v could be improved
with knowledge of the three-dimensional (3D) shape of the cluster, perhaps using one
of the fast 3D MR imaging techniques reviewed in Section 3.1. In the previous analysis
the clusters were assumed spherical, although a torus might be expected in 3D due to
the symmetry associated with collapse of the space-spanning network in the meniscus
of a cylindrical geometry. Further improvements may also follow if diffusion is taken
into account, with a tendency for clusters to prevent sedimentation and reduce v [36],
or if wall effects are considered.

8.3.3 The origins of gravitational gel collapse

In Section 8.3.1, H (r, t) was measured for three samples demonstrating regime A, B,
and C gravitational gel collapse. For all samples, H (t) is independent of t at the centre
of the sample during the latency period, but dependent on t at the wall. This suggests
that gravitational gel collapse is initiated by processes at the top of the sample; the
space-spanning network detaches from the meniscus where it is initially held due to the
depletion effect. Slow compaction during the latency period of a sample demonstrating
regime B gravitational gel collapse, as indicated by the high Φ foot at the bottom of
the sample in Fig. 8.10(a), may make this process possible. Collapse of detached space-
spanning network in the meniscus leads to the formation of clusters at the walls that
grow with time, as shown in the Φ (H, r, t) data in Fig. 8.10. The tendency of a sample
to form clusters depends on Φ, which determines the frequency of colloidal collisions
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and thus the rate of cluster formation, 1 − b2, and the Péclet number, Pe, given by

Pe = 1
12
π∆ρaGd

4

kT
, (8.20)

which quantifies the relative gravitational and thermal motion. According to Eq. (8.20),
gravitational motion dominates at high Pe, with a tendency for the sample to phase
separate; a space-spanning network might never form if Pe is too high [37]. Thermal
motion dominates at low Pe, with cluster formation likely depending on 1 − b2; ther-
mal motion is sufficient to overcome the interaction potential at low 1 − b2, whilst, at
high 1 − b2, clusters are formed. A detailed discussion of the competition between Pe
and 1 − b2 will not be provided here, with the interested reader directed towards the
journal article of Whitmer and Luijten [38]. For completeness, Pe is 0.028 and 3.64 for
single colloids with d of 0.652 and 2.20 µm, respectively.

The growth of clusters at the top of the sample depends on τ0 and Oc, with the
space-spanning network able to support only a finite τN . At low τ0, the space-spanning
network is unable to support the weight of large clusters, since O < Oc even for small
clusters. In contrast, a space-spanning network with high τ0 can support the weight
of these large clusters. Therefore, whilst such clusters are formed and may continue to
grow, rapid sedimentation of these clusters might never occur providing O > Oc. This
is observed for regime C gels, which demonstrate only slow compaction behaviour that
can be described as poroelastic compression where the rate of compaction decreases
exponentially with time [39]. Those samples with intermediate τ0, i.e. where O ≈ Oc,
are of particular importance and display sudden collapse after a latency period. The
samples investigated in Figs. 8.9 and 8.10, demonstrating regime A and B gravitational
gel collapse, respectively, both show the formation of clusters at the top of the sample.
Since τ0 varies with Φ and Φfree

P according to

τ0 = u

((
Φfree

P

Φglass
P

)ε

− 1
)((

Φ
Φperc

)χ

− 1
)
, (8.21)

where Φperc is the minimum Φ required for percolation at a given Φfree
P or 1 − b2, Φglass

P

is the ΦP at the glass transition line for a particular Φ, u is the scale setting constant of
the samples under study, and ε and χ take average values of 2.5 and 4.0, respectively,
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τ0 is expected to increase with an increase in both Φ and Φfree
P . All other things being

equal, an increase in Φfree
P from 0.35 to 0.59 causes a five-fold increase in τ0. Therefore,

the sample investigated in regime B can support a τN up to 5 times greater than the
sample in regime A; it is seen that a small cluster with low Φ is sufficient to overcome
τ0 in Fig. 8.9, whilst a larger cluster with a higher Φ is required in Fig. 8.10. For this
reason, it is here hypothesised that the greatest difference between regime A, B, and
C gravitational gel collapse is the time at which Oc exceeds O; in the case of regime A
gels, Oc > O is reached almost instantaneously, whilst Oc > O might never be reached
over experimental time scales for regime C gels. This hypothesis is supported by the
experimentally-acquired Φ (H, r, t) data, showing the initial slow compaction of both
regime B and regime C gels. A more detailed investigation of the sudden collapse that
ensues requires further experimental study, although the presence of vertical channels
in Fig. 8.9 suggests that local increases in permeability are responsible for the flow of
solvent upwards, consistent with previous work [9,14,15].

8.4 Conclusions

In this Chapter, 2D MR imaging has successfully been applied for investigation of the
gravitational collapse of a model colloid-polymer mixture, consisting of PMMA colloids
dispersed in a cis-decalin solvent with PS polymer, over a wide range of (Φ, b2)-space.
In particular, the height of the sharp interface between the coexisting gas and liquid
phases was determined as a function of r and t to investigate sudden collapse dynamics,
whilst a quantitative measurement of Φ as a function of H, r and t was used to probe
cluster formation and rapid sedimentation.

It has been shown, from H (r, t) data, that gravitational gel collapse begins at the
top of the sample, within the meniscus. Using the H (r, t) data obtained, three distinct
types of gravitational gel collapse were observed, namely regimes A, B, and C, consis-
tent with previous work using 1D MR imaging reported in Chapter 7. Furthermore, the
study of the collapse dynamics indicated an increase in v during sudden collapse with
Φfree

P , as expected. It was observed, from Φ (H, r, t) data, that clusters of colloids with
comparatively high Φ are formed within the meniscus during the latency period in all
regimes. This represents a significant step forward, extending previous work utilising
1D MR imaging described in Chapter 7, and is, to the best of the author’s knowledge,
the first observation of the formation of such clusters in colloidal gels in 2D. For sam-
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ples demonstrating regime A and B gravitational gel collapse, these clusters sediment
rapidly and initiate sudden collapse. Interestingly, although rapid sedimentation is not
seen over experimental time scales, the formation of high Φ clusters is also observed for
a sample in regime C. Preliminary analysis of the size and velocity of a cluster during
rapid sedimentation indicates that such behaviour is τ0-dependent, with τ0 known to
increase strongly with both Φ and Φfree

P . Therefore, for samples demonstrating regime
A and B gravitational gel collapse, with low-to-intermediate Φ, a low-to-intermediate
τ0 is expected, sufficient to support the weight of small-to-medium sized clusters. In
contrast, high Φ samples demonstrating regime C gravitational gel collapse are capable
of supporting the weight of even larger clusters.

For completeness, it is noted that, for a sample in regime B, a cluster of size 3.2 mm
was observed to sediment at v = 8.1±0.1 µm s−1. A more accurate estimate of v can be
obtained through the measurement of n and Oc of the sample under study. Whether
gravitational gel collapse is initiated at the top of the sample due to the meniscus or
the depletion interaction with the wall remains the subject of future work.
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Chapter 9

Conclusions and future work

Magnetic resonance (MR) is a highly versatile technique that enables the non-invasive
study of structure, reaction, and dynamics without limitation on optical opacity. For
this reason, MR has great potential for use in industrial applications; from the in situ
study of unit operations, for the development and refinement of theoretical models, to
the optimisation of product properties. In this thesis, MR has been applied with the
aim of optimising product properties in two different areas:

• Rheological characterisation. Many industrial processes, particularly those
involving flow [1], are sensitive to only small changes in process fluid rheology.
To this end, the online, or inline, application of MR for the rheological character-
isation of process fluids in real-time has been investigated, and novel processing
strategies developed, to enable improved process control and optimisation. This
has been demonstrated on a washcoating slurry used by Johnson Matthey in the
manufacture of catalysts for exhaust emissions control.

• Gravitational collapse of colloidal gels. Many industrial products are formu-
lated as colloidal gels, a space-spanning network of attractive particles. However,
colloidal gels are known to undergo gravitational collapse after a latency period,
limiting the shelf-life of many products. To this end, MR has been applied offline
to provide insights into the origins of gravitational gel collapse with the aim of
improving understanding and extending the shelf-life of products.

This Chapter is arranged as follows. Firstly, the conclusions presented in the experi-
mental Chapters of this thesis are summarised. Secondly, suggestions for future work
in this field are described.
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9.1 Conclusions

The use of magnetic resonance (MR) in industrial applications can be divided into two
categories; namely the in situ study of unit operations and the optimisation of product
properties. This thesis was concerned only with the latter category, with a particular
focus on the rheological characterisation of process fluids and the gravitational collapse
of colloidal gels.

Many industrial processes are sensitive to process fluid rheology, particularly those
involving flow, e.g. spraying, mixing, and coating [1]. For example, during the man-
ufacture of catalysed diesel particulate filters (cDPFs) by Johnson Matthey (JM), as
used in the automotive industry for the abatement of harmful exhaust gas emissions,
a catalyst-containing washcoating slurry is applied to the surface of bare wall-flow or
flow-through monoliths in a process called washcoating. This is subsequently dried [2].
Whilst catalyst uniformity is known to be sensitive to the drying process, the catalyst
thickness is affected by the rheology of the washcoating slurry. The rheological charac-
terisation of such slurries is typically performed offline using conventional rheometry
methods. However, an online, or inline, method is sought for real-time process control
and optimisation. Until recently, MR has been an unlikely choice for this application
due to the requirement of high field strength, expensive, superconducting magnet tech-
nology. However, recent developments in low field strength, inexpensive, permanent
magnet technology mean that the online, or inline, application of MR in industry can
now be realised.

Since the washcoating slurry was expected to demonstrate non-Newtonian rheol-
ogy, experiments were performed initially on model fluids with increasing complexity.
Chapter 3 reports initial experiments performed on model power-law fluids; namely
xanthan gum-in-water solutions. In the first instance, MR flow imaging was employed
to acquire two-dimensional (2D) velocity images across a pipe geometry during flow.
Regression of an analytical expression describing the velocity of a power-law fluid as a
function of flow behaviour index, n, was then used to provide an estimate of n describ-
ing the fluid under study. The estimates of n obtained were accurate to within 5% of
those values obtained using conventional rheometry. However, the implementation of
MR flow imaging requires expensive three-axis gradient hardware, is time-consuming,
and can be problematic when using low-field MR due to a reduction in signal-to-noise
ratio (SNR). To this end, a volume-averaged, high SNR approach utilising pulsed field
gradient (PFG) MR was developed, requiring only single-axis gradient hardware, with
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a cumulant analysis of the signal in q-space, S (q), then providing an estimate of n
describing the rheology of the fluid under study. Direct analysis of S (q) data negates
the requirement of Fourier transform and removes the associated sampling restrictions
and long acquisition times. The numerical simulations indicated the cumulant MR ap-
proach to be robust to reduced sampling and noisy data, with only 8 points required to
be sampled in q-space for SNR = 100 to provide estimates of n accurate to within 5%
of the ground truth. Experimental study on xanthan gum-in-water solutions revealed
that an estimate of n can be obtained with the same accuracy using only 4 sampled
q-space points if SNR > 1000. This corresponds to a reduction in acquisition time of
94% when compared to the acquisition of an MR flow image using a single spin echo
sequence. Furthermore, the high SNR associated with this approach has potential for
application on low-field MR hardware. This approach could also be combined with a
measurement of pressure drop to determine the consistency factor, K.

The cumulant MR approach developed was then extended in Chapter 4 to Herschel–
Bulkley rheology, characterised by n, K, and yield stress, τ0. Numerical simulations
indicated that the cumulant MR approach was unable to unambiguously estimate the
Herschel–Bulkley rheological parameters due to the interdependence that exists be-
tween the parameters n, K, and τ0. For this reason, errors in the estimates of n and τ0

of up to 50% were typical and an alternative approach sought. To this end, a Bayesian
analysis approach was developed, again using PFG MR, whereby a Bayesian analysis
of S (q) data was utilised to obtain a posterior probability distribution describing the
probability of parameters n and τ0. Note that S (q) was required to be sampled over
a wider range of q-space for the purpose of Bayesian analysis. Numerical simulations
indicated that the Bayesian MR approach was able to unambiguously estimate the
Herschel–Bulkley rheological parameters, with typical errors in the estimates of n and
τ0 of 0.50% when utilising complex S (q) data, over two orders of magnitude less than
the corresponding errors associated with the cumulant MR approach. These simula-
tions were then extended in Chapter 5 to investigate the robustness of the proposed
Bayesian MR approach to reduced sampling and noisy data. It was demonstrated that
16 points are required to be sampled in q-space for SNR = 100 to provide estimates
of n accurate to within 5% of the ground truth. Furthermore, experimental study on
model Herschel–Bulkley fluids, namely Carbopol 940-in-water solutions, revealed that
an accurate estimate of n and τ0 can be obtained with the same accuracy using only 8
sampled q-space points if SNR > 1000. This corresponds to a reduction in acquisition
time of 88% when compared to the acquisition of an MR flow image. Measurement of
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the pressure drop was also performed to enable the estimation of K and recovery of the
full flow curve. Interestingly, differences between the estimates of the Herschel–Bulkley
parameters obtained using MR methods and those obtained using conventional rheom-
etry were observed and attributed to the shear-history dependent nature of Carbopol
940-in-water solutions and the different geometries used. Note that the Bayesian MR
approach outlined is applicable to Herschel–Bulkley, power-law, and Newtonian fluids,
but may be readily extended to different constitutive equations.

The suitability of the Bayesian MR approach developed in Chapter 4 for the study
of real process fluids was investigated in Chapter 6 through experimental study on an
alumina-in-acetic acid slurry provided by JM and used in the manufacture of cDPFs.
It has been shown that the rheology of such slurries is sensitive to the pH value, solids
concentration, and particle size distribution (PSD) of the milled alumina [3]. To this
end, the Bayesian MR approach was used to characterise the rheology of the alumina-
in-acetic acid washcoating slurry online during the addition of acetic acid. A reduction
in pH from 6.0 to 5.0 was observed to cause only a small change in n and τ0, although
K decreased by an order of magnitude. The rheological parameters n and τ0 estimated
using Bayesian MR were accurate to within 13% of those parameters obtained using
MR flow imaging and < 8% of those determined using conventional rheometry. This
implies that the Bayesian MR approach can be used online to accurately characterise
the rheology of real process fluids, potentially using low-field MR hardware. Note that
sedimentation, observed to occur over the experimental time scale, did not affect the
rheological characterisation using MR rheometry in this instance.

In Chapters 7 and 8, MR was applied to study the gravitational collapse of col-
loidal gels. Many industrial products are colloidal dispersions formulated as colloidal
gels; a space-spanning network of attractive particles with a yield stress high enough
to support the weight of the particles but low enough to be overcome in use to provide
flowability. However, such colloidal gels have been shown to undergo sudden collapse
after a latency period, causing phase separation into coexisting gas (colloid-poor) and
liquid (colloid-rich) phases and limiting the shelf-life of many products. Despite this,
gravitational gel collapse remains poorly understood, with a detailed understanding of
its origins and mechanisms of both fundamental interest and practical importance. To
this end, a multifaceted approach using molecular dynamics (MD) simulations, visual
observations, and MR imaging was employed in Chapter 7 to investigate the gravita-
tional collapse of a model colloidal gel; namely a colloid-polymer mixture consisting of
poly(methyl methacrylate) colloids dispersed in a cis-decalin solvent with polystyrene
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polymers. In particular, collaborators at the University of Edinburgh performed MD
simulations in the absence of gravity and hydrodynamics to quantify an equilibrium
phase and gelation state diagram as a function of both colloid volume fraction, Φ, and
interaction strength, 1 − b2. This was then compared to the experimental phase dia-
gram obtained using visual observations, performed by collaborators at the University
of Edinburgh, and it was demonstrated that gravitational gel collapse is gravity-driven.
Interestingly, measurement of the height of the sharp interface between the coexisting
gas and liquid phases revealed the presence of three distinct types of gravitational gel
collapse depending on Φ and 1 − b2; regime A, demonstrating sudden collapse followed
by slow compaction, regime B, with an initial latency period, and regime C, showing
a latency period and slow compaction. Using one-dimensional (1D) MR imaging, the
author of this thesis characterised Φ as a function of sample height during gravitational
gel collapse. The formation of a cluster of colloids at the top of the sample during the
latency period was observed for colloidal gels in regimes B and C. For colloidal gels in
regime B, these clusters subsequently sedimented rapidly, initiating sudden collapse.
The absence of rapid sedimentation for a colloidal gel in regime C was attributed to
τ0, which increases strongly as Φ and 1 − b2 are increased. These findings represent a
significant step forward in understanding the origins and mechanisms of gravitational
gel collapse.

The gravitational collapse of colloidal gels was investigated further in Chapter 8.
Using 2D MR imaging, Φ was characterised as a function of both sample height and
radial position during the gravitational gel collapse. Measurement of the height of the
sharp interface between the coexisting gas and liquid phases revealed that gravitational
gel collapse begins within the meniscus. Interestingly, corresponding Φ data indicate
the subsequent formation of clusters in these regions for colloidal gels in regimes A, B,
and C. Whether gravitational gel collapse is initiated in this region due to the meniscus
or due to the depletion interaction with the wall is unclear and requires further work.
For colloidal gels in regimes A and B, these clusters grow in size and sediment rapidly,
initiating sudden collapse. This is, to the author’s best knowledge, the first observation
of the formation and sedimentation of such clusters in 2D. For colloidal gels in regime
C, rapid sedimentation of such clusters did not occur. Therefore, it is here hypothesised
that gravitational gel collapse is τ0-dependent; colloidal gels in regimes A and B possess
a low-to-intermediate τ0 and can support the weight of small-to-medium sized clusters,
whilst colloidal gels in regime C have a high τ0 and so the rapid sedimentation of these
clusters might never occur. This is consistent with observations made in Chapter 7.
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9.2 Future work

The Bayesian MR approach developed in Chapter 4 and applied in Chapters 5 and 6
enables the rheological characterisation of real process fluids over a time scale of up
to 88% less than spin echo MR flow imaging. Furthermore, the numerical simulations
reported in Chapter 5 indicated that a robust measurement of the Herschel–Bulkley
rheological parameters can be obtained with SNR as low as 100. This new approach is,
therefore, ideally suited to low-field, permanent magnet hardware. However, since such
hardware was unavailable, experiments presented in this thesis were performed on an
intermediate-field, superconducting magnet. For this reason, the implementation of the
Bayesian MR approach on low-field MR hardware must remain the subject of future
work. If implemented successfully, this approach has potential for use in a large number
of industrial applications, providing an online, or inline, measurement of rheology. This
data could be used for process control and optimisation, thus facilitating a transition
from batch to continuous processing. Alternatively, the high temporal resolution of the
Bayesian MR approach could be exploited in the laboratory to study the thixotropy
or anti-thixotropy of process fluids.

Considering only the application of low-field MR to the characterisation of alumina-
in-acetic acid slurry, MR should be viewed not as a unique tool but a versatile toolkit.
It is known that the rheology of these slurries is dependent not only on the pH value,
but also on the solids concentration and PSD. Therefore, the Bayesian MR approach
developed in Chapter 4 for rheological characterisation could be interleaved with mea-
surements of the PSD—perhaps utilising an alternative Bayesian MR approach previ-
ously described by Holland et al. [4], Ross et al. [5], and Ziovas et al. [6]—and solids
concentration. A series of such measurements online, or inline, would enable complete
characterisation of the alumina-in-acetic acid slurry under study. Such data could be
used in an industrial application, to provide information necessary for process control
and optimisation, or in the laboratory, for investigation into the relationship between
the PSD, solids concentration, and the rheology of the washcoating slurry.

In Chapters 7 and 8, MR imaging was applied to provide insights into the origins
and mechanisms of the gravitational collapse of colloidal gels. It was demonstrated that
the rapid sedimentation of clusters of colloids, formed within the meniscus during the
latency period, appears to initiate sudden collapse. However, whether the formation of
clusters in this region is caused by the meniscus or the depletion interaction with the
wall remains unclear. To this end, the experimental procedures outlined in Chapter 7
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could be applied and extended to samples in which the meniscus has been removed.
Alternatively, experiments could be performed using MR tubes with walls of increas-
ing roughness to investigate wall effects directly. Depending on the outcome of these
studies, the packaging or containers of industrial products formulated as colloidal gels
could be altered to extend the shelf-life of such products.

The link from rapid sedimentation to sudden collapse is yet to be made, although
the observation of vertical channels with low Φ during sudden collapse of a colloidal
gel in regime A offers one hypothesis; the high permeability vertical channels facilitate
the flow of solvent upwards and colloids downwards. This hypothesis could be tested
using MR flow imaging. However, since velocities are expected to be very small, care
must be taken to ensure that displacements due to coherent motion exceed those due
to incoherent motion. This could be ensured through use of long flow contrast times,
with displacement due to incoherent motion increasing with the square root of time,
but that resulting from coherent motion increasing linearly with time. The long T1 of
the solvent would allow for long flow contrast times, although the short T2 would need
to be addressed by using a stimulated echo, as described in Section 2.1.4. This would
provide further insights into the origins and mechanisms of sudden collapse.
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