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Aircraft flight parameter estimation based on passive acoustic
techniques using the polynomial Wigner—Ville distribution
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The acoustic signal from an overflying aircraft, as heard by a stationary observer, is used to estimate
an aircraft’s constant height, ground speed, range, and acoustic frequency. Central to the success of
this flight parameter estimation scheme is the need for an accurate estimate of the instantaneous
frequency of the observed acoustic signal. In this paper, the polynomial Wigner—Ville distribution

is used in this application as the instantaneous frequency estimator. Its performance and the issue of
the optimal time domain window length are addressed.19®7 Acoustical Society of America.
[S0001-496627)06106-1

PACS numbers: 43.28.Tc, 43.60.GkCS]

INTRODUCTION acoustic frequency. In Ref. 3 it is shown that this acoustic

.. frequency is the instantaneous frequency of the observed
Ground-based radar systems are commonly used in mili d y d y

o e ) . gassive acoustic signal.
tary applications and general aviation to provide an estimat In Sec. | we discuss the use of time—frequency represen-
of an aircraft’'s height, ground speed, and range. In this Pap§L i

) i ns(TFR9 as instantaneous frequency estimators. In par-
we consider aspects of an alternative approach based on P& 1ar we briefly compare the use of the polynomial

sive acoustic techniques which provide a simple, portabley;oq_viille distribution and the Wigner—Ville distribu-
easily implemented, covert, and biologically safe estimation;, , 425 er estimation schemes have been proposed based
.SCheme' Ifrl t_h|s sche dm?j’ Lhe aco_ust||c signal ;rgm ag ov_erflyc—m spectral phask® central finite difference and signal phase
Ing arrcrait 1S recorded by a single ground-base mlcro'estimators°’,'7and frequency and signal amplitu8lBootstrap

phone. An estimate of the aircraft's flight parametégsn- statistical techniques have been employed to determine con-

?tant height, dconstant %Loung spezd,bconstt_antf acct)ﬁSthdence bounds for the aircraft parameters given a single
requency, and rangecan then be made by estimating € acoustic recording.’ A general discussion of the aircraft

form of the time varying Doppler shift of the received acous'flight parameter estimation scheme is presented in Sec. Il

tic signal. .where examples of the passive acoustic instantaneous fre-

. oo : . r31uency and its relationship to the flight parameters is given.
frequency of an acoustic source which is moving relative t(?[

. : n Sec. lll it is shown that a trade-off between the bias and
an observer. The observed sound of an overflying aircra

. X variance of the polynomial Wigner—Ville and Wigner—Ville
provides a good example of this phenomenon. From experi- poly g g

. . based instantaneous frequency estimators can be controlled
ence, a stationary observer is able to make some usef using a time domain window. Comparative examples of
judgement about the velocity and height of the overflying,[hi

. X X s trade-off are given for these time—frequency representa-
aircraft based on the observed time varying frequency of th(f‘ions and analytical expressions for the instantaneous fre-
narrow-band acoustic signal from the aircraft's engines or

. o “quency estimator bias and variance and optimal window
propellers. For example, a rapid transition in the acousti

(fength are derived. These theoretical results are supported by

frequency, as an aircraft passes overhead, would indicate toc%mputer simulations in Sec. IV and the strengths and limi-

stationary observer that the aircraft was either flying fast ot ;i)\« of the polynomial Wigner—Ville distribution in the

low, or both. Fergusodrformalized thls concept by proposing cﬁassive acoustic application are demonstrated.
an observer frequency model which, based on a number

assumptions, relates the acoustic frequency of the obserqu
signal to the aircraft flight parameters. The application of this’
model was demonstrated in Refs. 1 and 2 where it was The acoustic signal from a propeller driven aircraft is
shown that, given an estimate of the time varying acousti®iarrow-band with the dominant frequency given by the pro-
frequency from a single microphone recording, the observepeller blade rate which is defined as the product of the engine
frequency model could be used to provide a meaningful esrotational speed and the number of propeller bldd&se
timate of the aircraft flight parameters. Central to the succesgircraft acoustic signal, as heard by a stationary observer is
of this passive acoustic parameter estimation scheme is thnstationary in the sense that the spectral content varies
need for an accurate estimate of the aircraft's time varyingvith time due to the Doppler effect. Consideration of the
frequency of such acoustic signals, at a particular time in-

dCommonwealth Scientific and Industrial Research Organisation, Explora-Stam’ leads to the concept of instantaneous frEquE S

tion and Mining, Queensland Centre for Advanced Technologies, P.O. BoyR€f. 10 f(?r a detailed diSC'USSion of instantaneous frquengy
883, Kenmore, Queensland 4069, Australia. One particular method of instantaneous frequency estimation
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is based on the signal’s time—frequency representation. The
time—frequency representation is a two-dimensional function
which attempts to show the distribution of the signal energy
in a joint time—frequency plane. Ideally we would like all the
energy concentrated at the instantaneous frequency, denoted
fi(t), so as to yield the ideal time—frequency representation

Tt ) f=1i(D)]), D

fo(0)=fa

observer frequency

where§(.) is the Dirac delta ane indicates proportionality.

It follows that the peak of1) would describef;(t) exactly.

In practice, due to finite data lengths, noisy observations, and
the particular characteristics of the time—frequency represen-

. X . =0,
tation being used, we only obtain an approximationln time
For a particular signal, some time—frequency representations
will provide a better approximation than others. For ex-FIG. 1. The general form of the passive acoustic instantaneous frequency as
ample the Wigner—ViIIe distribution is optimal for the described by the observer frequency model. The intersection of the dashed

lines indicates the time in the instantaneous frequency where the acoustic

anaIyS|s of deterministic S|gnals havmg a Imearly time Vary'signal from the directly overhead aircraft is subsequently heard by the ob-

ing instantaneous frequency law. server.
For this class of signals, the peak of the Wigner—Ville
distribution, with respect to time, describes exactly the in- P
stantaneous frequency. In a similar manner, the peak of a ;— *r® + (h*+r (t))_h_ (4
class of time—frequency representations known as polyno- Va c

mial Wigner—Ville distributions provide an optimal instanta- | {he flight path of the aircraft is directly over the observer
neous frequency estimate for deterministic signals having al.e., overflying, h is the constant height of the aircraft

Instantaneous frequency not exceeding a given polynomigjjoye the observer. Experimental results with real aircraft

order acoustic data, collected under accurately monitored condi-
tions, have confirmed the veracity and practical usefulness of
the observer frequency model.

Il. THE AIRCRAFT FLIGHT PARAMETER ESTIMATION The general form of the observer frequency model

SCHEME fo(t) is shown qualitatively in Fig. 1. The intersection of the

dashed lines is the value of the instantaneous frequency

where the acoustic signal from the aircraft at the point of

The passive acoustic observer frequency model proelosest approachi.e., no Doppler shift is subsequently

posed in Ref. 1 is based on the assumptions that, throughobeard by the observer. At this point=0, r(0)=0, and

the observation period1) the aircraft is flying at a constant fy(0)=f,. A more detailed description of this model can be

altitude and subsonic ground spe€®), the wind velocity is  found in Ref. 1. Giverv,, andc, the aircraft flight param-

constant in both space and time, a3 the acoustic source eters which are to be estimated,, h, r(t), and f, are

frequency is constant. These assumptions only need to holshiquely related tdy(t) by (2). It is for this reason that we

throughout the observation peri¢iypically about 30 5 Un-  now turn our attention to the estimation ff(t).

der these assumptions, the observer frequency model,

fo(t), is given by

A. The observer frequency model

B. Passive acoustic instantaneous frequency
" fa(c+uv,, cosy(t)) @ estimation
olt)= )
(C+vm COSy(t)+v, cOSY(t)) In Refs. 2 and 4 the Wigner—Ville distribution was used
wheref, is the source acoustic frequenayjs the speed of in the aircraft flight paramete.r esti_mat!on appli_cation. An ex-
sound in the mediumy , is the velocity of the wind, and 2@mple of this technique is given in Fig. 2 which shows the
v, is the velocity of the aircraft, where each velocity repre-Wigner=Ville distribution of an acoustic recording of an
sents the component along the aircraft flight path. Further@Verlying propeller-driven light aircraft being flown under
more, ¥(t) is the angle of depression of the observer fromcontrolled conditions. The form of the instantaneous fre-

the aircraft such that quency is graphically evident and indicates that the peak of
this time—frequency representation provides an estimate of
r(t) the instantaneous frequency. Such an estimate is given in
cosy(t)= W, 3 Fig. 3.
The polynomial Wigner—Ville distribution, which will
whereh is the distance between the aircraft and the observebe defined and described in detail in Sec. lll, is a class of

at the point of closest approach, an@) is the horizontal time—frequency representations which include and extend
range of the aircraft from the observer when it generates ththe Wigner—Ville distribution to higher polynomial orders.
sound that reaches the observer later at timevhich is  For the purpose of comparison, Fig. 4 shows the fourth-order
defined to be polynomial Wigner—Ville distribution of the same acoustic
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FIG. 4. A fourth-order polynomial Wigner—Ville time—frequency represen-
FIG. 2. A Wigner-Ville ime—frequency representation of a typical acoustictation of the same acoustic recording as used in Fig. 2.
recording of an overflying aircraft.

signal as used in Fig. 2 and the corresponding instantaneoif?d extent, on different temporal regions or characteristics of
frequency estimate is shown in Fig. 5. It is apparent that théhe observer frequency model. For example, the height pa-
Wigner—Ville- and polynomial Wigner—Ville-based instan- rameter is particularly sensitive to the form of the central
taneous frequency estimates of Fig. 3 and 5 differ from eactransitional region of the frequency model, whereas the
other. The noticeable differences are that the polynomiasource frequency parameter is largely dependent on the flat
Wigner—Ville-based estimator has higher variance at the exextremities, and by comparison with the height parameter, is
tremities which corresponds to the distant aircraft and confar less sensitive. This dependence is demonstrated graphi-
sequently is the region of low signal-to-noise ratio. Also thecally in Fig. 6 where the solid line represeriigt) for typi-
Wigner—Ville-based estimator performs poorly in the centralca| parametersh=304.8 m (1000 fb, v,=102.9 m/s(200
transitional region where the coefficients of the higher-ordein) f_=100 Hz, and at an arbitrarily chosen time reference,
derivatives of instantaneous frequency, with respect to time, — 1 646 km. For the instantaneous frequency described by
are gre_atest. Thes_e observations are significant as it _wiII P& dashed line, the relatively small change in the central
shown in later sections that the choice between the Wignergansitional region results from a 50% reduction in the value
Ville and polynomial Wigner—Ville as an instantaneous fre- ;¢ yo neight parameter with the other parameters remaining
quency esur_nator IS, In genera_l, very much d‘?pef‘de“t on thl‘fnchanged. On the other hand, the instantaneous frequency
signal-to-noise ratio and the higher-order derivatives preserfoeripeq by the dotted line results from only a 5% reduction

in the instantaneous frequency law. . :
. . o : . in the source frequency parameter with the other parameters
In this particular application, the aircraft flight param- L
remaining unchanged.

eters being estimated are a nonlinear function of the instan-
taneous frequency. Each of the parameters depend, to a vary-
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FIG. 5. An instantaneous frequency estimate given by the peak, with respect

FIG. 3. An instantaneous frequency estimate given by the peak, with respetd time, of the fourth-order polynomial Wigner—Ville time—frequency rep-
to time, of the Wigner—Ville time—frequency representation of Fig. 2. resentation of Fig. 4.
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ization of the signal energy about the true instantaneous fre-
quency. The instantaneous frequerfgit) of a real valued
signalx(t) can be expressed as

1 dey)
T 27 dt

1601

iy

s

(=}
T

fi(t) ©)

-

n

o
T

whered(t) is the phase of the analytic signal associated with
x(t).1° From (5), it follows that a linear or first-order poly-
nomial frequency law corresponds to a second-order polyno-
mial phase law. For polynomial phase laws greater than two,
the Wigner—Ville distribution will become distorted and the
peak of the time—frequency representation will no longer
exactly describe the instantaneous frequetidyolynomial
Wigner—Ville distributions are a higher order extension of
the Wigner—Ville distribution and are designed to properly
localize, in time and frequency, signals having higher-order
FIG. 6. A comparison of the instantaneous frequency, as described by thinstantaneous frequency laWs The gth-order polynomial
observer frequency model_, for varying values of the height and_source fre_Wigner—ViIIe distribution (which we abbreviate as
quency parameter. The aircraft flight parameters associated with the SOIIBWVD ) will provide an optimal time—frequency represen-
line are h=304.8 m (1000 ff), v,=102.9 m/s(200 kn, f,=100Hz and . q - . .
range=1.646 km. The dashed line is the instantaneous frequency where thiation of a signal having phase law of polynomial order
height parameter alone has been reduced by 50% and the dotted line is tkeq, in which case we say that the polynomial Wigner—Ville
instantaneous frequency where the source frequency parameter alone r@%tribution and the signal are matchétie Wigner—ViIIe
been reduced by 5%. L . . . . .
distribution is the second-order polynomial Wigner—Ville
distribution.
. . s . . A. Definitions
In the final step in this flight parameter estimation
scheme we extract the parameters by fitting the instantaneous The gth-order polynomial Wigner—Ville distribution,
frequency estimate to the observer frequency model in glenoted asV(t,f ), is defined in terms of the Fourier trans-
minimum least-squares sense. Using this approach, the aiform of a gth-order kernel functiorKq(t,f ). With the in-
craft parameter estimates, based on the Wigner—Ville anglusion of a time domain window, which controls the trade-
fourth-order polynomial Wigner—Ville derived instantaneousoff between estimator bias and variance, thth-order
frequency estimates of Figs. 3 and 5, respectively, are showpolynomial Wigner—Ville distribution is defined 4s
in Table | (for this example we have used=339 m/s,v,

frequency (Hz)

@©
o
T

60

-5 5

0
time (s)

C. Aircraft flight parameter estimates

=0 and have calculated the range correspondinig=t0 ).

In the remaining sections we consider the use of the

Wigner—Ville distribution and polynomial Wigner—Ville

distribution as estimators of higher polynomial order instan-

taneous frequency lawsuch as the passive acoustic instan-

taneous frequengy

Ill. THE POLYNOMIAL WIGNER-VILLE DISTRIBUTION

A desirable property of a time—frequency representatio

is that it provides good concentration by localizing the signa
energy in both time and frequency. Numerous time—
frequency representations have been proposed that exhil?
this property for particular classes of signals, achieving bott&

good time and frequency concentration simultaneotfsly.
Significant among these is the Wigner—Ville distribution
which is known, for linear frequency modulated sign@ls.,
linear instantaneous frequencyto be an ideal time—
frequency representation in that it provides maximum local

TABLE |. Comparison of aircraft flight parameter estimates using the
Wigner—Ville and polynomial Wigner—Ville distribution.

Height(m) Velocity (m/s) Range(km) Source freq(Hz)

WVD 404 73.3 1.30 68.4
PWVD 309 68.7 1.21 68.9
210  J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997

Wi(t,f )éJ_mh(T)Kq(t,r)e‘jz”” dr, (6)
here
q/2
Kq(t,T)ék[[o Z(t+cy 1) Pkz* (t+c_p 1) Pk, @

z(t) is the analytic signal associated witiit) and, for our

r{:)urposes, we chood¥ 7) to be a centered rectangular win-

Idow function of lengthr. In the “integer power” implemen-
tation of the polynomial Wigner-Ville distributidnthat we
a{e consideringb, is an integerb,=—b_,, g/2 is a posi-
Ve integer,c, is a real number, and,=—c_,. As dis-
ussed in Refs. 15 and 11, the valuebphindc, are chosen
so that for each time increment, the kerig|(t,7) attempts

to demodulatez(t) into a complex sinusoid with frequency
equal to the instantaneous frequency. If this is achidaed
asT increasesthe resulting time—frequency representation

W (t,f ) approaches7(t,f ) by exhibiting impulses in the
time—frequency plane at coordinates corresponding to the
true instantaneous frequency. The setbpfcoefficients are
uniquely specified by further requiring that|b,| be mini-
mized. This requirement minimizes the number of multipli-
cative terms, and therefore the multilinearity, of the kernel.

For the specific case of the fourth-order polynomial
Wigner—Ville, the kernel parameters &te

Reid et al.: Passive acoustic aircraft parameter estimation 210



bzz_b_zzl, b1=—b_1=2, b0=0, (8) 140

0.4
C1=—C_1=5+5 =15 ~0.675, 0.35 120
2(2—2"7)
(9) - 0.3 100
C,=—C_,=—2Y%¢,;~—-0.85. N
~0.25 80
For k=0, z(t+c.y)=1 for all values ofc.., so thatc, or §
—C_g need not be specified. g 02 "
These parameter values yield the fourth-order kernel Sos
K4(t, 7)=[2(t+0.6757)z* (t—0.675r)]2 I ©
X 7* (t+0.85r)z(t— 0.85r7). (10) 005 = —— 2
Similarly, for the second-order case, e = o s -~ 0
by=—b_;=1, by=0, (11) time ()
c.=—c_.=0.5 (12 FIG. 7. A fourth-order polynomial Wigner—Ville distribution of a seventh-
! -1 order polynomial phase test signal at 40-dB signal-to-noise ratio, where a
yielding the second-order kernel long window (100% of data lengthhas been used. The dashed rectangular
box marks the region in which the instantaneous frequency estimate com-
K,(t,7)=2z(t+0.57)z* (t—0.57) (13 parison of Fig. 9 is made.
which results in the Wigner—Ville distribution.
The purpose of the window function(7) is discussed B(1)=0.1t+0.4"/(7(N/2)°), (15
next. t is an integern(t) is a complex white Gaussian stationary
noise process, anbll=256. By the definition of instanta-
B. Time domain window effect on instantaneous neous frequency in5), z(t) represents a sixth-order fre-
frequency estimator error quency modulated signal with a maximum and a minimum

) . frequency of 0.5 and 0.1 Hz, respectively.
In the absence of noise, exact instantaneous frequency

estimates up to polynomial ordeq{ 1) can be obtained

from the peak of thgth-order polynomial Wigner—Ville dis- - Example 1

tribution, however, error in the instantaneous frequency esti-  The fourth-order polynomial Wigner—Ville distribution
mates occurs when analyzing signals having polynomiahnd Wigner—Ville distribution ofz(t) at 40-dB signal-to-
phase laws of order greater thgn Furthermore, it will be  noise ratio, where a long windo#00% of data lengthhas
shown that, for a given polynomial phase law of orgesuch  been used, are shown in Figs. 7 and 8, respectively. An in-
thatp>q, this instantaneous frequency error will increase astantaneous frequency estimate, based on the clearly distin-
g decreases. It is this error, which manifests itself in theguishable peaks of these time-frequency representations, will
absence of noise, that we will refer to as systematic biasexhibit low variance but will be distorted away from the true
This systematic bias may be minimized by using a time doinstantaneous frequency. This distortion, which is due to the
main window to provide a region of time support where thesystematic bias, is shown in Fig. 9 where an enlarged portion
signal’'s polynomial phase law can be locally approximated

as gth order. It will be shown that the systematic bide-
creaseswith decreasing window length. 04

In the presence of noise, there is also an error due to the
variance of the estimator. It will be shown that the variance,
which of course increases with decreasing signal-to-noise ra- 03 199
tio, alsodecreasesvith increasing window length. Thus the
two instantaneous frequency error factors behave in a coun-
terdependent manner over window length. The effect of the
time domain window is illustrated below by example using
simulated signals.

In the following examples we use the discrete fourth-
order polynomial Wigner—Ville distribution and Wigner— 0.05 20
Ville distribution to analyze a seventh-order polynomial
phase test signalt). This test signal is intentionally chosen -100 s 0 50 100
to be of higher polynomial order than the time—frequency time (s)
representations so as to_ensure th_at th_e S|gn_al IS mlsmatChEF(l;. 8. A Wigner—Ville distribution(second-order polynomial Wigner—
and that the effects of time domain windowing can be ob-ille distribution) of a seventh-order polynomial phase test signal at 40-dB

served. The test signal is given by signal-to-noise ratio, where a long winda@00% of data lengthhas been
) used. The dashed rectangular box marks the region in which the instanta-
z(t)=e2"*W+n(t), t=-N/2+1,...N2—-1, (14 neous frequency estimate comparison of Fig. 9 is made.

140

120

80

60

frequency (Hz)

40
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. . o FIG. 10. A fourth-order polynomial Wigner—Ville distribution of a seventh-
FIG. 9. An enlarged portion of the true instantaneous frequésafid line) order polynomial phase test signal at 40-dB signal-to-noise ratio, where a
is compared to the instantaneous frequency estimates based on the peaksfbr window (3% of data lengthhas been used. The dashed rectangular
the fourth-order polynomial Wigner-Ville distributidilashed lingof Fig. box marks the region in which the instantaneous frequency estimate com-

7 and the Wigner-Ville distributiortdotted ling of Fig._ 8 in the regior_]s parison of Fig. 12 is made.
marked by the dashed rectangular boxes. The maximum systematic error
occurs in this portion of the instantaneous frequency estimate. The mean-

square error of the fourth-order polynomial Wigner—Ville-based estimate isf || length window is used. It appears that the peak of both
approximately one-tenth that of the Wigner—Ville based estimate. time—frequency representations are still cIearIy distinguish—

. o able and that the overall instantaneous frequency estimator
of the true instantaneous frequenisplid line) is compared  ean.square error will still essentially be that associated

to the instantaneous frequency estimates based on the pegit, the systematic bias. This is confirmed in Fig. 15 which
of the fourth-order polynomial Wigner-Ville distribution ghqys a comparison of the true instantaneous frequency
(dashed lingand Wigner-Ville distributior(dotted ling of (q4ig jing) and instantaneous frequency estimates based on
Figs. 7 and 8, respectively, in the region marked by thene fourth-order polynomial Wigner—Ville distribution
dashed rectangular box. In this case, the instantaneous frﬁiashed lingand Wigner—Ville distributior(dotted ling of
guency estimator mean-square error is essentially that asSPigs. 13 and 14, respectively, in the region marked by the

ciated with the systematic bias. Furthermore, the meangasheqd rectangular box. The mean-square error for the
square error of the fourth-order polynomial Wigner-Ville ¢y th-order polynomial Wigner-Ville- and Wigner—Ville-
based estimaténhich for this realization is estimated to be based estimates are 48306 Hz2 and 4.2<10°5 HZ2 re

_6 2 . . .
4.2}10°° Hz°) is much less than for the Wigner-Ville gnectively, and are essentially the same as for the high
based estimatévhich is estimated for this realization to be signal-to-noise ratio example of Fig. 9. Figures 16 and 17
3.5x10°° Hz%). For a short window3% of data length the g0 the  fourth-order polynomial Wigner—Ville and

fourth-order polynomial Wigner—Ville and Wigner-Ville \yigner_ville distribution of the noisy signal when the short
distribution, as shown in Figs. 10 and 11, respectively, are

smeared in frequency and the peaks are of lower amplitude
and are not so clearly distinguishable. However, the system-
atic bias has been reduced, as shown in Fig. 12, where the
true instantaneous frequency and the estimates are practically 035
coincident, and the mean-square error associated with the
systematic bias of both estimates is negligible. In the high
signal-to-noise ratio case, the short window estimate of Fig. =025
12 will give the more accurate instantaneous frequency esti- 2
mate for both the polynomial Wigner—Ville distribution and % '
the Wigner—Ville distribution, even though the peaks of both @
time-frequency representations are indistinct and of a much
lower amplitude than for the large window time—frequency
representations of Figs. 7 and 8. 0.05{'

0.4

2. Example 2 -0 -50

We now consider the same instantaneous frequency es-
timates of example 1 in the presence of noise at 10-dB'G. 11. A Wigner—Ville distribution(second-order polynomial Wigner—

. oA . : Ville distribution) of a seventh-order polynomial phase test signal at 40-dB
Slgnal to-noise ratio. Figures 13 and 14 show the fourth signal-to-noise ratio, where a short windd@% of data lengthhas been

Order POlynO_mial Wigner_—ViIIe diStribUti_on a_nd Wigner— ysed. The dashed rectangular box marks the region in which the instanta-
Ville distribution, respectively, of the noisy signal when a neous frequency estimate comparison of Fig. 12 is made.

0
time (s)
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FIG. 14. A Wigner-Ville distribution(second-order polynomial Wigner—

. . - Ville distribution) of a seventh-order polynomial phase test signal at 10-dB
FIG. 12. An enlarged portion of the true instantaneous frequésalid line) signal-to-noise ratio, where a long winddi&00% of data lengthhas been

is compared to the instantaneous frequency estimates based on the peak @by The gashed rectangular box marks the region in which the instanta-
the fourth-order polynomial Wigner—Ville distribution of Fig. 10 and the neous frequency estimate comparison of Fig. 15 is made

Wigner—Ville distribution of Fig. 11 in the regions marked by the dashed
rectangular boxes. In this plot, the three lines are coincident and the system-

atic error, which is maximum in this region, is negligible for both time— of the signal_ In the following sections we formalize these
frequency representations. relationships by deriving expressions for the bias and vari-
ance of the polynomial Wigner—Ville-based instantaneous

window is used. Figure 18 shows the comparison of the trudrequency estimator as functions, amongst other things, of
instantaneous frequencyheavy solid ling, fourth-order the time domain window length. An expression for the opti-
polynomial Wigner—Ville-based estimatéroken ling and ~ Mal window length for theqgth-order polynomial Wigner—
Wigner—Ville-based estimatéiner solid line for a single Ville distribution is then derived where the criterion of opti-
realization. It is apparent that the mean-square error of th@nality is the instantaneous frequency estimator minimum
fourth-order polynomial Wigner—Ville-based estimatoal- ~ Mean-square error. The derivations presented in the paper
culated for this realization to be 33L0~° HZ?) will be extend and generalize the fourth-order results previously pre-
greater than the Wigner—Ville-based estimatoalculated ~Sented in Ref. 16.

for this realization to be 9:810 % HZ?). It is also apparent

that the mean-square error for both of these estimators;. Polynomial Wigner—Ville-based instantaneous

which are dominated by the estimator variance, may bédrequency estimator bias

greater than for the long window case of Fig. 15. We first consider the bias of the polynomial Wigner—

These simple examples demonstrate the relationship b&gje_hased instantaneous frequency estimator which is com-
tween instantaneous frequency estimator error, signal-to-

noise ratio, window length, and the polynomial phase order
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FIG. 15. An enlarged portion of the true instantaneous frequésdlid line)
FIG. 13. A fourth-order polynomial Wigner—Ville distribution of a seventh- is compared to the instantaneous frequency estimates based on the peak of
order polynomial phase test signal at 10-dB signal-to-noise ratio, where ¢he fourth-order polynomial Wigner-Ville distributigidashed ling of Fig.
long window (100% of data lengthhas been used. The dashed rectangular13 and the Wigner—Ville distributiofdotted ling of Fig. 14 in the regions
box marks the region in which the instantaneous frequency estimate commarked by the dashed rectangular boxes. The maximum systematic error
parison of Fig. 15 is made. occurs in this portion of the instantaneous frequency estimate.
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FIG. 16. A fourth-order polynomial Wigner—Ville distribution of a seventh-
order polynomial phase test signal at 10-dB signal-to-noise ratio, where &|G. 18. An enlarged portion of the true instantaneous frequéhegvy
short window(3% of data lengthhas been used. The dashed rectangularsolid line) is compared to the instantaneous frequency estimates based on
box marks the region in which the instantaneous frequency estimate comhe peak of the fourth-order polynomial Wigner—Ville distributi@ashed
parison of Fig. 18 is made. line) of Fig. 16 and Wigner—Ville distributioffiner solid line of Fig. 17 in
the regions marked by the dashed rectangular boxes. The mean-square error
of both estimates is dominated by the estimator variance. The mean-square
posed of two parts: the statistical biédue to random ef- error of the fourth-order polynomial Wigner—Ville based estimate is ap-
fects, and the systematic bigdue to model mismatghFor proximately three times that of the Wigner—Ville based estimate.

the high signal-to-noise ratio case, which we consider in the

following derivation, the statistical bias is considered to be al2
negligible” and only the systematic bias, which results  4rg Ks()]=27 >  bed(t+cen). (17)
solely from the mismatched polynomial order of the polyno- k=-q/2

mial Wigner—Ville distribution and the signal phase law, is
of concern. An expression for the bias of tip-order poly-
nomial Wigner—Ville distribution can be derived as follows.

By Taylor series expansion about an arbitrary pdintan
exact expression for the kernel phases(t) is:

Consider a complex signal of the form argKq[s(t)]
; 1 1 a2
s(t)=Ae2m(0), (16) _, ¢ AT dar et S ety
dt (g+1)! dtlaFD oy, Kk
wheret is a real number and whee(t) is described, at least i3 i3
. . . . Aa+3) ((a )qb('[)
within some observation window, by a polynomial phase law +
of arbitrary orderp. Expanding thegth-order kernel in(7) (q+3)!  dta*3
for this signal results in the phase terms
k P X qzlz bc(q+3)+...+7_pw qEIZ b.cP
g <K pl dtP (S <K
0.4 d¢(t) (p—1)/2 7_(2|+1) d(2|+l)¢(t)
035 - ”[ dt &, 2+ dt@ D
__ 03 q/2
!:"1025 X 2 bkCE(ZHJ')
> i k=—q/2
c
g% de(t)
§0.15 =2 dt T+§(t17) ’ (18)
o t ' ’ where
= LL’L"[; ‘u‘—" |J (p—D)/2 7.(2|+1) d(2|+l)¢(t) q/2
it ! - _- _ (21+1)
o w0 o s 160“L ° &) .:quz (21+1)!  dt@*D kzzq,z biCi '
time (s) (19

FIG. 17. A Wigner-Ville distribution(second-order polynomial Wigner— |n the above expansion we have made use of the fact that the
Ville distribution) of a seventh-order polynomial phase test signal at 10-dB

signal-to-noise ratio, where a short windd@% of data lengthhas been Ck_ and bk coefficients of theqth_order pOIynomlal ngner—
used. The dashed rectangular box marks the region in which the instanté[IIIe kernel are chosen such that thg Coefﬂc'qus of
neous frequency estimate comparison of Fig. 18 is made. [d"¢(t)/dt"]7" are zero for Kn<q and unity forn=1.

214 J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 Reid et al.: Passive acoustic aircraft parameter estimation 214



Using the above kernel expansion, tith-order polyno-

mial Wigner—Ville distribution(6) can be expressed as

do(t
( (Z(t) T+ E&(t,7) ]dT
T2 de(t)
= exp j2m| | ———f
etz

The instantaneous frequency estimi{e) is then deter-
mined by the peak of20) so that

Wq(t,f ):flh(r)exp[jZW

T+ E&(t,7)

—f
] dr
(20)
with a rectangular windov(7) of lengthT.

ﬁ(t)éargfmailwqu,f I}, (21)

where f is an element of the set of real numbers. By the

stationary phase principd,the abscisga) of the frequency

This result confirms our previous observation that the sys-
tematic bias can be controlled via the length of the window
function h(7) by effectively restricting the possible excur-
sion on7in (18). As we may expect, in considering only the
systematic bias of the unmatched polynomial Wigner—Ville
distribution, the window length should be chosen as small as
possible so as to reduce the effect of the error tef).
Equation(24) [or (25), as appropriafieprovides the first step

in deriving an expression for the mean-square error of the
polynomial Wigner—Ville-based instantaneous frequency es-
timator. We next require an expression for the estimator vari-
ance.

D. Polynomial Wigner—Ville-based instantaneous
frequency estimator variance

The polynomial Wigner—Ville distribution, as defined

peaks) of the polynomial Wigner—Ville distribution are ap- by (6) is the Fourier transform of the kernel function

proximately given by the values éf at each instant of time,

for which the phase of the integrand @0) is stationary, or

K(t,7). As previously discussed, this kernel function at-
tempts to resolve a nonstationary signal, at each time instant,

equivalently, where the first derivative of the kernel phaseinto a sinusoid having frequency given by the instantaneous

with respect tor, is zero.

(dd>(t)

d A
T_fi(t))T"'g(t:T)

E’ =0.

(22

frequency. Thus, in considering the usual discrete time
implementation, the analysis of variancefoft) reduces to

that associated with estimating the frequency of a discrete
noisy sinusoid from the peak of the magnitude of the discrete

Thus for the polynomial Wigner—Ville peak-based instanta-Fourier transform(DFT). The point to note here is that, due

neous frequency estimator,

. de(t) g,
=g =5

(23

to the multilinear nature oK(t, ), the signal-to-noise ratio
(denoted¥) of the noisy kernel sinusoid will be less than
the signal-to-noise ratio of the original signal under analysis.
In this section we derive an expression fok leading to an

From (5), d¢(t)/dt is defined as the true instantaneous fre-€XPression for the variance 6f(t).

quencyf;(t) of the signals(t) and so the systematic bias

e(t) can be explicitly written as

e(t)=f(t)—fi(t)

For the case of the peak of the magnitude of the discrete
Fourier transform of a discrete noisy sinusoid of length
with constant scalé\, unknown initial phase, and for suffi-
ciently high signal-to-noise ratiospecifically, above a
threshold value to be described in Sec. Il Ddnd for all

= 9¢(t,7) but very small values of, the frequency estimator variance
a7 varpe(f ) closely approximates the CramdRao lower
—1)P2 2 bound!”*°
:(pz) 2 d(z'“)d)(t) qz b a2+ 0
Lz (2D dt@FD o, TRk i) 122 6
varper(T )= 2 N2 .
with the maximum value ofr=T/2. Equivalently, for the (2m)~7(N"=1)N
discrete time polynomial Wigner—Ville distribution with \\hare
rectangular window of lengti. and sampling frequency
f5, the maximum value of=L/(2 fJ). From(24) it can be =A% g2 (27)

seen that the higher-order derivatives of the signal phase in 5. i ) )
(18 (i.e., d"¢/dt", n>q) will generally introduce an error ando“ is t_he variance of the real noise. Baged on this regult,
in the instantaneous frequency estimator. These higher-ord& détermine the variance of the polynomial Wigner—Ville
components are due solely to the phase order mismatch bB&ak-based instantaneous frequency estimator, it only re-
tween the signal and the polynomial Wigner—Ville kernel. InM&ins to determine the signal-to-noise ratio of the polyno-
practice, due to the factorial denominator @4) and the mial Wigner—Ville kernel. Consider the complex signal
often decreasing value of higher-order phase derivatives,
e(t) may be dominated by the first term in the summation in
[. In this case, and by making the substitutionL/(2 fy), wheres(t) has been previously defined (h6) andn(t) is a
the maximum systematic bias is approximately zero-mean, complex independent white Gaussian stationary
a2 noise process with variance Vaft)]=vafn ,(t)]
S bl 25) +va n(t)]= o0+ 0?=20?, wheren ,(t) and n(t) are
k=—gql2 the real and imaginary noise components, respectively.

z(t)=s(t)+n(t), (28)

La d““”q&(t)
T (2t dt@D

e(t)
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To formulate an expression for the kernel signal-to-noise HE/:ZOUZb if 7#0,
ratio we begin by considering the expansion of the PN:[U ifkTZO (33
gth-order polynomial Wigner—Ville kerndlr) for the signal 2by '
Z(t). where U, is the pth moment of|n(t)|
Kq(t,7) Up=E(In(1)[?)
92 = E[(nx(1)%+n(1)?)P?]
=1 [s(t+cer)+n(t+c, )] a
k=1 _ :
= (pi )E(w(t)m2'>>E<n.7<t><2'>>
X[S* (t+C_y 1)+ n* (t+c_y7)]% =
p/2
a2 by p/2
b\ . = o
) H (jk>“1<t+ckr>sbk'(t+ckr) 20< i )““"2')“2" Gd
k=1 | |j=0
b p where w,=1-3-5- --- -(n—1)c" and E(-) is the ex-
> ( k)n* Mt+c_7)s* O (t+c_ 1) pectati_on opera_tor. _ _ _ _ _
m=0 \M Third, at high signal-to-noise ratio, the signal—noise
a2 cross terms are dominated by the terms in the expansion

which are a product of a single-noise term abd { 1) sig-
nal terms. Consequently the cross terms indicatetl as in
(30) will be neglected.

= k]l {[sP«(t+ ¢, 7) + bysP Ht+ e r)n(t+eer) + -]

X[s*Pu(t+c_yr) +bys* P D (t+c_y7) For eachj=1---q/2, the power of the cross terms is
Xn*(t+c_y7)+---1}, 29
( k7)o 1) (29 (b APs ~1)2252= 2p2A2I0s L2 (35)
and finally and the total cross term power can be approximated as
q/2
Kq(t,T)z H Sbk(t+CkT)S* bk(t+C,kT) PSN%2E bZAZ(bzfl)a_zy (36)
k=1
q/2 where
+| IT sP(t+cym)s*Px(t+c_7)
k=1 q/2
a2 > b2=k§ b (37)
x{ > b;[s™(t+c;m)n(t+c;7) -
=1 ComparingPy and Pgy at high signal-to-noise ratio, it
can be seen that the total noise powen ¢ Pgy) will be
+s* "Ht+cjn*(t+c_jm)]+ - ] dominated by théPgy term. We can therefore conclude that
the signal-to-noise ratio of the polynomial Wigner—Ville ker-
a2 nel will be lower than the signal-to-noise ratio zit) due to
+H nbk(t-}—CkT)n*bk(t—l—CikT), (30) the signal—noise cross terms generated by the multilinear
k=1

kernel. The kernel signal-to-noise ratio is approximately:

where the asterisk denotes complex conjugation. This results P A2 o
S .

generalizes the result in Ref. 20. S — S = _ _ (38)
This expansion reveals three types of terms: a signal ““Pgv 23b%0® 23b

self-term([first line of (30)], a noise self-ternilast line of |, 4qgition, the effective length of the signal is reduced by
(30)], and signal—noise cross territhe remaining terms in o conjugate symmetry of the kernel such thatL/2.2*

(30)]. First, the term containing only signal terms is simply 11, ;s from(26), the polynomial Wigner—Ville-based instan-

the expression for thgth-order PWVD kernel of the noise- 1aneqys frequency estimator variance is approximately given
less signabk(t). The amplitude of this term i8"%, where

by
q/2 q/2 2 2¢2
- 12> b o*f
by = b|=2 b 31 ~ s
s kzquz | byl gl |yl (31 varywypo(f ) 27 PR (A= 1]L72" (39
and consequently has power This result confirms that the longer the window lengthat a
given signal-to-noise ratio, the lower the variance of the in-
Pe=A2x, (32) stantaneous frequency estimator. As we may expect, in con-

sidering variance stability alone, the window length should
Second, the term containing only noise terms has powele as long as possible. Equati88) provides the variance
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term in the expression for the mean-square error of the polywigner—Ville-based instantaneous frequency estimator at a
nomial Wigner—Ville-based instantaneous frequency estimagiven signal-to-noise ratigabove the threshojccan be ex-

tor. In deriving expressions for both the big&l) and vari- pressed as

ance(39) we have assumed high signal-to-noise ratio. We 9en

show in the next section that the polynomial Wigner—Ville- A(L)= 122bfg

based instantaneous frequency estimator is subject to a C(2m)2i (L% 4)—1]L12

signal-to-noise ratio threshold beyond which the estimator

) : ) . —-1)2
variance increases dramatically. In practice therefore, the + (pE L2 d2 Y g(t)
polynomial Wigner—Ville distribution (including the 15312 (292 dt@+D
Wigner—Ville distribution) is used at signal-to-noise ratio i 5
levels above the threshold and thus the high signal-to-noise .

: o X > bty (42)
ratio assumption is reasonable. e K

and by using the simplified bias expression(@6), A(L)
1. Polynomial Wigner - Ville-based instantaneous can, where appropriate, be approximated as
frequency estimator variance threshold 2e2
12> b=fg

The derivation of the variance of the polynomial L)~ 22 T(L2
T (Lel4)—1]L/2
Wigner—Ville-based instantaneous frequency estimégey (2m)~ /1 )~ 1]

was based on the result for the variance of the frequency ) 1 d@t D (1) a/2 (1) 2
estimator based on the peak of the magnitude of the discrete +L G Q+D E by
) : . . (2fy)9! dt K=—g/2
Fourier transform under the assumption of high signal-to-
noise ratio. For fixed data lenghh and decreasing signal-to- (43

minimum mean-square error, assuming one exists, can be

data length, the variance is known to reach a threshol :
ound by setting

“tnres beyond which the variance increases dramatically.
This result can be directly applied to the polynomial IN(L)

noise ratio, or for fixed signal-to-noise ratio and decreasin%\

Wigner—Ville distribution which is the discrete Fourier o0 0, (44
transform of the kerneK(t,7) in the variabler. Quinn and
Kootsooko$® showed that the signal-to-noise ratio at which which yields
this threshold occurs can be approximatqdite accurately
as 2_
a MZL(qul)b (45)
3_ 2 ’
=10 log,o{[ 6 log(N)+ 2 log(log(N)) + 4 log( ) (L°—4L)
—2log(6)]/(N—-1)} dB. (400  where
From (38), .7~.7«2>b? and rearranging in terms of the 963 h2f2
original signal-to-noise ratio”’=A? o2, and making the a=———5—, (46)
substitutionN=L/2 yields (2m)°r
v 101 [ b* [6 log(L/2) dr gt & )\
“thres= 10 10G0) 75—~ (60 =22 (a+1
(L/2=1) b=2 ((2 fodql  dt@ D kzquz byCi . (47

+2 log(log(L/2)) + 4 log( ) Rearranging yields

-2 Iog(6)]] dB, (41 L29L(L®—4L%+16L%)=(3L2—4)alb (48

which provides a lower signal-to-noise ratio bound for thefor which an approximate solution, far>1, is given by
approximation in(39). From (41) it can be seen that the
Y ures for the Wigner—Ville distribution Eb?=2) will be
approximately 7 dB lower than for the fourth-order polyno-
mial Wigner—Ville distribution £b?=10). For this reason ) _ o ) )
the use of the polynomial Wigner—Ville distribution is re- Thgs in(49) we hav_e achieved the objective of th's section to
stricted to applications having sufficiently high signal-to- derive an expression for the window lendthwhich mini-
noise ratio. mizes the mean-square error of thg#h-order polynomial
Wigner—Ville-based instantaneous frequency estimator. In
deriving this result, a number of simplifying assumptions
have been made and it is not readily apparent what combined
effect this has on the result. In the next section we establish
Using the expression for the big&4) and variancé€39),  the practical usefulness ¢49) by applying the optimal win-
the mean-square errox(L) of the gth-order polynomial dow theory to simulated dafa.

3g| M(2a+3)

b

(49

E. Polynomial Wigner—Ville optimal window length
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SNR (dB) % window length

50 40 30 20 10

100 90 80 70 60_
% window length

FIG. 19. Instantaneous frequency estimator mean-square error for a fifth-

order polynomial phase signal for varying signal-to-noise ratio and window

length. The instantaneous frequency was estimated from the peak of theiG. 20. A contour plot of the mean-square error surface of Fig. 19. The

fourth-order polynomial Wigner-Ville distribution calculated at the central heavy dashed line represents the theoretical line of minimum mean-square

time instant {=0). error calculated using E@49). The finer broken line represents the theoret-
ical variance threshold calculated using E4fl).

IV. EXAMPLES . . . .
also apparent in Fig. 20 where the finer broken line repre-

A. Instantaneous frequency estimator minimum mean- sents the theoretical variance threshold as predicte@ by
square error
2. Example 2

In the previous section we derived an expression for the
P b In this second simulation, the phasez¢f) (50) is modi-

polynomial Wigner—Ville window length which yielded the _ - , L
instantaneous frequency estimator minimum mean-square fied so as to reduce the coefficient of the fifth derivative of

ror. This result is now verified by computer simulation. phase

In these examples we estimate the instantaneous fre- 0.%°
quency of a fifth-order polynomial phase test signal using the ()= 5128 t=0,1,2...N—-1, N=128. (51
fourth-order polynomial Wigner—Ville distribution. The ) ]
polynomial order of the test signal is intentionally chosen to!N€ mean-square error surface for this experiment, calcu-
be higher than that of the time—frequency representation s@teéd at the central time instat 64, is shown in Fig. 21. It

that the optimal window theory can be applied. The test sigfan be seen that, due to the lower value of the fifth deriva-
nal z(t) is of the form(28). tive, the minimum mean-square error occurs for larger win-

dow lengths than for example 1. The theoretical minimum
mean-square error, calculated fr¢4®), is shown in the con-

1. Example 1 ] LR ! )
tour plot of Fig. 22 and again it is closely aligned with the

In the first simulation the phase aft) is chosen to be

t)=0.2%+ 028° 0
¢(t)=0. 564"
t=—N/2+1,...N/2—1, N=128. (50)

w
Using the fourth-order polynomial Wigner—Ville distribu- g_w
tion, the instantaneous frequency was estimated for signal w

-5

to-noise ratio values of 0,2,4,...,30 dB and window length -5 - MW‘

L=2,4,6...,100 as a percentage of the total data length. The »WM
. N

estimator mean-square error was then computed from 20  -20 \\g&\\%\\w“@

realizations. So that the full range of window lengths could
be used, it was necessary to calculate the mean-square err:
at the central time instartie.,t=0) as this is the only point
where a full length window could be applied. The mean-
square error surface for this experiment is shown in Fig. 19
where avalley of minimum mean-square error can be clearly
seen. Figure 20 shows a contour plot of the same mearHG. 21. Instantaneous frequency estimator mean-square error for a fifth-
square error surface. The heavy dashed line represents thger polynomial phase signal for varying signal-to-noise ratio and window

; ; P, _ ength. For the test signal used in this example, the fifth derivative of phase
theoretical line of minimum mean-square error CaICUIatedls less than for the test signal used in Fig. 19. The instantaneous frequency

from (49) and is closely aligned W_ith the empirical resu“-.was estimated from the peak of the fourth-order polynomial Wigner—Ville
The variance threshold effect, as discussed in Sec. lll D 1, isistribution calculated at the central time instant 64).

SNR (dB) % window length
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FIG. 22. A contour plot of the mean-square error surface of Fig. 21. TheFIG. 23. A comparison of the Wigner-Villedotted ling and polynomial
heavy dashed line represents the theoretical line of minimum mean-squaM/igner—Ville (dashed ling based instantaneous frequency estimates of a
error calculated using E¢49). The finer broken line represents the theoret- Simulated passive acoustic signal at 20-dB signal-to-noise ratio. The true
ical variance threshold calculated usi@). instantaneous frequenégolid line) represents an aircraft with the following
parametersh=152.4 m (500 ft), v=30.8 m/s(60 kn), r=1.837 km and

. . . normalized source frequency.
empirical result. The finer broken line represents the theoret-

ical variance thrgshold as predlgted by1) and, as this fourth-order polynomial Wigner—Ville distribution to esti-
threshold is not signal dependent, is unchanged from the pre- . S : ;
vious example. mate the aircraft’'s physical parameters. The time—frequency

representations, and the resulting aircraft parameter estimates
of Table |, were calculated using a 30% window. To dem-
onstrate the influence of the window length, the aircraft pa-
rameters are recalculated in Table Il using a larger window
We now return to our original focus of passive acoustic(50%) and shorter window15%) and are compared to those
parameter estimation. In the first experiment we use a reastimated in Table (30% window.
passive acoustic recording to demonstrate the importance of In this example the estimates were based on a single
using the correct window length in estimating the aircraftrecording and so it is not possible to draw any conclusions as
flight parameters. In experiments 2—4 passive acoustic sigo the relative merit of each of the estimators. However, it
nals are synthesized using the observer frequency n{@el does serve to demonstrate the importance of choosing the
with chosen parameters and with additive stationary, whiteorrect window length when applying the polynomial
Gaussian noise. The sample mean and variance for thé&/igner—Ville distribution(thus including the Wigner—Ville
Wigner—Ville- and fourth-order polynomial Wigner—Ville- distribution to the passive acoustic problem. More quantita-
based estimators are then computed over multiple realizdive results are provided using synthesized passive acoustic
tions so as to evaluate the relative performance of these twdata in the following examples.
estimation schemes. These examples demonstrate that, by
using the optimal window, the fourth-order polynomial
Wigner—Ville distribution will yield flight parameter esti- 2. Experiment 2
mates having lower mean-square error than for the Wigner—
Ville distribution (second-order polynomial Wigner—Ville
distribution in the high signal-to-noise ratio case.

B. Passive acoustic parameter estimation

In this example we use a synthesized sigfil4 data
points, sampling frequencys=4 Hz) representative of an
overflying aircraft at 20-dB signal-to-noise ratio with the fol-
lowing parametersh=152.4 m(500 f{), v,=30.8 m/s(60
kn), r=1.837 km, and normalized source frequency. The
observer frequency model for this signal, which is shown in
In Sec. Il C a recording of an overflying aircraft was Fig. 23 (solid line), exhibits a sharp transition between the
analyzed separately using the Wigner—Ville distribution andmaximum and minimum Doppler shifted frequencies. The

1. Experiment 1

TABLE Il. Comparison of aircraft flight parameter estimates from real passive acoustic data using the Wigner—
Ville and fourth-order polynomial Wigner—Ville distribution where a 5@bold face, 15% (italicized), and
30% (bracketed window length has been used.

Height (m) Velocity (m/s) Range(km) Source freq(Hz)
WVD 897 334 (404 87.871.0(73.3 1.701.25(1.30 66.268.6(68.4
PWVD 383301 (309 71.067.6(68.7 1.261.17(1.2) 68.569.0(68.9
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FIG. 24. An enlarged portion of Fig. 2& the region marked by the dashed F|G. 25. A comparison of Wigner—Ville-basédotted ling and polynomial

rectangular boxwhich shows, for a typical realization, the departure of the Wigner—Ville-based(dashed ling instantaneous frequency estimates of a

Wigner—Ville-based (dotted ling and polynomial Wigner—Ville-based  simulated passive acoustic signal at 12-dB signal-to-noise ratio. The true

(dashed linginstantaneous frequency estimates from the true instantaneoUgstantaneous frequenéyolid line) represents an aircraft with the following

frequency(solid line). parametersh=762.0 m(2500 fj, v =30.8 m/s(60 kn), r=1.837 km and
normalized source frequency.

coefficients ofd3¢(t)/dt® andd®¢(t)/dt® for this instanta-
neous frequency law were estimated to-6.07 and—9.3
x 10~ 4 and the optimal window length for the Wigner—Ville
distribution and fourth-order polynomial Wigner—Ville dis- )
tribution were computed using49) to be 10% and 25%, S Experment3
respectively. Fromi43) the instantaneous frequency estima- In this example, the signal is the same as in example 2
tor mean-square error is predicted to be smaller for theexcept that the signal-to-noise ratio is reduced to 12 dB and
fourth-order polynomial Wigner—Ville than for the Wigner— the height parameter is increased to 762.02500 ff). This
Ville distribution. increase in height is reflected in a more gradually varying
The Wigner-Ville and fourth-order polynomial observer frequency model as shown in Fig. (86lid line).
Wigner—Ville-based instantaneous frequency estimates foFhe coefficients ofd®¢(t)/dt® and d°¢(t)dt® for this in-
this signal are also shown in Fig. 28otted line for Wigner—  stantaneous frequency law were estimated tc-1201 and
Ville and dashed line for polynomial Wigner—Villeand —1.9x10 % and the optimal window length for the Wigner—
more clearly in Fig. 24 for the region marked by the dashedVille and fourth-order polynomial Wigner—Ville distribution
rectangular box in Fig. 23. The sample mean, variance, andiere computed using!9) to be 19% and 39%, respectively.
mean-square error of the aircraft flight parameter estimategrom (43) the instantaneous frequency estimator mean-
based on 50 realizations of this signal, are given in Table lllsquare error is predicted to be larger for the fourth-order
Considering the estimator mean-square error in Tabl@olynomial Wigner—Ville than for the Wigner—Ville distri-
I, these results demonstrate the superior performance of thieution.
fourth-order polynomial Wigner—Ville-based flight param- Typical instantaneous frequency estimates for this signal
eter estimation method for the particular case where there iagre also shown in Fig. 2&lotted line for the Wigner—Ville
a rapid transition in the instantaneous frequetomyrespond- and dashed line for polynomial Wigner—Ville distributjon

ing to a high velocity and/or low altitude aircratind where
the signal-to-noise ratio is above the thresh@ld).

TABLE lIl. Comparison of the actual aircraft flight parameter values with the sample mean and variance of the
Wigner—Ville- and fourth-order polynomial Wigner—Ville-based flight parameter estimators. The deterministic
instantaneous frequency law for this simulated signal is shown in Fig. 23. These statistics were computed from
50 realizations using simulated passive acoustic data at 20-dB signal-to-noise ratio.

Height (m) Velocity (m/s) Range(km) Source freq(norm)
mean variance ~mean variance mean variance mean variance
Actual 152.4 30.8 1.837 1
WVD 227.3 7.08 31.3 0.001 1.889 9810° 0996 1.71&107
PWVD, 154.3 20.26 31.1 0.003 1.854 3:240°° 0.998 7.44% 1077
Estimated MSE Estimated MSE Estimated MSE Estimated MSE
WVD 5617 0.250 27.1810°* 16.17x10°°®
PWVD, 23.87 0.092 3.281074 4.74x10°8
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15 . : : . . . . this signal, are given in Table V. In this example, where the
signal-to-noise ratio is high, the polynomial Wigner—Ville-
based estimator has performed better than the Wigner—Ville
distribution. As predicted by43), the improvement is not as
great as in the first exampl&able Ill) where the coefficient

of d®¢(t)/dt® was higher.
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5. Discussion of results

frequency (normalised)
@

-
N
T

The previous four experiments demonstrated the follow-
ing points. Experiment 1 showed that the flight parameter
estimates are very much dependent on the chosen window
e o S length. The optimal window theory allows us to find the best

time (s) (in the minimum mean-square error sensstimators. Ex-
periment 2 demonstrated that the flight parameter estimator
FIG. 26. An enlarged portion of Fig. 2% the region marked by the dashed 0ased on the fourth-order polynomial Wigner-Ville distribu-
rectangular boxwhich shows, for a typical realization, the departure of the tion is better (again in the minimum mean-square error
Wigner—\_/ille_-based(dotted lineg and p(_)lynomial Wigner—VjIIe-based Sense2 than that based on the Wigner—ViIIe distribution
Ef;suh::cygﬁjtﬁ‘r?éf”eous frequency estimates from the true instantaneoug, oy the signal-to-noise ratio is above the threshold. The
more rapid the transition in the instantaneous frequdity

. . . . 3
The region of Fig. 25 indicated by the dashed rectangula articular, the higher the coefficient df(t)/dt>] the better

box is shown more clearly in the enlarged view of Fig. 26. he performance of the polynomial Wigner—Ville relative to

. . i ‘the Wigner-Ville distributionsee Eq.(42)]. In experiment

The aircraft flight parameter estimator sample mean, vari: . : . .

L 3, the relative performance of the polynomial Wigner—Ville

ance, and mean-square error, base on 50 realizations of this . .~ "~ " T .

. ) . istribution is reduced by two factors; first, the instantaneous
signal, are given in Table IV.

Itis clear from Table IV that the Wigner—Ville distribu- frequency is slowly varying, and second the signal-to-noise

tion has performed better than the fourth-order polynomia(atlo has been reduced. The result is that, under these condi-

. ) e : ; . ions, the Wigner—Ville distribution has performed better
Wigner-Ville distribution. This result is predicted ti43) }han the polynomial Wigner—Ville distribution. However,

and demonstrates that, while the bias of the polynomiaexam le 4 shows that even for a slowly varving instanta-
Wigner—Ville-based estimator is always less than that of the P y varying

Wigner—Ville distribution, the greater variance of the poly- neous fr.equency, the fourth-order polynomlal ngne_r—ynle
. . . TR ) .7 _distribution performs better than the Wigner—Ville distribu-
nomial Wigner—Ville distribution, at reduced signal-to-noise

. L X tion at high signal-to-noise ratio.
ratio, may result in higher estimator mean-square error. . .
In this paper, we have considered a frequency model

which assumes straight, level, and constant velocity flight
throughout the observation period. Other more complex
models may be proposed. For example, it has been

In our final example, the aircraft flight parameters aresuggestetf that the observer frequency model for an aircraft
unchanged from example 3 and the signal-to-noise ratio if a distant(not directly overheadcircular flight path would
increased to 20 dB. The optimal window length for the be of an oscillatory form and therefore highly nonlinear. Be-
Wigner—Ville and fourth-order polynomial Wigner—Ville cause such a flight parameter estimation scheme would ne-
distribution were computed using9) to be 13% and 22%, cessitate the estimation of higher-order instantaneous fre-
respectively. The flight parameter estimator sample mearguency laws, the use of the polynomial Wigner—Ville may
variance, and mean-square error, based on 50 realizations loé¢ particularly appropriate.

-
-
o

4. Experiment 4

TABLE IV. Comparison of the actual aircraft flight parameter values with the sample mean and variance of the
Wigner—Ville- and fourth-order polynomial Wigner—Ville-based flight parameter estimators. The deterministic
instantaneous frequency law for this simulated signal is shown in Fig. 25. These statistics were computed from
50 realizations using simulated passive acoustic data at 12-dB signal-to-noise ratio.

Height (m) Velocity (m/s) Range(km) Source freq(norm)
mean variance mean variance mean variance mean variance
Actual 762.0 30.8 1.837 1
WVD 790.3 1040 31.0 0.098 1.854 74404 0999 6.2K10°°
PWVD, 7925 3140 31.1 0.312 1.867 3:830°° 0.997 3.0&410°°
Estimated MSE Estimated MSE Estimated MSE Estimated MSE
WVD 1841 0.14 1.0%10°3 7.3x10°8
PWVD, 4070 0.40 425103 39.4x10°
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TABLE V. Comparison of the actual aircraft flight parameter values with the sample mean and variance of the
Wigner-Ville- and fourth-order polynomial Wigner—Ville-based flight parameter estimators. The deterministic
instantaneous frequency law for this simulated signal is shown in Fig. 25. These statistics were computed from
50 realizations using simulated passive acoustic data at 20-dB signal-to-noise ratio.

Height (m) Velocity (m/s) Range(km) Source freq(norm)
mean variance ~mean variance mean variance mean variance
Actual 762.0 30.8 1.837 1
WVD 774.8 125.4 30.9 0.026 1.845 1030°* 0.9995 9.3%10
PWVD,  765.6 129.1 30.9 0.026 1.841 1090* 09997 1.0410°°
Estimated MSE Estimated MSE Estimated MSE Estimated MSE
WVD 289.2 0.036 3.9410°* 1.19x10°©
PWVD, 142.0 0.036 1.2810°4 1.13x10°®
V. CONCLUSION frequency laws and the use of the polynomial Wigner—Ville

distribution may therefore be particularly appropriate.
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