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Singlet �ssion is a multiple-exciton-generation process found in organic materials that could

help to enhance the e�ciency of future photovoltaic devices, by overcoming the Shockley-

Queisser limit. In spite of considerable experimental and theoretical attention, di�erent

aspects of the process are still not fully understood. The main reason for this is that singlet

�ssion is characterised by a complex interplay of electronic states, vibrational modes and

electrostatic screening e�ects.

In this thesis we employ ab initio electronic structure techniques to study the excitations in-

volved in �ssion in molecular crystals and dimers, using the well-studied pentacene molecule

as a reference system.

Linear-scaling density functional theory (LS-DFT) is used to model the in�uence of the crys-

tal environment on charge-transfer (CT) con�gurations in the pentacene molecular crystal.

We derive a general dipole correction scheme that allows us to eliminate �nite-size e�ects

from the calculations. We �nd that CT energies are signi�cantly lowered by the response of

the crystal environment, bringing them close to the energies of local excitations. This result

lends support to the idea that the photoexcited precursor state to �ssion has signi�cant CT

character, and emphasises the role played by CT con�gurations in �ssion in the crystal.

Furthermore, we use DFT to parametrise a linear vibronic coupling Hamiltonian of a covalent

dimer of pentacene, forming the basis for many-body quantum dynamics calculations of the

interplay between electronic and vibrational degrees of freedom. This reveals an interesting

role for symmetry in �ssion in such dimers. Due to their high symmetry, couplings that could

enable �ssion are precluded at the ground-state geometry. However, dynamic symmetry

breaking by vibrational modes opens up an e�cient pathway for �ssion, via an avoided

crossing mediated by virtual CT con�gurations.

Finally, we explore the in�uence of di�erent side-groups and solvent environments on �ssion

in pentacene dimers. To this end, we employ DFT with both implicit and explicit solvent

models, combined with large-scale calculations to achieve su�cient sampling of solvent-solute

con�gurations.
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Chapter 1

Introduction

In recent years, the �eld of organic electronics has attracted increasing interest from the

scienti�c community, and has turned into a dynamic area of research that shows great

promise for the future [1]. Organic materials have the potential to provide an alternative to

traditional inorganic semiconductors for important applications such as photovoltaics (PVs),

with the advantages of much reduced cost and less energy-intense production.

However, progress in this �eld is hampered by relatively poor theoretical understanding of

electronic processes in organic materials. One reason for this is that the `band' picture of

weakly interacting electrons and holes, that is so successful for inorganic semiconductors,

breaks down. Instead, electrons and holes in organics form tightly bound quasiparticles,

called excitons. This is a consequence of the fact that organic materials have relatively

small dielectric constants. In addition, disorder is much more prevalent due to the complex

molecular structures encountered in organic materials, strongly a�ecting the dynamics and

energetic alignment of excitons.

Organic solar cells have emerged as a potential alternative to the established silicon cells,

promising much lower manufacturing cost and a lot more versatility with regards to form

factor. The basic principle of operation of an organic solar cell is illustrated in Fig. 1.1. An

electron donor material absorbs light, creating excitons. The excitons are electrostatically

bound electron-hole pairs which di�use through the material and can dissociate when they

meet the donor-acceptor interface. In order for dissociation to be energetically favourable,

the conduction band edge of the acceptor has to be lower than the conduction band edge

of the donor. Dissociation creates free electron-hole pairs, building up a voltage across the

device. A current disadvantage of organic PVs is their relatively low e�ciencies compared

to inorganics, of up to about 13% [2]. This is in part due to higher recombination resulting

from stronger binding of electron-hole pairs, compared to inorganic semiconductors.
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Figure 1.1: The basic working principle of an organic solar cell: light absorption in
the donor creates excitons which dissociate at the donor-acceptor interface, creating
free charge carries.

Another factor imposing a bound on e�ciencies of PVs (organic and inorganic) made from a

single absorbing material is known as the Shockley-Queisser limit [3]. Given a single absorber

with a certain band gap, only photons from the solar spectrum that match the band gap

in energy can be converted e�ciently into charge carriers (Fig. 1.2). Photons with energies

below the band gap simply cannot be absorbed and hence fail to create electron-hole pairs.

While high-energy photons can be absorbed, their excess energy above the band gap is also

wasted. This is because excited electrons above the conduction band edge thermalise their

excess energy very quickly and fall back to the band edge. Given the solar spectrum this

means that an ideal solar cell with a single absorber can achieve a maximum e�ciency of

around 34%.

One approach to circumvent the Shockley-Queisser limit is to construct solar cells with

multiple absorbing materials with di�erent band gaps, giving better coverage of the solar

spectrum [4]. While such multi-junction solar cells achieve high e�ciencies, this is at the

expense of much higher manufacturing complexity and cost. Building a multi-junction cell

requires the layering of a range of di�erent materials, e�ectively connecting several PV

interfaces in series. Because of the electrical connection in series, the band gaps have to be

chosen carefully such as to ensure that the currents across each interface are matched, given

the solar spectrum.
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Figure 1.2: Illustration of the Shockley-Queisser limit. Low-energy sub-band-gap
photons cannot be absorbed. Electrons promoted above the conduction band edge
by high-energy photons quickly thermalise their excess energy and fall back to the
band edge.

Multiple exciton generation (MEG) [5] provides an alternative way of tackling the problem.

The basic idea is simple: thermalisation losses due to relaxation of electrons to the conduc-

tion band edge would be avoided if high-energy photons could be converted into multiple

excitons (each with lower energy, close to the band edge). This process is known to occur

in quantum dots made from inorganic semiconductors [6].

A particularly interesting type of MEG has been observed in organic materials such as

pentacene, called singlet exciton �ssion or singlet �ssion for short [7, 8]. In singlet �ssion,

photoexcited singlet excitons rapidly and spontaneously convert into pairs of triplet excitons

with about half the energy each. The process can occur very e�ciently since it is spin-

allowed: the triplet excitons are correlated in such a way that the overall spin-wavefunction

is still a singlet. Giving a satisfactory account of singlet �ssion has been a challenging

problem for theory. There is ongoing debate in the literature about which electronic states

are involved in the process, and how su�ciently strong coupling is established between these

states. The di�culty for theoretical modelling lies in the involvement of di�erent electronic

states with distinct characters that couple strongly to both the vibrational and electrostatic

environment.

In this thesis we aim address some of these challenges by investigating singlet �ssion in

pentacene using ab initio techniques. To capture the disorder and environment interactions

which are so important in organics, accurate electronic structure methods are required that
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scale favourably to large system sizes. Linear-scaling density functional theory [9] is such

a method, and it has become available only relatively recently. It holds a lot of promise

to elucidate a range of phenomena that arise in organics due to the complex electron-hole

interactions, and which are largely absent in inorganics. We also use density functional

theory to parametrise e�ective models of the interaction between electronic and vibrational

degrees of freedom, forming the basis for sophisticated quantum many-body simulations of

singlet �ssion.

This thesis is structured as follows:

• Chapter 2 reviews the theoretical underpinnings of our primary computational tool,

density functional theory (DFT). In addition to the ground state case, we also review

two excited-state methods, constrained DFT and (linear-response) time-dependent

DFT. The rest of the chapter introduces the concept of linear-scaling DFT in the

context of its implementation in the ONETEP code.

• Chapter 3 lays out the basics of electronic excitations in organic semiconductors, as well

as the basics of the singlet �ssion process and its potential relevance for photovoltaics.

We elaborate these concepts for the case of pentacene and discuss prior experimental

and theoretical work on the mechanism of singlet �ssion in pentacene.

• Chapter 4 details our work on using constrained DFT to obtain bulk-converged en-

ergies of intermolecular charge-transfer states in the pentacene crystal. We devise an

electrostatic correction scheme that allows us to obtain energies in the in�nite-crystal

limit from a range of supercell DFT calculations.

• Chapter 5 discusses work on modelling the dynamics of singlet �ssion in a molecu-

lar pentacene dimer. We employ DFT to parametrise a simpli�ed vibronic coupling

Hamiltonian for this system. Quantum dynamics calculations allow us to trace the

time evolution of electronic states during singlet �ssion, elucidating the crucial role of

vibrational modes in the process.

• Chapter 6 continues our investigation of molecular pentacene dimers, now focusing

on how �ssion is a�ected by side-group engineering and solvent environments. We

perform large-scale time-dependent DFT calculations on dimers, embedded in solvent

shells sampled from empirical-potential molecular dynamics, to model environmental

e�ects. We relate our results to experimental studies of �ssion in pentacene dimers

with di�erent side-groups in a range of solvents.

• Chapter 7 provides a summary of the �ndings and an outlook.
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Chapter 2

Density functional theory

The starting point for all theory of electronic structure is the Hamiltonian describing a

systems of electrons and nuclei,

Ĥ = −
∑
i

~2

2me
∇2
i +

1

2

∑
i 6=j

e2

4πε0|ri − rj |
−
∑
i,I

ZIe
2

4πε0|ri −RI |

−
∑
I

~2

2MI
∇2
I +

1

2

∑
I 6=J

ZIZJe
2

4πε0|RI −RJ |
, (2.1)

where lower/upper case indices refer to electrons/nuclei. The Hamiltonian is composed

of kinetic terms for electrons and nuclei (1st and 4th term), electron-electron Coulomb

interaction (2nd term), potential energy of electrons due to nuclei (3rd term), and nucleus-

nucleus interaction (5th term).

We adopt the Born-Oppenheimer or adiabatic approximation [10], which separates electron

and nuclear dynamics. This is justi�ed due to the separation of mass scales, i.e. me �MI ,

which means that the timescale of electron dynamics is much shorter than the timescale of

nuclear dynamics. Thus the nuclei act as a quasi-stationary background for the electrons,

and restricting the analysis to electrons only is a good approximation. We will drop this

simpli�ed assumption in chapter 5 where we discuss the interaction of electronic and nuclear

degrees of freedom in the context of singlet �ssion.

Disregarding nuclear motion, the fundamental Hamiltonian of electronic structure reads

Ĥ = T̂ + V̂int + V̂ext + EII , (2.2)

with (electronic) kinetic energy operator T̂ , electron-electron interaction V̂int, external poten-

tial due to nuclei V̂ext, and Coulomb interaction of nuclei EII . Within the Born-Oppenheimer

approximation EII is a constant that does not a�ect electron dynamics, and can be ignored in
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most contexts. For the sake of notation we use Hartree atomic units ~ = me = e = 4πε0 = 1

in the following.

Essentially, electronic structure comes down to �nding eigenenergies and eigenstates of the

fundamental Hamiltonian. However, attacking this problem directly is completely imprac-

tical for all but the simplest of cases. The reason for this is the exponential explosion of the

Hilbert space with the number of degrees of freedom. This chapter is dedicated to density

functional theory, a reformulation of the problem that allows the development of approxi-

mate computational schemes with much more favourable scaling than the direct approach.

2.1 Fundamentals of density functional theory

In the following we review the theoretical basis of density functional theory (or DFT for

short), constituted by the Hohenberg-Kohn theorems, stating that the problem of electronic

structure can be reduced to considering functionals of the electronic density only. Fur-

thermore, we discuss the Kohn-Sham approach which is need to make DFT a useful tool

for practical electronic structure calculations. Our exposition of the fundamentals of DFT

largely follows Ref. [11].

2.1.1 The Hohenberg-Kohn theorems

The Hohenberg-Kohn (HK) theorems [12] lie at the heart of density functional theory. The

�rst theorem states that for a many-electron system in an arbitrary external potential Vext(r),

this very potential Vext(r) is determined up to an additive constant by the ground state

electron density n0(r). Hence, n0(r) �xes the system Hamiltonian (up to a constant) and

thereby the whole energy spectrum of the system including the associated wave functions.

This means that all system properties are fully determined by the ground state electron

density n0(r) alone.

The statement of the second HK theorem is that one can de�ne an energy functional E[n]

of the electron density n(r) for any external potential Vext(r), given by

E[n] = F [n] +

∫
d3rVext(r)n(r), (2.3)

where F [n] is a universal functional (independent of the potential), such that the ground

state energy E0 of the system with external potential Vext(r) is the global minimum of E[n].

The density n(r) for which this global minimum is attained is precisely the ground state

density n0(r), i.e. E0 = E[n0].
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Proof of the Hohenberg-Kohn theorems

The proof of the �rst theorem proceeds by contradiction. We suppose there existed two

external potentials V (1)
ext (r) and V (2)

ext (r), di�ering by more than a constant, which give rise

to the same ground state density n0(r). The two potentials lead to di�erent Hamiltonian

operators Ĥ(1), Ĥ(2), and di�erent ground state wave functions
∣∣Ψ(1)

〉
and

∣∣Ψ(2)
〉
which we

assume to have the same density n0(r). Since the ground state wave function minimises the

energy expectation value of its respective Hamiltonian according to the variational principle,

we have the inequalities

E(1) =
〈

Ψ(1)
∣∣∣ Ĥ(1)

∣∣∣Ψ(1)
〉
<
〈

Ψ(2)
∣∣∣ Ĥ(1)

∣∣∣Ψ(2)
〉
, (2.4)

and

E(2) =
〈

Ψ(2)
∣∣∣ Ĥ(2)

∣∣∣Ψ(2)
〉
<
〈

Ψ(1)
∣∣∣ Ĥ(2)

∣∣∣Ψ(1)
〉
. (2.5)

The strict inequalities assume that the ground state is non-degenerate. The theorem also

holds in the degenerate case as will be shown in the discussion of the constrained search

picture. The right hand side of inequality (2.4) can be rewritten with reference to the

external potentials:〈
Ψ(2)

∣∣∣ Ĥ(1)
∣∣∣Ψ(2)

〉
=

〈
Ψ(2)

∣∣∣ Ĥ(2)
∣∣∣Ψ(2)

〉
+
〈

Ψ(2)
∣∣∣ Ĥ(1) − Ĥ(2)

∣∣∣Ψ(2)
〉

= E(2) +

∫
d3r

[
V

(1)
ext (r)− V (2)

ext (r)
]
n0(r).

The Hamiltonians only di�er in the external potential part since the kinetic and interaction

terms are universal for all many-electron systems. Combining this with Eq. (2.4) one obtains

E(1) < E(2) +

∫
d3r

[
V

(1)
ext (r)− V (2)

ext (r)
]
n0(r). (2.6)

An analogous inequality follows from Eq. (2.5), i.e.

E(2) < E(1) +

∫
d3r

[
V

(2)
ext (r)− V (1)

ext (r)
]
n0(r). (2.7)

Adding inequalities (2.6) and (2.7) together leads to the contradictory statement

E(1) + E(2) < E(1) + E(2).

Hence, the initial assumption must have been false and there cannot exist two di�erent

external potentials that lead to the same ground state density. Reversing the statement,

this means that the ground state density uniquely determines the external potential (up to

a constant). Therefore, the ground state density �xes the Hamiltonian of the system, from

which all physical properties follow, in particular the excitation energy spectrum and the

associated wave functions.
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To prove the second theorem we note that since the density determines all properties of the

system including the ground state energy, one can write down the total energy functional

E[n] = F [n] +

∫
d3rVext(r)n(r). (2.8)

The functional F [n] includes kinetic and interaction energy of the electrons:

F [n] = T [n] + Eint[n]. (2.9)

It is by construction a universal functional which applies to all many-electron systems,

independent of the external potential Vext(r). Given some system with ground state density

n(1)(r) and associated external potential V (1)
ext (r), the total energy functional yields the

ground state energy, equal to the expectation value of the Hamiltonian in the ground state:

E(1) = E[n(1)] =
〈

Ψ(1)
∣∣∣ Ĥ(1)

∣∣∣Ψ(1)
〉
. (2.10)

A di�erent density n(2)(r) must correspond to a di�erent wave function
∣∣Ψ(2)

〉
which is

therefore distinct from the ground state wave function. Due to the variational principle this

means that the corresponding energy E(2) must satisfy

E(1) =
〈

Ψ(1)
∣∣∣ Ĥ(1)

∣∣∣Ψ(1)
〉
<
〈

Ψ(2)
∣∣∣ Ĥ(1)

∣∣∣Ψ(2)
〉

= E(2), (2.11)

demonstrating that the functional E[n] attains its global minimum for the density n(1)(r),

i.e. precisely for the ground state density of the system.

Constrained search picture of DFT

The proofs of the Hohenberg-Kohn theorems as shown are not constructive. They merely

demonstrate the existence of a universal density functional but provide no prescription

whatsoever for how this functional might be evaluated. Here, the constrained search picture

of DFT due to Levy and Lieb [13�15] provides an alternative perspective and gives an explicit

(though computationally impractical) de�nition of E[n].

For any wave function |Ψ〉, the energy is just the expectation value of the Hamiltonian

operator, namely

E = 〈Ψ| Ĥ |Ψ〉 = 〈Ψ| T̂ |Ψ〉+ 〈Ψ| V̂int |Ψ〉+

∫
d3rVext(r)n(r), (2.12)

where the expression has been broken down into kinetic energy, interaction energy, and

potential energy due to Vext(r). The ground state of this system can in principle be found

by minimising the energy expectation value over all possible (normalised) wave functions,

i.e.

E0 = min
|Ψ〉
〈Ψ| Ĥ |Ψ〉 (2.13)
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Now, the idea is to interpret this minimisation as a two-step process, �rst minimising over

all wave functions consistent with a given density n(r), and then minimising this object over

all possible densities:

E0 = min
n(r)

[
min

|Ψ〉→n(r)
〈Ψ| Ĥ |Ψ〉

]
≡ min

n(r)
E[n]. (2.14)

One can split E[n] into the kinetic and interaction energy of electrons which is independent

of the external potential, and the potential energy:

E[n] = min
|Ψ〉→n(r)

[
〈Ψ| T̂ |Ψ〉+ 〈Ψ| V̂int |Ψ〉

]
+

∫
d3rVext(r)n(r). (2.15)

This provides an explicit de�nition of the universal density functional:

F [n] = min
|Ψ〉→n(r)

[
〈Ψ| T̂ |Ψ〉+ 〈Ψ| V̂int |Ψ〉

]
. (2.16)

2.1.2 Making DFT practical: The Kohn-Sham system

In principle, the Hohenberg-Kohn theorems state that it is possible to reduce the problem of

electronic structure theory to only considering the density and a universal functional of it.

However, it turns out that this alone is of very limited use in practice since the relationship

between density and system properties is extremely subtle. For example, it is generally not

known how to infer even general system features - like whether a material is a metal or

an insulator - from the electron density. The crux is that density functional theory in its

pure form gives no prescription for a computationally feasible construction of the density

functional.

The idea of Kohn-Sham (KS) theory [16] is to replace the real, interacting electron system

with a �ctitious, non-interacting system (the Kohn-Sham system). The basic assumption

is that the exact ground state density n0(r) can be represented by the density of the non-

interacting auxiliary system. The Hamiltonian consists of the usual kinetic energy operator

T̂ = −1
2

∑
i∇2

i plus an e�ective potential Ve�(r) which includes the external potential and

in principle all many-body e�ects:

Ĥaux = T̂ + Ve�(r). (2.17)

Because now we are dealing with a (formally) non-interacting system, the wave-function can

be represented by a single Slater determinant of spin-orbitals ψσi . The density is then simply

given by a sum of the squared moduli of the spin-orbitals:

n(r) =
∑
σ,i

|ψσi (r)|2 . (2.18)



22 Chapter 2. Density functional theory

Similarly, one can easily evaluate the kinetic energy Ts of the non-interacting system in

terms of the spin-orbitals:

Ts =
1

2

∑
σ,i

∫
d3r |∇ψσi (r)|2 . (2.19)

Now we are in a position to state the Kohn-Sham form of the ground state energy functional

(Eq. (2.8)). It is given by

EKS[n] = Ts[n] + EHartree[n] + Exc[n]︸ ︷︷ ︸
F [n]

+

∫
d3rVext(r)n(r), (2.20)

where the Hartree energy is de�ned as the self-interaction energy of a classical charge dis-

tribution with density n(r) due to Coulomb repulsion:

EHartree[n] =
1

2

∫
d3r

∫
d3r′

n(r)n(r′)

|r− r′|
. (2.21)

The exchange and correlation energy Exc formally takes care of all the contributions due

to many-body exchange and correlation e�ects not accounted for by the other terms. In

particular, both e�ects will tend to keep the electrons apart, thereby lowering the Coulomb

(and hence total) energy of the system. This can be interpreted as the binding energy of

each electron with a positive exchange-correlation hole that it creates in the surrounding

charge distribution.

Still, Exc[n] is an unknown functional since it contains all the subtle many-body e�ects.

However, the Kohn-Sham approach brings the advantage that the exchange-correlation en-

ergy is only a relatively small component of the total energy, and it can be approximated

to a good degree as a (semi-)local functional of the density. Given some approximation

for the xc-functional we would like to minimise Eq. (2.20) with respect to the spin-orbitals

representing the density. This is a variational problem leading to an e�ective Schrödinger

equation with Hamiltonian

ĤKS = T̂ + VKS(r), (2.22)

with

VKS(r) =
δEHartree

δn(r)
+
δExc

δn(r)
+ Vext(r)

= VHartree(r) + Vxc(r) + Vext(r). (2.23)

The eigenvalue equations for the orbitals resulting from the Hamiltonian Eq. (2.22) are

known as the Kohn-Sham equations. They are independent-particle equations with a poten-

tial that depends on the density. Hence, a solution must be found self-consistently since the

orbitals determine the density via Eq. (2.18). In practice, this problem is usually tackled in

an iterative manner, i.e. starting from some initial guess the density is updated based on
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the orbitals found in the last iteration, leading to a new potential and new orbitals obtained

from solving the Kohn-Sham equations using this new potential. This procedure is repeated

until the change of the density/orbitals becomes smaller than some speci�ed convergence

goal.

2.1.3 Exchange-correlation functionals

Finding an exact expression for the exchange-correlation functional Exc[n] is as unrealistic

as �nding an exact form of the universal energy functional F [n]. However, because of the

separation of independent-particle kinetic energy and long-range Coulomb interaction from

Exc[n] in the Kohn-Sham formulation, it is possible to �nd reasonable approximations which

are local or at least semi-local in the density. Here, we will give a short overview of the most

important and widely used approximations for Exc[n].

The local density approximation

The local (spin) density approximation or L(S)DA starts from the observation that the

valence electron density of many condensed matter systems of interest (e.g. metals) is

reasonably close to that of a homogeneous electron gas. For a system close to that limit

it is known that exchange and correlation e�ects are local in nature, and thus independent

of the electron density at a distance. This warrants the following Ansatz for the exchange-

correlation functional:

ELDA
xc [n] =

∫
d3rn(r)εhomxc (n(r)), (2.24)

where εhomxc (n) is the xc energy per particle of a uniform (and unpolarised) electron gas

with density n. The exchange part of this energy can be calculated analytically from the

Hartree-Fock theory of the uniform electron gas, one obtains

εhomx (n) = −3

4

(
3

π

)1/3

· n1/3. (2.25)

If spin polarisation plays a role, i.e. n↑(r) 6= n↓(r), one has to consider the more general

form εhomxc = εhomxc (n↑, n↓). The correlation energy of the homogeneous electron gas cannot

be calculated analytically, except for limiting cases which can be treated perturbatively (i.e.

the high-density limit). However, it is possible to obtain this energy numerically to high

accuracy employing Monte Carlo methods [17]. Empirical �ts to these results are usually

used in practical DFT calculations.

Because LDA treats the e�ects of exchange in a purely local manner, it su�ers from self-

interaction errors which are especially pronounced in very con�ned systems (e.g. atoms).
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Still, the approximation gives decent results for a wide range of systems. This is due to the

fact that LDA obeys a range of certain conditions or sum rules that have to be satis�ed by

the exact xc-functional Exc[n] since the approximation is exact in the homogeneous case [18].

Also, its low computational cost makes it an attractive choice in practice, especially when

treating large systems.

Generalised-gradient approximations

There is a wide variety of approximate functionals that go beyond the LDA. As a �rst

re�nement one can formulate functionals that not only depend on the local density but

also its gradient (and higher derivatives), known as generalised-gradient approximations

(GGAs) [16,19,20]. A GGA functional has the general form (including spin)

EGGA
xc [n↑, n↓] =

∫
d3rn(r)εxc(n

↑, n↓, |∇n↑|, |∇n↓|, . . .). (2.26)

This method amounts to a low-order expansion of exchange and correlation energies in

derivatives of the density. The coe�cients of this expansion can be calculated analytically.

However, this approach does not result in a systematic improvement compared to LDA. The

problem is that GGA functionals violate exact conditions satis�ed by LDA, and the low-

order expansion often breaks down due to the rapidly changing densities in real materials.

Examples of popular choices of GGAs are the PBE functional proposed by Perdew, Burke

and Enzerhof [21], and the BLYP functional combining an exchange term proposed by

Becke [22] and a correlation term proposed by Lee, Yang and Parr [23].

Hybrid functionals

A host of more re�ned functionals have been developed that go beyond LDA and GGA by

including more non-locality. One can abandon the notion of explicit density functionals and

reference the KS orbitals directly (as in the de�nition of Ts). This makes it possible to de�ne

functionals that include Hartree-Fock exchange between the KS orbitals. Such functionals

are known as hybrid functionals. This approach can be motivated with the idea of adiabatic

connection. Starting with non-interacting electrons, one can imagine the Coulomb interac-

tion between the electrons being turned on slowly until it reaches its physical value. For the

non-interacting system Hartree-Fock exchange is exact, whereas the exchange-correlation

of the fully interacting system can be approximated with a (semi-)local functional. This

suggests taking some weighted average of the two to de�ne a functional. An example of a

widely used hybrid functional is B3LYP [24]:

EB3LYP
xc = ELDA

x + a0(EHF
x − ELDA

x ) + ax(EGGA
x − ELDA

x ) + ac(E
GGA
c − ELDA

c ), (2.27)
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where a0 = 0.20, ax = 0.72, and ac = 0.81. Hybrid functionals overcome some of the errors

inherent in the (semi-)local functionals, but signi�cantly increase the computational cost of

calculations.

Range-separated hybrid functionals

While hybrids constitute an improvement over LDA/GGA, they still have signi�cant short-

comings in scenarios where long-range exchange is important, such as charge-transfer and

dissociation curves. Because they only contain a fraction of Hartree-Fock exchange the ex-

change potential asymptotically behaves as −a0/r, where a0 is the fraction of Hartree-Fock

exchange (a0 = 0.20 for B3LYP), instead of the exact −1/r behaviour. One can correct the

long-range behaviour while retaining the functional at short ranges by splitting the Coulomb

interaction into short and long-range parts [25]:

1

r
=

1− erf(µr)
r

+
erf(µr)
r

, (2.28)

where erf is the error function and µ is a parameter controlling the separation between

short and long ranges. Now, the LDA/GGA contribution to exchange is calculated using

the short-range Coulomb interaction, while the long-range part is used in the evaluation of

Hartree-Fock exchange. This procedure is referred to as long-range-correction (LC). Given

a (semi-)local starting functional, such as BLYP, one obtains a long-range-corrected version

of the functional, in this case LC-BLYP.

2.2 Time-dependent density functional theory

Kohn-Sham DFT as described in the previous section is a ground state theory. As such it is

therefore not directly suited to treat excitations of a system. The energy eigenvalues of the

Kohn-Sham orbitals in ground state DFT generally do not have physical meaning, except

for the eigenvalue of the highest occupied orbital which corresponds to the negative of the

�rst ionization energy (by virtue of Koopmans' theorem [26]). In particular, eigenvalues of

unoccupied orbitals cannot be interpreted as excitation energies. In order to make progress

it is necessary to go beyond ground state DFT by including time dependence. This time-

dependent version of DFT (TDDFT) is capable of describing excitations from the ground

state and the associated energies. The central object of this approach is the time-dependent

density n(r, t) which bears essentially a one-to-one relationship with the time-dependent

external potential Vext(r, t), established by the Runge-Gross theorem [27]. In a manner

similar to ground state DFT, one can construct a time-dependent Kohn-Sham system. In the

TDDFT framework, the excitations and their energies manifest themselves in the response
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of this Kohn-Sham system to time-dependent perturbations of the external potential. The

brief review of the TDDFT method we present here mostly follows Ref. [28].

2.2.1 The Runge-Gross theorem

The general time-dependent many-electron problem is governed by the time-dependent

Schrödinger equation:

i∂t |Ψ(t)〉 = Ĥ |Ψ(t)〉 ≡
[
T̂ + V̂int + V̂ext(t)

]
|Ψ(t)〉 , (2.29)

where V̂ext(t) is the operator corresponding to the time-dependent external potential Vext(r, t).

The Runge-Gross theorem is the time-dependent analogue of the Hohenberg-Kohn theorems

in the time-independent theory. It states that there exists a one-to-one correspondence be-

tween the time-dependent density n(r, t) and the external potential Vext(r, t), given that

the time evolution starts from a �xed initial state |Ψ(0)〉 ≡ |Ψ0〉 [27]. By considering the

equations of motion for the current density j(r, t), the proof of the theorem demonstrates

that densities evolving from the initial wave function |Ψ0〉 in di�erent time-dependent po-

tentials Vext(r, t) are necessarily di�erent. This assumes that the potentials are analytic in

time around the initial time. In addition, the solutions of the time-dependent Schrödinger

equation are known to be unique, hence the one-to-one correspondence is established. As

a consequence, the time-dependent density (together with the initial state) uniquely de-

termines the wave function up to a phase. This means that the expectation value of any

observable is a functional of the density and the initial state.

2.2.2 Time-dependent Kohn-Sham system

As in the ground state theory, �nding explicit functionals of the density which are practically

useful is a hard problem. Again, switching to a non-interacting (but now time-dependent)

Kohn-Sham system is the way forward. The non-interacting wave function must reproduce

the density found in the interacting case. The question of whether this is possible in general is

known as the (non-interacting) V -representability problem [29]. The answer to this question

turns out to be positive under a range of reasonable assumptions about the density [30].

The time-dependent KS equations describe the time evolution of the KS orbitals:

i∂tψ
σ
j (r, t) =

[
−1

2
∇2 + VKS[n](r, t)

]
ψσj (r, t), (2.30)

with a KS potential that splits into Hartree, exchange-correlation, and external potential

contributions as in the ground state case, i.e.

VKS[n](r, t) =

∫
d3r′

n(r′, t)

|r− r′|
+ Vxc[n](r, t) + Vext[n](r, t). (2.31)
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Strictly, the functionals not only depend on the density but also on the initial states of the

interacting and non-interacting systems. However, if these states are non-degenerate ground

states (which is the case for a wide range of systems) then all potentials are functionals of

the density alone.

2.2.3 Linear-response formalism for TDDFT

In principle, one could now start in the ground state and then integrate the time-dependent

KS system with a perturbation of the external potential. The (time-domain) Fourier trans-

form of the density response would then give access to the excitation spectrum. A more

practical approach that works directly in the frequency domain is based on a linear-response

formalism which considers the �rst order response of the density to a perturbation of the

external potential [31, 32]. Poles of the response function in the frequency domain corre-

spond to resonant driving, i.e. excited eigenstates of the system. This approach is known

as linear-response TDDFT (LR-TDDFT).

We consider a system that is in its ground state initially. At time t = 0 a perturbation of

the external potential is switched on (e.g. electromagnetic wave). We write the potential as

Vext(r, t) = Vext,0(r) + δVext(r, t), (2.32)

with δVext(r, t) ≡ 0 for t ≤ 0. We now de�ne the linear density response function χ as

χ(r, t; r′, t′) =
δn(r, t)

δVext(r′, t′)

∣∣∣∣
Vext,0

. (2.33)

In terms of χ the �rst order density response n1 to the perturbation δVext is given by

n1(r, t) =

∫ ∞
0

dt′
∫

d3r′χ(r, t; r′, t′)δVext(r
′, t′). (2.34)

Using time-dependent perturbation theory, the response function can be evaluated in terms

of the full spectrum |Ψj〉, Ωj , yielding the spectral representation:

χ(r, r′, ω) =
∑
j

[
〈Ψ0| n̂(r) |Ψj〉 〈Ψj | n̂(r′) |Ψ0〉

ω − Ωj + i0+
− 〈Ψ0| n̂(r′) |Ψj〉 〈Ψj | n̂(r) |Ψ0〉

ω + Ωj + i0+

]
, (2.35)

where n̂(r) =
∑

i δ(r − r̂i) is the density operator, |Ψ0〉 denotes the (unperturbed) ground
state, and a Fourier transform from the time di�erence t − t′ to the frequency ω has been

applied (exploiting time-translational invariance). As such, this expression is not helpful if

applied to the full interacting system since its evaluation already requires full knowledge of

the spectrum. The idea of LR-TDDFT is to calculate the response χKS of the non-interacting

KS system using Eq. (2.35), and then relate χKS to the �real� response function χ.
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In order to evaluate the response of the KS system one has to enumerate all its states. They

are simply given by all possible Slater determinants of the KS spin-orbitals ψσk . Plugging

those into Eq. (2.35) yields

χKS(r, r′, ω) =
∑
k,l

∑
σ

(fσk − fσl )
ψσk (r)∗ψσl (r)ψσl (r′)∗ψσk (r′)

ω −
(
εσl − εσk

)
+ i0+

, (2.36)

where the εσi denote KS eigenvalues and the fσi are the occupation numbers of the KS spin-

orbitals in the ground state. To relate the KS response χKS to the �real� response χ we

essentially employ the chain rule for functional derivatives, i.e.

χ(r, t; r′, t′) =
δn(r, t)

δVext(r′, t′)

∣∣∣∣
Vext,0

=

∫
dt′′
∫

d3r′′
δn(r, t)

δVKS(r′′, t′′)

∣∣∣∣
VKS[n0]

· δVKS(r′′, t′′)

δVext(r′, t′)

∣∣∣∣
Vext,0

=

∫
dt′′
∫

d3r′′χKS(r, t; r′′, t′′) · δVKS(r′′, t′′)

δVext(r′, t′)

∣∣∣∣
Vext,0

The remaining derivative in the expression can be rewritten using the de�nition of the KS

potential Eq. (2.31):

δVKS(r′′, t′′)

δVext(r′, t′)

∣∣∣∣
Vext,0

=

∫
d3r′′′

[
1

|r′′ − r′′′|
+ fxc[n](r′′, t′′; r′′′, t′′′)

]
χ(r′′′, t′′; r′, t′)

+ δ(r′′ − r′)δ(t′′ − t′)

The exchange-correlation kernel fxc is de�ned as

fxc(r, t; r
′, t′) =

δVxc[n](r, t)

δn(r′, t′)

∣∣∣∣
n0

. (2.37)

We now put everything together and perform a Fourier transform with respect to t− t′. The
convolution theorem takes care of the remaining time variables t′′, t′′′, and we obtain

χ(r, r′, ω) = χKS(r, r′, ω)

+

∫
d3r′′

∫
d3r′′′χKS(r, r′′, ω)fHxc(r

′′, r′′′, ω)χ(r′′′, r′, ω),

(2.38)

with the Hartree-xc kernel fHxc given by

fHxc(r, r
′, ω) =

1

|r− r′|
+ fxc(r, r

′, ω). (2.39)

To simplify notation we can interpret the functions in Eq. (2.38) as in�nite-dimensional

matrices with entries labelled by position coordinates, and write

χ(ω) = χKS(ω) + χKS(ω) · fHxc(ω) · χ(ω). (2.40)
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Rearranging gives

[1− χKS(ω) · fHxc(ω)] · χ(ω) = χKS(ω). (2.41)

Now, while χ has poles at the true excitation energies, the poles of χKS occur at the dif-

ferent excitation energies of the KS system. Therefore, for the equation to hold the matrix

described by the expression in square brackets must have vanishing eigenvalues for the true

excitation energies (such that it can cancel the poles). Put a di�erent way, for the eigenvalue

equation

χKS(ω) · fHxc(ω) · ξ(ω) = λ(ω)ξ(ω), (2.42)

with eigenvalues λ(ω) and eigenvectors ξ(ω) we necessarily have λ(Ωj) = 1 at the true

excitation energies Ωj . For the purpose of practical use in calculations this equation is

recast into a form �rst introduced by Casida [33], namely an eigenvalue equation for the

true excitation energies: ∑
q′

[
Mqq′(Ω) + ωqδqq′

]
βq′ = Ωβq. (2.43)

The expression uses double-indices q = (i, a) labelling transitions of the KS system from

orbital i to a with energy ωq = εa − εi. βq is a vector describing the excitation in terms of

these KS transitions labelled by q. The matrix M is given by

Mqq′(ω) = αq′

∫
d3r

∫
d3r′Φ∗q(r)fHxc(r, r

′, ω)Φq′(r
′), (2.44)

with αq′ = ±2 depending on whether the transition q′ is from occupied to unoccupied

(positive sign) or vice versa, and the transition density de�ned as

Φq(r) = ψ∗i (r)ψa(r). (2.45)

Eq. (2.43) contains in�nitely many KS transitions and must therefore be truncated in prac-

tice. Also, it is often a good approximation to only include transitions from occupied to

unoccupied KS orbitals. This so-called Tamm-Danco� approximation [34] is justi�ed for

systems where the KS orbitals provide a reasonably accurate description of the fully in-

teracting ground state. Another approximation that is widely employed is the adiabatic

approximation, i.e. making the exchange-correlation kernel independent of frequency. This

assumes that the exchange-correlation potential depends essentially only on the instanta-

neous density, and has no memory of the history of n. This makes M independent of ω,

hence the problem of solving Eq. (2.43) becomes much more tractable.

2.3 Constrained density functional theory

An alternative way to go beyond a pure ground state theory is constrained density functional

theory (cDFT). As the name suggests, the idea is to impose constraints on the system,
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speci�cally on the electron density. The states described by such constraints are generally

not energy eigenstates (as in TDDFT) but so-called diabatic states. As properties of the

systems of interest are changed (such as geometry) diabatic states de�ned by charge density

constraints retain their electronic character (e.g. being of charge-transfer type). At the same

time, the character of (adiabatic) eigenstates is generally signi�cantly altered as the system

parameters change. In order to obtain eigenstates from cDFT it is necessary to identify

and construct a relevant subspace of the Hilbert space with appropriate constraints, and

calculate couplings between the states in this subspace. A diagonalisation of the subspace

Hamiltonian then yields approximate eigenstates.

A main advantage of constrained DFT over the previously described LR-TDDFT with local

functionals and the adiabatic approximation is its accuracy in predicting energies of charge-

transfer states (i.e. states with signi�cant spatial charge separation) [35,36]. Also, while the

adiabatic approximation in TDDFT precludes the successful description of multi-excited

states, such excitations are accessible for cDFT providing appropriate constraints can be

formulated [37,38].

Mathematically, the problem of constrained DFT can be formulated using an extended

energy functional. It consists of the familiar total energy functional E[n] augmented with a

set of Lagrange multiplier terms which impose a chosen set of constraints on the density:

W [n, (Vk)] = E[n] +
∑
k

Vk

(∫
d3r

∑
σ

wσk (r)nσ(r)−Nk

)
, (2.46)

where the Vk are constraining potentials (Lagrange multipliers), the wσk are spin-dependent

weight functions, and theNk are target populations. The role of the weight functions wσk is to

select designated regions of the spin-density to integrate over. By adjusting the constraining

potentials self-consistently these integrated electron populations are to be matched with

the chosen target populations Nk, while minimising the total energy with respect to the

density. The result of this procedure is a total energy and density such that the density is

consistent with the chosen constraints and the total energy is minimal. With reference to

the newly introduced functional W [n, (Vk)] one can reformulate the problem as a minimax

optimisation, i.e.

E = min
n

max
Vk

W [n, (Vk)]

= min
n

max
Vk

[
E[n] +

∑
k

Vk

(∫
d3r

∑
σ

wσk (r)nσ(r)−Nk

)]
. (2.47)

As long as at least one of the constraints is not satis�ed some of the expression in round

brackets are non-zero. This means that the inner maximisation over the constraining poten-

tials Vk can make the value of the functional arbitrarily large. Hence, the outer minimisation
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over n can only be successful on the submanifold that is consistent with all the constraints.

On this submanifold in turnW [n] ≡ E[n] holds since all the terms in round brackets vanish.

Therefore, for the density n0 which solves the optimisation problem Eq. (2.47), we also have

W [n0] = E[n0].

We de�ned populations to be targeted by the cDFT procedure through explicit integration

of the spin-density with weight functions. In practice, there exists a certain arbitrariness

in how the weight functions are chosen. This is especially the case if the spatial regions to

be constrained are not well separated, but belong to a single molecule or molecules with

signi�cantly overlapping orbitals. The linear-scaling methods which are subject of the next

section represent the electronic state in terms of a density operator expanded in local, non-

orthogonal basis functions. Here, it is natural to refer to the local basis functions to de�ne

subspaces and calculate populations. However, �nding the right prescription for projecting

out subspace populations using a non-orthogonal basis set turns out to be quite a subtle

issue, which is brie�y touched upon in section 2.4.4, and then covered in more detail in

chapter 4.

2.4 Linear-scaling DFT with ONETEP

Traditional implementations of DFT construct the non-interacting KS system with an ap-

proximate xc functional as was outlined above, and then explicitly solve the KS equations

iteratively until self-consistency is reached. Since computing resources are limited, it is

necessary to expand all the functions in a �nite basis set. Most commonly, plane waves

commensurate with the simulation cell with an adjustable short-wavelength cuto� are used,

in combination with appropriate pseudopotentials. A plane wave basis set makes it espe-

cially easy to apply the kinetic energy operator, and switching between basis and real-space

representations can be done with e�cient fast Fourier transforms. However, the approach

comes with an inherent cubic scaling of the method with system size. The reason is that

solving the KS equations amounts to a matrix diagonalisation which scales cubically. Some

methods (especially suited for larger systems) employ an iterative scheme rather than direct

diagonalisation of the KS system. Still, enforcing the orthonormality requirement on the

set of KS orbitals is an operation that scales cubically. Even though this scaling behaviour

is quite moderate compared to higher-level methods, it still limits calculations to systems

with hundreds to a few thousands of atoms on high-performance hardware.

The ONETEP code [39, 40] is an example for a range of approaches that aim to enable

DFT calculations which scale linearly with system size. In order to achieve this goal, it

is necessary to do away with explicit references to a plane wave basis set and to the KS
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equations/orbitals. These concepts are replaced with a density matrix expanded in a set of

non-orthogonal, local orbitals centred on the atoms. A distinctive feature of ONETEP is

that even though it does not use plane waves directly, its basis set of localised functions is

equivalent to plane waves. This greatly facilitates comparisons with traditional DFT codes.

A further requirement for achieving linear scaling is to exploit the fact that systems with a

band gap are `nearsighted', i.e. the local density does not depend on the potential beyond

a certain range.

2.4.1 Density matrix formulation of DFT with localised orbitals

In the ONETEP method the concept of Kohn-Sham orbitals is replaced with an equivalent

description in terms of the (single-particle) density matrix ρ(r, r′) given by

ρ(r, r′) =
∑
k

fkψ
∗
k(r)ψk(r

′), (2.48)

where the ψk are KS orbitals and the fk are occupation factors. For the sake of simplicity

we disregard spin-dependence of the orbitals in this discussion. For the class of systems with

a band gap all orbitals up to the Fermi level are doubly occupied with spin up and spin

down electrons (fk = 1), while all higher orbitals are empty (fk = 0). As a result of this

binary occupation scheme and the fact that the KS orbitals are orthonormal it follows that

the density matrix is idempotent, i.e. ρ2 = ρ. The local electron density can be recovered

from the diagonal elements of the density matrix, since

n(r) = 2
∑
k

fkψ
∗
k(r)ψk(r) = 2ρ(r, r), (2.49)

where the factor of 2 accounts for the double occupation of the orbitals due to spin-

degeneracy. In the density matrix framework the total energy is obtain by tracing the

associated operator with the Hamiltonian, namely

E = 2 · tr
(
ρ̂ĤKS

)
− EDC[n], (2.50)

where EDC accounts for double counting in the Hartree and xc terms. This form of the

energy suggests an alternative approach to DFT that does not reference the KS orbitals

explicitly, i.e. to minimise the energy given by the trace formula with respect to the density

matrix. During this minimisation it has to be ensured that the total number of electrons N

is conserved. This is achieved by constraining the trace of the density matrix:

2

∫
d3rρ(r, r) = N. (2.51)
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In addition, the density matrix must satisfy the idempotency constraint such that the system

obeys Fermi statistics:

ρ2(r, r′) =

∫
d3r′′ρ(r, r′′)ρ(r′′, r′) = ρ(r, r′). (2.52)

At this point, it is important to note that even though we have abandoned direct references

to KS orbitals, the density matrix still has order N2 entries. This means that without further

approximations, key steps of the calculation like evaluating the total energy (Eq. (2.50)) do

not scale linearly. Here, the concept of `nearsightedness' that was alluded to earlier comes in.

It has been shown that for a system with a band gap the density matrix decays exponentially

with separation [41�43], i.e.

ρ(r, r′) ∼ e−γ|r−r′|, (2.53)

at large separations |r−r′|. This property makes it possible to truncate the density matrix at

large separations, making it sparse, and thereby reducing the scaling to order N . However,

in order to exploit this kind of locality it is necessary to use a set of local functions to

represent the density matrix. Expanded in functions which span the whole system (like

KS orbitals or plane waves) ρ would still appear fully dense. Therefore, ONETEP uses so-

called non-orthogonal generalised Wannier functions (NGWFs) as its basis set [44]. These

functions which we denote by φα(r) are centred on the atoms and are each con�ned within a

cuto� radius Rα (ensuring locality). Expanding the density matrix in terms of the NGWFs

(using operator notation for simplicity) yields

ρ(r, r′) = 〈r| ρ̂
∣∣r′〉 =

∑
α,β

〈r|φα〉〈φα|ρ̂|φβ〉〈φβ|r′〉

=
∑
α,β

φα(r)〈φα|ρ̂|φβ〉φ∗β(r′)

≡
∑
α,β

φα(r)Kαβφ∗β(r′), (2.54)

where the last line introduces the density kernel Kαβ and the functions with upstairs indices

denote duals of the NGWFs, satisfying 〈φβ|φα〉 = δαβ . Since the NGWFs are not chosen to

be orthogonal the duals are not simply equal to the NGWFs themselves but rather result

from a transformation of the basis with the inverse of the NGWF overlap. Because the

NGWFs form a set of localised basis functions it is possible to exploit the exponential decay

of the density matrix by discarding entries of the density kernel corresponding to NGWFs

further apart than some cuto� radius RK . This makes Kαβ a sparse matrix which can be

processed with a computational e�ort that scales order N . The resulting approximation

is controlled both by RK and the NGWF cuto� radii Rα. Linear-scaling calculations with

kernel truncation should be converged with respect to these parameters.
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2.4.2 Optimisation procedure

The approach to minimising the energy taken by ONETEP involves both optimising the

(density) kernel and the NGWFs. In principle, one could keep the basis �xed and only

optimise the kernel. This has the disadvantage of requiring a large basis set to accurately

represent the density matrix. The philosophy of ONETEP is to use a minimal basis set of

NGWFs which are optimised in situ in conjunction with the kernel.

To ensure idempotency, the method uses a combination of puri�cation transformations and

penalty functionals [45�47]. A puri�cation transformation is a polynomial operation on the

density matrix which is designed to push its eigenvalues (i.e. the occupation numbers fk)

towards 0 or 1. Puri�cation only works as long as the eigenvalues are within certain bounds,

so an additional method is needed (especially early in the calculation). This is the penalty

functional method which adds a functional P [ρ] to the energy to enforce impotency.

The NGWF optimisation requires the NGWFs to be represented as a linear combination

of functional primitives, such that the optimisation can be performed by adjusting the

expansion coe�cients. The ONETEP method uses so-called psinc functions for this purpose.

They can be de�ned as linear superpositions of plane waves on a �nite grid, and each psinc

is non-zero on exactly one grid point only. In addition, they have the convenient property

of being mutually orthogonal. Because of the de�nition of the psinc functions in terms of

plane waves it follows that the NGWFs are also related to plane waves. Hence, switching

between plane waves and a real space representation on the �nite grid (needed to evaluate

the energy) can be e�ciently implemented using fast Fourier transforms (FFTs). If the FFTs

were performed globally on the whole simulation cell, however, this would lead to a scaling

worse than order N . Global FFTs are actually not needed since each NGWF has a strict

cuto� and is non-zero only in some small part of the simulation cell. Therefore, the so-called

FFT box technique is employed which associates a smaller FFT box with each NGWF [48].

It is centred on this NGWF and contains it together with its overlapping neighbours which

is necessary for consistency. With the FFT box technique, ONETEP is able to retain order

N scaling for all parts of the evaluation of the density and the Hamiltonian.

2.4.3 LR-TDDFT in ONETEP

The linear-response formalism for TDDFT is also implemented in ONETEP [49]. A number

of modi�cations are necessary to obtain a method that is linear-scaling. These are very much

in the spirit of previously described approaches, i.e. avoiding explicit matrix diagonalisations

and using a description in terms of density matrices instead of KS orbitals.
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Since the minimal set of NGWFs is optimised speci�cally to represent the occupied space, it

will generally only poorly represent the manifold of excited states. To overcome this problem,

a second set of NGWFs χα is generated to represent the space of low-lying excited states [50].

This is done in a second optimisation procedure after the ground state calculation. The

NGWFs φα representing the occupied states are used in the Hamiltonian to project out the

valence manifold and shift it to higher energies. The energy of this conduction Hamiltonian

is then minimised with respect to a conduction density kernel and the conduction NGWFs

χα. A limitation of the method is that the localised conduction NGWFs do not provide a

natural basis for higher energy delocalised or even unbound conduction states.

The central object of the linear-scaling approach to LR-TDDFT is the response density

matrix

ρ̃(r, r′) =
∑
α,β

χα(r)Rαβφ∗β(r′), (2.55)

with a representation in terms of valence and conduction NGWFs given by the response

kernel Rαβ . The response density matrix describes a (single-particle) excitation of the non-

interacting system as a superposition of transitions from valence to conduction NGWFs. To

avoid having to construct the TDDFT matrix appearing in Casida's equation (Eq. (2.43))

out of KS orbitals the problem of �nding the low-lying eigenvalues can be rebranded as a

minimisation [49]. To perform the minimisation it is necessary to evaluate the action of the

TDDFT matrix on the response density matrix. If all components of the Hamiltonian are

represented in the set of valence/conduction NGWFs, all references to KS orbitals disappear.

In addition, the locality of the basis set means that sparse matrices are obtained in this

representation. Hence, it is possible to evaluate the action of the TDDFT matrix with sparse

algebra, provided that the response and conduction density matrices can be truncated as

well. For many systems this truncation appears to be a reasonable approximation, at least

for obtaining low-lying excitations [51, 52], even though a general argument to justify this

approach is lacking.

2.4.4 cDFT in ONETEP

The cDFT implementation in ONETEP uses local functions centred on the atoms as projec-

tors to de�ne populations of constrained subspaces. Possible choices for the local functions

are pseudo-atomic orbitals or the self-consistently optimised NGWFs themselves. A compli-

cation arises from the fact that the local functions are non-orthogonal. It is then necessary

to have an appropriate de�nition of projector duals. Here, an ambiguity arises regarding

the question over which function space the duals should be constructed. Possible choices

are duals local to each atom, global duals, or duals that are local to each of the constrained
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subregions of the given cDFT calculation. The two extreme positions su�er from signi�cant

overcounting, and highly non-local behaviour of the population analysis, respectively. A

good compromise is the third option, it can also be shown to be `tensorial', i.e. it ensures

that the population analysis is independent of the choice of local basis functions [53]. We

have implemented this prescription in ONETEP and employ it for our cDFT calculations

on the pentacene system presented in chapter 4. There we also provide a more detailed

description of this approach.
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Chapter 3

Excitations in organic materials and

singlet �ssion

3.1 Excitons: bound excitations

Electronic excitations in materials with a band gap result from the promotion of electrons

out of the ground state into the manifold of states above the band gap. Each electron that is

promoted to an excited state leaves a positively charged hole in the ground state manifold.

In inorganic semiconductors, such as Si or GaAs, the dielectric constant is fairly large due to

the presence of a population of high-mobility charge carriers created by thermal excitation at

non-zero temperatures. These screen the Coulomb interaction between electrons and holes

very e�ectively and warrant a description in terms of non-interacting quasiparticles. The

quasiparticles essentially behave like free charges, such that the electronic properties of the

material can be described in terms of a band structure comprised of single-particle states.

In contrast, organic materials are characterised by a much smaller dielectric constant. As

a result, the Coulomb interaction is screened less e�ectively, and an independent-particle

description of excitations is no longer valid. Rather than behaving like free charges, the

electron and hole created in an excitation event form a coulombically bound state, called an

exciton. Typical binding energies are in the range of a few tenths of an eV. The Coulomb

attraction between electron and hole in conjunction with inevitable disorder in most organic

materials lead to localisation of the excitons. According to the relative localisation of elec-

tron and hole, a distinction is drawn between so-called Frenkel and charge-transfer excitons

(details below).
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3.1.1 Frenkel excitons

Localised Frenkel excitons have as their de�ning property that electron and hole essentially

occupy the same space, and no signi�cant charge separation (compared to the ground state)

is present. In organic molecular crystals this usually means that the exciton is mostly

con�ned to just a single molecular unit. The proximity of the quasiparticles means that the

exchange interaction is signi�cant. Hence, relative spin alignment has a marked e�ect on

the energy of Frenkel excitons. To see this we look at a very simpli�ed model which only

considers the two electrons in the highest occupied molecular orbital (HOMO) in the ground

state con�guration. Also, we restrict the Hilbert space to only the HOMO and the lowest

unoccupied molecular orbital (LUMO), denoted by φH(r) and φL(r), respectively. A single-

particle excitation is then approximated as the promotion of one electron from the HOMO

to the LUMO. If the excitation is a spin-singlet with total spin 0 and antisymmetric spin

wave function, then, in order to obey Fermi statistics, the spatial part of the two-particle

wave function is necessarily symmetric, i.e.

ψS(r, r′) = [φH(r)φL(r′) + φL(r)φH(r′)]/
√

2. (3.1)

On the other hand, for triplet excitations with total spin 1 and symmetric spin wave func-

tions, we require an antisymmetric spatial wave function

ψT(r, r′) = [φH(r)φL(r′)− φL(r)φH(r′)]/
√

2. (3.2)

For a spin-independent Hamiltonian the energy di�erence ES − ET is twice the exchange

energy J , where

J =

∫
d3r

∫
d3r′φ∗H(r)φ∗L(r′)

1

|r− r′|
φL(r)φH(r′). (3.3)

This describes the self-interaction energy of a `charge distribution' given by the HOMO-

LUMO overlap. For localised Frenkel excitons this will be signi�cant, resulting in a large

singlet-triplet gap. The energy di�erence exhibits a downwards trend with increasing size of

the molecular units: if HOMO and LUMO are delocalised over a large molecule, the �charge

distribution� is more delocalised as well, resulting in a smaller self-interaction energy. For

a linear molecule with length `, wave function normalisation requires φH, φL ∼ `−1/2, hence

the exchange interaction scales J ∼ `−1 by dimensional analysis.

3.1.2 Charge-transfer excitons

Charge-transfer (CT) excitons are characterised by a spatial separation of electron and hole.

One can draw a distinction between intra- and intermolecular CT states according to the

localisation of the quasiparticles on the same molecular unit or di�erent units. The overlap
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of initial and �nal orbital of the transition is much smaller for CT excitons due to spatial

separation. This means that the exchange energy J and the singlet-triplet gap are usually

negligible, especially in the intermolecular case. Using a classical point-charge model the

energy of a CT exciton is determined approximately by the band gap Egap and the screened

Coulomb interaction of electron and hole [54]:

ECT = Egap −
1

εrrCT
, (3.4)

with relative dielectric constant εr and electron-hole separation rCT.

In contrast to the case of Frenkel-like excitations, LR-TDDFT with local functionals tends

to perform poorly on CT-like excitations. In particular, energies of CT states are often

grossly underestimated [35, 36]. Here, cDFT provides a much more successful alternative,

provided it is feasible to formulate an appropriate set of constraints to describe the desired

state. It should be kept in mind that the states obtained from cDFT are diabatic states

rather than eigenstates in general.

3.2 Singlet �ssion

Singlet �ssion (SF) is a process by which a singlet exciton is transformed into two triplet

excitons. It has been observed in a range of organic materials [7,8]. SF is an example of multi-

exciton generation, since in a material supporting SF, an optical absorption (initially creating

one singlet exciton) can yield more than one triplet excitation. The process is of great interest

for photovoltaics as it could be employed to build photovoltaic devices that overcome the

Shockley-Queisser limit to the e�ciency of solar cells with a single junction [55�57].

3.2.1 Basic concept

SF has been observed in organic materials such as polyacenes, carotenoids, and polymers,

all of which have photoexcitable sites known as chromophores [7, 8]. In some materials, SF

takes place on very rapid timescales, on the order of picoseconds or less, with the fastest

rates encountered in molecular crystals.

For the following discussion we denote the ground state of a chromophore with S0 (closed-

shell singlet state), the �rst excited singlet state with S1, and the lowest-energy triplet state

with T1. SF does not occur in isolated small-molecule chromophores, it either requires

aggregation of small molecules (such as in molecular crystals) or larger molecules with more

than one excitation site. A possible rationalisation of this observation is that the two triplets

resulting from a SF event have to be accommodated by at least two excitation sites. This
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Figure 3.1: Cartoon picture of singlet �ssion mechanisms using a simpli�ed two-
chromophore model.

property of relying not just on a single chromophore, together with the fact that SF is

a multi-exciton process, exacerbates the di�culty of theoretical modelling considerably. A

very simpli�ed picture can be obtained by just considering two weakly coupled chromophores

(Fig. 3.1). We assume that one of the chromophores has been excited to the S1 state

(assumed to be of Frenkel type), while the other one remains in the ground state S0. The

basic SF process is then expressed as a rate equation, namely

S0 + S1
k1→ 1(TT)

k2→ T1 + T1, (3.5)

where k1, k2 are rate constants and 1(TT) denotes two correlated triplets forming an overall

singlet. The latter is required for conservation of spin. Processes which do not conserve spin

are strongly suppressed in organic materials without heavy elements that could give rise to

signi�cant spin-orbit coupling. The actual SF process corresponds to the �rst arrow, whereas

the second arrow describes a subsequent dissociation of the correlated triplets, resulting in

two independent triplet excitons. In general, the reverse process, known as triplet fusion or

triplet-triplet annihilation, is also possible. However, when uncorrelated triplets meet, spin

statistics tells us that they will only form an overall singlet in a quarter of cases (1 singlet

vs 3 triplets). The requirement for favourable energetics is that the energy of the singlet
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excited state is at least twice the triplet energy, i.e.

E(S1) ≥ 2E(T1). (3.6)

If this is the case, then SF does not require additional activation energy (e.g. thermal)

in order to occur. The singlet-triplet gap is given by two times the exchange interaction

(Eq. (3.3)), as was discussed earlier. Plugging this into Eq. (3.6) yields the condition

4J ≥ E(S1), (3.7)

requiring a large exchange energy in relation to the energy of the �rst singlet state. Both

J and E(S1) become smaller with increasing size of the chromophore, with E(S1) having

a stronger dependence on size: J scales like `−1 for linear molecules of length `, while

a simplistic particle-in-a-box model gives E(S1) ∼ `−2. Therefore, it is often possible to

achieve more favourable energetics by choosing a larger chromophore. A good example is the

singlet-triplet alignment of tetracene versus pentacene. Whereas SF is slightly endothermic

for tetracene, it becomes exothermic for the pentacene molecule which has one additional

acene unit [7].

E�cient SF also requires that the correlated triplet state 1(TT) is only weakly bound, other-

wise dissociation into free triplets would be hampered, and triplet fusion with a subsequent

loss of the excitation could become more likely [7]. Since the triplets are thought to reside on

di�erent chromophores, they usually are weakly coupled, so this condition is met relatively

easily and thus is less restrictive than Eq. (3.6).

At this point it should be stressed that this outline of the SF process relied on a minimal

model with a dimer of chromophores. There is increasing evidence that the molecular

environment of this dimer can have a very signi�cant impact on the energetics and dynamics

of SF. This aspect will be explored further in the discussion of pentacene in this as well as

the next chapter.

Relevance to photovoltaics

A SF event following absorption of a photon constitutes multi-exciton generation (MEG), as

was mentioned before. This makes SF an interesting candidate process for overcoming the

Shockley-Queisser (SQ) limit to the e�ciency of photovoltaic cells with a single junction [3].

A single-junction cell has one absorbing material with a �xed band gap. The result is that

photons with energies below the band gap cannot be absorbed. Photons with higher energies

can be absorbed, though any additional energy above the band gap is quickly dissipated and

does not contribute to the output voltage. As a consequence, the e�ciency of photovoltaic

cells with a single absorbing material exposed to the solar spectrum is limited to about 34%.
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This limit could be overcome if it were possible to generate more than one charge pair from

high-energy photons, and as we have seen SF enables just that. For a practical implemen-

tation of this idea a SF material could be combined with a conventional sensitiser that

absorbs low-energy photons. Even though this approach relies on more than one sensitiser

material, no current-matching is necessary, unlike in a conventional multi-junction cell. In

addition, converting photons into triplet rather than singlet excitons bears the advantage

of much longer lifetime of the excitations. This is because radiative decay of triplets is

spin-forbidden and therefore slow in organic materials lacking heavy elements. This means

that longer di�usion lengths are possible, and radiative losses are reduced [58,59].

3.2.2 Proposed mechanisms

So far, to our knowledge, no theoretical mechanism has been proposed that has been able to

fully explain the entire range of experimental observations relating to SF. The reasons for

these theoretical di�culties are several: SF occurs in quite di�erent materials, on timescales

spanning some orders of magnitude, it is a multi-exciton process, and it relies on aggregation

of chromophores. Most experimental techniques that have been applied to the investigation

of SF are based on optical absorption and emission. As a consequence, intermediate states

that may be involved in the process but are optically dark (like CT states), are not directly

observable. This is a major impediment to progress in understanding since the debate mainly

revolves around the relevance and characteristics of intermediate states.

We now brie�y outline the two main mechanisms that have been suggested to contribute

to SF. A more in-depth discussion of the matter for pentacene follows in the next section.

For the sake of clarity, we stick to the minimal dimer picture considering only a pair of

chromophores (cf. Fig. 3.1).

Direct �ssion

We consider the dimer of chromophores (labelled A and B) to be in the ground state S0S0

initially. Now, photoabsorbtion promotes chromophore A to the optically bright singlet state

S1, yielding S1S0. The rate of direct (i.e. �rst order) transitions from this photoexcited state

to the correlated triplet pair is then determined by the matrix element 〈1(TT)|Ĥ|S1S0〉. A
transition rate can be obtained from Fermi's golden rule, yielding

w(SF) =
2π

~
|〈1(TT)|Ĥ|S1S0〉|2ρ(E), (3.8)

with the density of �nal states factor ρ(E) implicitly accounting for the Franck-Condon

weighting of vibrational transitions. This rate tends to be relatively small since the matrix
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element contains overlap densities of orbitals mostly localised on di�erent chromophores [7].

An intuitive interpretation of the direct �ssion process would be to imagine that the excited

electron from the chromophore A is transferred to chromophore B, with a simultaneous

backtransfer of an electron from B to A, and spins of the transferred electrons chosen such

that the correlated triplet is the result.

CT-mediated �ssion

Eq. (3.8) only takes the �rst-order coupling of initial and �nal states into account. In

principle, intermediate states can signi�cantly contribute to the transition rate. In the

minimal dimer model there are two more states which can be expected to contribute to SF

by virtue of their energetic alignment: the lowest two intermolecular CT states. Starting in

the ground state of the chromophore pair, they result from the transfer of one electron from

chromophore A to B or vice versa. Taking CT states into account, additional contributions

to the transition amplitude of the form 〈1(TT)|Ĥ|CT〉〈CT|Ĥ|S1S0〉/∆E enter at the second

order of perturbation theory. The denominator ∆E denotes the energy di�erence between

CT states and initial/�nal states. In the picture of the intuitive interpretation given for direct

�ssion, the process is now split into two virtual transitions: �rst the excited chromophore

donates an electron, creating a CT state, and subsequently an electron with di�erent spin is

transferred back. In contrast to direct �ssion, each step in the process involves the transfer

of a single electron only, meaning that the total contribution can still be very signi�cant

compared to the direct amplitude. The relative importance of the direct and the mediated

mechanism depends crucially on the energetic alignment since ∆E divides the product of

matrix elements. If the CT states are su�ciently close in energy to the singlet and correlated

triplet, the CT-mediated pathway can dominate the transition amplitude.

3.3 Fission in crystalline pentacene

The pentacene molecule (C22H14) belongs to the class of polyacenes. Its structure can be

described as �ve linearly fused benzene rings (Fig. 3.2a). The molecule forms molecular crys-

tals which appear in at least four slightly di�erent polymorphs [61]. The crystal structures

are made up of layers of roughly vertically oriented pentacene molecules in a herringbone

con�guration. The unit cell consists of two molecules with parallel long axes, and a rotational

o�set between the two pentacene units around the long axis (Fig. 3.2b). The polymorphs

di�er mainly in the stacking of the herringbone layers. However, experiments have shown

that the physics of the excitations is only marginally dependent on the speci�c polymorph.
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Figure 3.2: The pentacene (C22H14) single molecule and molecular crystal (S-
phase [60]). The unit cell contains two molecules. The third lattice vector c points
out of the page.
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Solid pentacene has been observed to exhibit rapid SF with very high yield [57]. This,

together with its simple molecular and crystal structure, makes it a very appealing material

for experimental and theoretical investigations of SF. Accordingly, it has been widely studied

in the literature. However, to our knowledge, no de�nite conclusion has been reached about

the detailed mechanism by which SF occurs in pentacene. The rest of this section is dedicated

to outlining the current state of the debate about various experimental �ndings and their

theoretical interpretations.

3.3.1 Experimental investigations

Highly time-resolved photoinduced absorption measurements have observed the kinetics of

singlets and triplets in bulk pentacene and thin-�lms. It has been established that SF

in pentacene occurs on ultrafast timescales of less than 100 femtoseconds [62, 63]. The

literature largely agrees on assigning an energy of approximately 1.83 eV to the excited

singlet S1 [64, 65], and roughly 0.86 eV to the triplet state T1 [66]. Hence 2E(T1) = 1.72

eV, ful�lling the energetic condition Eq. (3.6) with an exoergicity of about 0.1 eV. Less

agreement exists regarding the energetic alignment of the intermolecular CT states. While

earlier measurements put the CT states at least 0.3 eV above the excited singlet [67, 68],

more recent measurements [69�71] suggest energies of ∼ 1.9 eV, just slightly above the

singlet. These experiments are supported by high-level theoretical calculations employing

many-body perturbation theory [72, 73], as well as our own results obtained with cDFT

which are outlined in the next chapter.

Recent time-resolved two-photon photoemission measurements indicate that the correlated

triplet pair 1(TT) is energetically resonant with S1 [63]. The method �rst photoexcites the

sample, subsequently applies a high-energy ionization pulse, and �nally analyses the energies

of the resulting photoelectrons. It was found that a feature with a photoelectron energy of

0.11 eV above the signal assigned to T1 rises essentially simultaneously with S1 (within the

20 fs time-resolution). This feature was identi�ed as the correlated triplet pair 1(TT). The

authors interpreted the data as showing that 1(TT) is energetically resonant with S1 and

strongly coupled to it via an empirically derived matrix element of 330 meV.

3.3.2 Debate about CT intermediates

Knowledge about the precise alignment of the CT excitons and the singlet is crucial to deter-

mine the importance of the CT-mediated mechanism compared with the direct mechanism,

as was discussed earlier. Put di�erently, the closer the states lie in energy, the more mixing
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of the CT states into the optically excited bright state that precedes the �ssion event is ex-

pected. We now give a brief account of the di�erent theoretical proposals, ordered according

to the relevance they assign to CT excitons in the SF process.

CT states not involved

It has been proposed that CT-like states do not play a signi�cant role in SF [74�78]. Rather,

it has been claimed on the basis of high-level quantum chemistry calculations that single

pentacene molecules can accommodate a dark state D with multi-exciton character which

is close in energy to the excited singlet S1. After photoexcitation, the excited molecule is

supposed to form a temporary bound state with a neighbour (a so-called excimer). During

the formation of this bound state the molecules approach each other, leading to a conical

intersection of the potential energy surfaces of D and S1, facilitating a crossover from S1 to

D. The assumption that CT states do not play a role is supported by TDDFT calculations

which seem to show that the lowest bright state of a pentacene decamer does not exhibit any

signi�cant electron-hole separation [78]. This assertion runs counter to recent experimental

results [69�71] and calculations based on higher-level theory than DFT [72,73]. The excimer

mechanism has also been critisised on grounds of yielding insu�cient coupling strengths (1-5

meV) to explain the rapid SF observed in pentacene [79].

High-lying CT states

A range of other proposals acknowledges the likely involvement of CT states in SF [79�81].

The authors calculate couplings in DFT based on overlaps of KS orbitals of the relevant

states with the KS Hamiltonian. The energies are either directly taken from experiment, or

adjusted to match experimental values. This includes putting the CT energy signi�cantly

above the energy of the singlet Frenkel exciton, in accordance with early experimental results.

The proposals argue that the primary driver of SF is coupling mediated by these high-lying

CT states, dubbed a `super-exchange' mechanism. However, the e�ective coupling strength

between initial and �nal states derived from this mechanism lie in a range of only 10-100

meV [79, 80, 82]. This is still insu�cient to explain the rapid sub-20-fs coherent rise of the

multi-exciton state observed in photoemssion experiments, implying a matrix element of 330

meV [63].
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Low-lying CT states

Recent theoretical and experimental results challenge the notion that the CT states are sig-

ni�cantly removed in energy. Measurements based on spectroscopic generalised ellipsometry

�nd an electronic excitation centred at 1.887 eV [71]. From the polarisation-dependence of

the excitation the authors concluded that it may have very signi�cant intermolecular CT

character. The absorption peaks seem to occur at polarisation directions that roughly coin-

cide with connecting lines of neighbouring pentacene molecules in the herringbone lattice.

This interpretation is supported by electron energy-loss spectroscopy [69, 70] and theoret-

ical calculations of the absorption spectrum using many-body perturbation theory in the

GW/BSE formalism [72,73]. The authors of the latter results show that the calculated low-

lying singlet excitations in molecular crystals of pentacene are delocalised over neighbouring

molecules and exhibit signi�cant intermolecular electron-hole separation. In the next chap-

ter we present our own cDFT calculations of CT energies, adding even further support to

this body of work. We conclude that recent results suggest that intermolecular CT ener-

gies in pentacene are signi�cantly lower than previously assumed, challenging the notion

that S1 is predominately of Frenkel type. A crucial consequence is that the CT-mediated

contribution to SF should be revised upwards, potentially closing the current gap between

experiment and theory.

3.3.3 The role of vibrations

It has become increasingly apparent that the interplay between electronic states and molec-

ular vibrations is a crucial element of a satisfactory account of the SF process. Lines of

evidence include theoretical arguments that show that electronic couplings between the

initial and �nal states of �ssion vanish for symmetric dimers in the ground-state geome-

try [7, 83]. This hints at the necessity of symmetry-breaking nuclear motion to facilitate

�ssion. In addition, ultrafast spectroscopy experiments strongly suggest a signi�cant role

of vibrations and nuclear motion in SF dynamics [84, 85]. This has motivated theoretical

work aimed at constructing joint models of electronic and vibrational degrees of freedom

and their interaction [79,81].

In chapter 5 we use DFT to parametrise the vibronic coupling Hamiltonian of a molecular

dimer of pentacene. This then forms the basis for many-body wave function calculations of

the electronic-vibrational dynamics, providing detailed insight into the �ssion process.
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3.4 Fission in molecular dimers

More recently, experiments have demonstrated that fast and e�cient SF occurs in several

covalently-linked dimers of pentacene [86�89].

These molecules are very good systems for the exploration of SF physics, for several reasons.

For one, since they are physical dimers, the dimer model is not just a crude approximation.

This limits both the total number of electronic con�gurations that a theoretical model needs

to consider, as well as the complexity of electronic structure calculation per state due to the

relatively small total number of atoms to consider. In addition, the geometrical structure

of covalent dimers is quite well-de�ned, obviating the need to potentially consider various

defect structure that can arise in molecular crystals [90]. Furthermore, with covalent dimers

it is possible to systematically explore the in�uence of the electrostatic environment by

placing the dimers in di�erent solvents. This is particularly interesting in relation to the

involvement of CT states, which exhibit strong electrostatic environment interactions.

Fission in covalent dimers will be addressed in detail in chapters 5 and 6. This includes an

in-depth review of experimental results which are then related to electronic structure and

vibrational models.
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Chapter 4

Charge-transfer in crystalline

pentacene

As discussed in the previous chapter, intermolecular charge-transfer (CT) states spanning

nearest-neighbour molecules are thought to play a central role in the ultrafast SF process

in pentacene and similar molecules [79�81, 91]. In molecular crystals, neighbouring pairs

of molecules (dimers) undergoing charge-transfer are embedded in a complex molecular

environment where screening and hybridisation e�ects are important.

CT states are di�cult to access with experimental techniques as they are optically dark,

making it challenging to measure accurate excitation energies [64, 92]. They also pose a

challenge to electronic structure theory, as alluded to in the previous chapter. For example,

linear-response time-dependent DFT with local exchange is known to perform poorly on

CT-like states, severely underestimating their energies [35]. This stems from the fact that

local functionals are unable to describe the long-ranged electron-hole interaction correctly,

a problem that is related to, and which compounds, the well-known band-gap error of

the underlying ground-state DFT calculation. A possible remedy is the use of long-range

corrected functionals with asymptotically correct exchange [25]. However, this comes at the

expense of introducing additional parameters and of a greatly increased computational cost.

It is thus desirable and timely to construct a low-cost method that scales well to large system

sizes and complex environments, and which simultaneously describes the electrostatic and

quantum mechanical features of CT states with reasonable accuracy.

Here, we make use of constrained DFT [93�96] in combination with linear-scaling DFT

(ONETEP), applying it to intermolecular charge-transfer in two nearest-neighbour dimers

taken from the pentacene crystal structure. The cDFT method has been applied to a wide

variety of molecular systems, to date, in the context of CT excitation energies [97�100],

electronic couplings [101�103], electron transfer [104�107] and molecular dynamics [108,109].
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A largely unresolved issue in this context, however, is that of achieving supercell convergence

of CT excitations in extended models suitable for capturing the screening and hybridisation

e�ects encountered in realistic systems. A solution to this problem, such as the one we

propose here, is then readily transferable to a range of complex systems of technological

interest, not only in the context of photovoltaics, but also organic electronics [1, 110, 111]

and spintronics [112].

In any implementation of cDFT a certain amount of ambiguity arises from the choice of how

one de�nes the electron populations of groups of atoms and molecules of the constrained sys-

tem. In ONETEP the atom-centred NGWFs provide a natural way of de�ning subspaces of

the system associated with atom groups and their respective electron populations. However,

subtleties arise from the non-orthogonality of the NGWFs. Our approach to the problem is

presented in the following section. An alternative implementation of cDFT in the context

of linear-scaling has been described in Refs. [113,114].

We calculate CT energies for the dimers in isolation, and we subsequently include screening

e�ects by embedding such dimers in a small cluster of neighbours, and in supercells of the

crystal. Supercell calculations allow us to approach the in�nite limit using a correction

scheme that eliminates the spurious dipole-dipole interactions between periodic images of

the simulation cell. The only inputs required for this correction are the intrinsic dipole of

the CT con�guration and the dielectric tensor of the crystal. The latter is obtained from

a density functional perturbation theory (DFPT) calculation [115]. We �nd that a single

parameter, �t to the results of a series of calculations on di�erent supercells, is su�cient

to correct for the overestimation of electrostatic screening as a result of the aforementioned

band-gap problem of DFT. The isolated calculations facilitate a comparison of the cDFT

method with higher-level theory results from the literature [116]. In addition, comparison

between clusters and the in�nite limit enables us to directly con�rm the validity of the

cluster approximation.

4.1 Subspace-consistent constrained DFT

This section deals with our approach to cDFT in the context of the ONETEP linear-scaling

formulation of DFT, and the speci�c issues that need to be considered. First, we remind

ourselves of the original de�nition of the cDFT problem in terms of the real-space charge

density:

W = EDFT +
∑
k

Vk

(∫
d3rwk(r)n(r)−Nk

)
, (4.1)
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where we have left out the spin indices for simplicity. In ONETEP we have the NGWFs at our

disposal, a set of atom-centred functions optimised in-situ to provide a good representation

of the charge density of the system under consideration. Exploiting these functions in

cDFT opens up the opportunity to avoid some of the arbitrariness otherwise inherent in the

de�nition of the weighting functions wk. To this end, we �rst have to reformulate the cDFT

functional in terms of the density matrix ρ̂, i.e.

W = EDFT +
∑
k

Vk

(
Tr[P̂kρ̂]−Nk

)
. (4.2)

As before, the Vk are Lagrange multipliers that enforce occupancy targets Nk on chosen

constrained regions or sites in the system. However, instead of weighting functions we

now have projection operators P̂k acting on the density matrix which yield site occupation

numbers via the trace operation. We remind the reader that Tr[ρ̂] = N , where N is the total

number of electrons, i.e. we obtain the total electron number if the projector is the identity.

Similarly, with an operator that projects down to a subspace (or site) we obtain a de�nition

of the occupancy of said site. The sites in question may, generally, be atoms, groups of

atoms or entire molecules. For example, if one aims to describe an intermolecular CT state,

each of the two molecules involved constitutes a site. The Lagrange multipliers Vk act as

arti�cial constraining potentials that cause charge to move around the system (cf. Fig. 4.1a).

These potentials are optimised in-situ, via a further conjugate gradients algorithm nested

between kernel optimisation and NGWF optimisation, and iterated until the population

targets Nk for the chosen sites are met. In the case of intermolecular CT states, these

targets are, respectively, one fewer charge on the donor molecule and one additional charge

on the acceptor, relative to the ground state.

At this point we can naturally incorporate the optimised basis provided in ONETEP by

de�ning the site projectors in terms of NGWFs [117]. In doing so we encounter a number

of issues which stem from the non-orthogonality of the NGWF basis [118, 119]. Our aim is

to formulate a de�nition of the site projectors that addresses these issues. To illustrate the

problem, we �rst consider the following naive (and incorrect) de�nition,

P̂k =
∑
α∈Ik

|φα〉 〈φα| , (4.3)

where Ik denotes the set of NGWF indices associated with the atoms constituting site k.

De�ned like this P̂k is not even a projection operator since it fails to be idempotent:

P̂ 2
k =

∑
α,β∈Ik

|φα〉〈φα|φβ〉〈φβ| =
∑

α,β∈Ik

|φα〉Sαβ〈φβ| 6= P̂k. (4.4)

Due to the non-orthogonality of the NGWFs, their overlap matrix Sαβ di�ers from the

identity, upsetting the idempotency relation. A proper de�nition needs to make reference
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Figure 4.1: a) Schematic of the cDFT scheme used in this work: A nonlocal
constraining potential (illustrated by a 2D potential energy surface) constructed
from atom-centred functions is applied to the single-electron density matrix. This
causes charge to redistribute to obey chosen population constraints, and allows
the description of CT excitations within the framework of standard DFT. b) Block
scheme of truncated NGWF overlap matrix to ensure site-localisation of contravari-
ant duals. Blue and red denote the constrained sites, grey the remaining system.
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to the contravariant duals |φα〉 of the NGWFs. We write them with a superscript instead of

the subscript used for the standard covariant functions, and their de�ning relation is

〈φα|φβ〉 = δαβ , (4.5)

for all indices α and β. Using the concept of duals we can attempt a more promising

de�nition,

P̂k =
∑
α∈Ik

|φα〉 〈φα| . (4.6)

This expression actually de�nes a projection operator since

P̂ 2
k =

∑
α,β∈Ik

|φα〉〈φα|φβ〉〈φβ|

=
∑

α,β∈Ik

|φα〉δβα〈φβ|

=
∑
α∈Ik

|φα〉〈φα| = P̂k. (4.7)

If the NGWFs constituted an orthonormal basis the duals would simply be identical to the

NGWFs. Due to the non-orthogonality the expansion of the duals in the original basis

involves the inverse of the NGWF overlap matrix Sαβ :

|φα〉 =
∑
β

|φβ〉
(
S−1

)βα
. (4.8)

Then we have

〈φα|φβ〉 =
∑
γ

〈φγ |φβ〉(S−1)γα

=
∑
γ

Sγβ(S−1)γα

=
∑
γ

Sβγ(S−1)γα = δαβ , (4.9)

where we have used the symmetry of the NGWF overlap matrix for real-valued NGWFs.

Given that the overlap and inverse overlap matrices can both be made sparse by appropriately-

chosen truncation, it is possible to construct the inverse in linear-scaling computational e�ort

using a sparse matrix implementation of Hotelling's algorithm [120].

We can see from Eq. (4.8) that the duals de�ned in this way do not generally maintain

the localisation of their corresponding NGWFs. Hence, duals of NGWFs belonging to one

constrained site will in general extend beyond that same site. This presents a problem for

use in cDFT since it implies that site projectors and thereby the constraining potentials

act non-locally on the charge density, blurring the lines between what constitutes a donor,
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acceptor or unconstrained region. This is extremely problematic when using a �xed set

of projectors since the �xed projector duals do not maintain their orthogonality with the

changing NGWFs during optimisation. As a result, site populations become contaminated

by charge densities from other sites and/or unconstrained regions. Appropriate localisation

of the duals, to the region of the system of interest for de�ning a site, is therefore desirable.

Eq. (4.8) constitutes the case of fully delocalised duals. At the other extreme one could

choose to de�ne the duals on a per-atom basis which would ensure that the duals maintain

the localisation of the NGWFs. However, this choice su�ers from signi�cant overcounting

since duals of one atom have non-zero overlap with NGWFs of neighbouring atoms. Between

these two extremes the third option is to de�ne duals on a per-site basis which achieves a

good compromise between localisation and accurate population counting.

This can be achieved by suitably truncating the NGWF overlap matrix before its inversion

[53]. We introduce the following version of the overlap matrix with a `site-block' scheme

imposed on the sparsity,

Oαβ =

{
Sαβ = 〈φα|φβ〉 if k(α) = k(β)

0 otherwise
(4.10)

Here the function k(α) maps an NGWF index to the index of the constrained site it belongs

to. For the purpose of this de�nition the NGWFs outside any of the constrained sites con-

stitute a single, unconstrained site, ensuring that k(α) is well-de�ned over its entire domain.

The matrix Oαβ has a block-diagonal form as illustrated in Fig. 4.1b for a constrained pen-

tacene dimer that is part of a larger crystal. Once this matrix has been inverted, it retains

the same block pattern of sparsity, meaning that subspace duals are de�ned as a linear

combination of only those NGWFs on the same constrained site:

|φα〉 =
∑
β

|φβ〉
(
O−1

)βα
. (4.11)

When the sites are de�ned in self-contained manner, thereby, bi-orthogonality is unavoidably

lost between NGWFs and duals localised to di�erent sites, in the event that these sites

overlap to some degree. This carries the disadvantage the sum of charges over a set of such

sites, covering the system, may not equal the true total charge. For well-separated donor and

acceptor regions such as in the system at hand, any overestimation of site charge due to the

latter e�ect is insubstantial in comparison to the dramatic overestimation incurred by using

delocalised duals. On the other hand, even when the donor and acceptor regions do overlap

substantially, unlike methods employing fully delocalised duals our approach ensures that

the constraining potentials remain fully localised to their respective regions, with a smooth,

non-oscillatory transition at the boundary.



4.2. Computational Details 55

An important consideration in devising the cDFT procedure is which NGWFs the projec-

tors should be constructed from. The choice we make here is to use a set of NGWFs from

a converged ground state calculation which are kept �xed throughout the cDFT run. One

could consider updating the projectors as the NGWFs change during the cDFT optimisation.

Only this would guarantee that the projectors are able to pick up the full charge distribution

of the cDFT con�guration without any `leakage' or double counting. However, the major

drawback of this choice is that it makes the optimisation problem somewhat ill-posed. This

is because the changing projectors mean that the optimisation objective does not stay �xed

during cDFT, making proper convergence very di�cult. Using �xed NGWFs from a con-

verged ground state calculation has been shown to work well, provided that the projectors

are well-localised to their respective sites, as we explore in the next paragraph.

In order to obtain energies of CT excitations, we �rst perform a ground state DFT calcula-

tion. This yields both a total energy for the ground state and a set of converged ground-state

NGWFs which are subsequently used as cDFT projectors. To de�ne the population targets

for the cDFT run we simply add ±1 to the ground state populations of the appropriate

sites (acceptor: +1; donor: −1). The di�erence between the constrained total energy and

the ground state energy yields the (vertical) CT excitation energy. Since we are interested

in ultrafast processes like singlet �ssion where nuclear relaxation in the excited state is less

signi�cant, we restrict our attention to vertical excitation energies. In general, a geometry

optimisation in the excited state would be required in order to correctly describe longer-lived

CT states.

4.2 Computational Details

For all calculations we employ the LDA functional and norm-conserving pseudopotentials.

The energy cuto� is chosen as 750 eV. We use 1 NGWF per hydrogen atom and 4 NGWFs per

carbon atom. For the localisation radius of the NGWFs a value of 10 Bohr is chosen. Using

these parameters, the total energy is converged to 1 meV/atom at 10 Bohr NGWF radius

compared to 14 Bohr, and to around 25 meV/atom at 750 eV cuto� compared to 1250 eV.

All NGWFs are initialised to pseudoatomic orbitals [121] and then optimised in-situ in terms

of the underlying psinc basis. The density kernel Kαβ is not truncated in these calculations

as all systems are small enough that sparse matrix algebra is only a minor component of

the total computational e�ort. For the later DFPT calculations, we utilise the CASTEP

plane-wave DFT code [122] with the same pseudopotentials and cuto� energy. The DFPT

calculations are performed with 12 k-points, corresponding to a maximum k-point spacing

of 0.05 1/Å.
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Con�guration our method CASPT2/CASSCF GW/BSE
Herringbone 1 2.04 2.22 [116] 1.92 [116]
Herringbone 2 2.72 2.55 [116] 2.60 [116]

Parallel 2.61 3.03 [116] 2.45* [116]

Table 4.1: CT energies (eV) of isolated dimers, comparing our results with higher-
level theory. The authors of Ref. [116] identify the excitation marked by an asterisk
as a third locally excited state dominated by transitions between the frontier or-
bitals of the monomers. However, in a dimer there can only be two states of this
kind. Hence, we concluded that the excitation does in fact have CT character.

The S-phase molecular crystal structure considered here has two molecules per primitive cell

and triclinic (P −1) space group symmetry. The lattice parameters are given by a = 7.90 Å,

b = 6.06 Å, c = 16.01 Å, and α = 101.9◦, β = 112.6◦, γ = 85.8◦ [123]. Optimised molecular

geometries are taken from Ref. [60] in order to facilitate comparison of our calculations with

Ref. [116] where high-level CASPT2/CASSCF and GW/BSE calculations were performed

using the same geometries.

For calculations on isolated dimers and clusters we employ open boundary conditions. This

is achieved by putting the dimers in a large simulation box and truncating the Coulomb

interaction at large distances to eliminate electrostatic interactions between periodic im-

ages [124]. The calculations on supercells of the pentacene crystal use periodic boundary

conditions.

4.3 Dimer & cluster calculations

The molecular geometries of the `herringbone' dimer and the `parallel' dimer are shown in

Fig. 4.2. The herringbone dimer represents the unit cell of the pentacene crystal. While the

long axes of the molecules are mostly aligned, there is a rotational o�set around the same

long axis between the units. In particular, this means that the two units in the herringbone

dimer are not related by symmetry.

In the parallel dimer, on the other hand, the pentacene molecules belong to the same sublat-

tice of the crystal and are related by a translation along lattice vector b (cf. Fig. 3.2). As a

result the molecular planes of the molecules are parallel. The translational correspondence

together with the inversion symmetry of single pentacene molecules mean that the parallel

dimer has an inversion centre, i.e. the units are symmetry-equivalent.

First, we obtain CT energies for the dimers in isolation. The results are summarised in

Fig. 4.2. The most striking aspect is the signi�cant energy gap between the two CT con�gu-

rations in the herringbone dimer due to their symmetry-inequivalence, as elaborated in the
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Con�guration isolated (2 mol) 4-mol cluster 10-mol cluster
Herringbone 1 2.04 (0.80) 2.16 (0.73) 2.00 (0.68)
Herringbone 2 2.72 (0.80) 2.25 (0.73) 2.04 (0.68)

Parallel 2.61 (1.13) 2.35 (0.92) 2.10 (0.87)

Table 4.2: Comparison of CT states for isolated dimers and clusters. The table
quotes the excitation energy of the CT state and the HOMO-LUMO gap of the
ground state con�guration in brackets (in units of eV).

�gure. In the parallel con�guration the energies are degenerate due to inversion symmetry.

The excitation energies for the herringbone con�guration are within ∼0.2 eV of literature

values obtained with higher-level methods (cf. Table 4.1). For the parallel con�guration the

discrepancy may be as large as ∼0.4 eV, depending on the method compared to.

We next perform cluster calculations where we surround the dimers with a small cluster of

neighbouring molecules �xed in the geometry of the molecular crystal (Table 4.2). The 4-

molecule clusters (144 atoms) only include the CT pair and the two shared nearest-neighbour

molecules in the a-b-plane. In the 10-molecule clusters (360 atoms), all nearest-neighbour

molecules in the a-b-plane are included. The results are summarised in Table 4.2. We

observe a signi�cant down shift of the mean energy and closing of the relative gaps as the

size of the cluster increases. This is driven by a reduction of the gap due to the hybridisation

and increased electrostatic screening by neighbouring molecules. It should be noted that the

degeneracy of the two parallel dimer CT states is very slightly lifted in the clusters (which

do not exhibit exact inversion symmetry), but only within the quoted accuracy. Therefore,

we only give a single value for the CT energy.

From the presented set of calculations alone it is di�cult to determine whether su�cient

convergence to the in�nite limit has been reached with the 10-molecule cluster.

4.4 Supercell calculations

We now consider the dimers embedded not in vacuum, but in the natural environment of

the molecular crystal. This immediately raises the issue of treating a non-periodic, in�nite

system in DFT. In practice, one has to use supercell calculations with periodic boundary

conditions in order to avoid spurious e�ects where molecules at the edges of the system

are exposed to vacuum. However, these su�er from �nite-size errors which are particularly

pronounced in the case at hand, as can be seen from the large scatter of 0.1-0.3 eV of the

uncorrected CT energies in Fig. 4.3 (blue bars). This is a consequence of the large dipole

moments of the CT con�gurations, resulting in signi�cant dipole-dipole interactions between

periodic images. The problem is expected to be even more pronounced in systems with either
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Figure 4.2: Dimer geometries and CT excitation energies from cDFT (quoted in
eV). The signi�cant energy gap between the two CT states in the herringbone dimer
can be rationalised by considering the di�erent charge distributions of electron and
hole, and the geometry. The hole orbital corresponds to the pentacene HOMO
which has a node on the long axis of the molecule. The electron orbital (LUMO),
on the other hand, does not feature such a node. The partial alignment of the
upper molecule with the dipole vector means that the bimodal charge distribution
on the upper molecule has a lower Coulomb energy in con�guration 1 as compared
to con�guration 2. In the parallel case the two CT states are related by inversion
symmetry and the energies are degenerate.



4.4. Supercell calculations 59

larger CT-dipoles, like biological photo-reaction centres, or smaller polarisabilities (e.g. due

to smaller pi-systems).

4.4.1 Dipole correction: motivation

We address this problem by deriving an energy correction that cancels the spurious interac-

tions to leading order. This makes it possible to obtain energies with a much better degree

of convergence with respect to cell size. We apply this correction to a range of calculations

using supercells of varying shapes and sizes to demonstrate consistency of the method. The

largest supercell considered has dimensions 3× 3× 2, or 18 unit cells (1368 atoms).

Mathematically, the general idea can be described as follows:

Ecor = EDFT − Edip. (4.12)

Here, EDFT is the energy obtained from the cDFT calculation, Ecor the corrected energy,

and Edip the correction term. In the limit of in�nite cell size the correction term Edip will

tend to zero as the periodic images of the dipoles move further and further apart. This

means that both EDFT and Ecor converge to the same limiting value as the size of the

supercell increases. However, at any �nite size of the simulation cell, Ecor will be a much

better approximation to the limiting value than EDFT.

4.4.2 Makov-Payne and generalisations

Here, we give a relatively brief review of dipole corrections of increasing generality, in prepa-

ration for our results which applies to the most general case of non-cubic cells and anisotropic

dielectrics. The detailed derivation of this result is then described in the following sections.

Makov & Payne [125] considered the spurious interactions that arise when a periodic calcu-

lation is applied to an isolated system. They showed that the dominant term with respect

to cell size for an overall neutral system arises from dipole-dipole interactions and has the

form:

Edip = − 2π

3Vcell
· |P|2, (4.13)

where P is the total dipole moment of the simulation cell. The Makov & Payne result is only

valid for cubic cells. It was further shown that after the subtraction of this correction term

the energy converges to the in�nite limit as V −5/3
cell , faster than the uncorrected convergence

as V −1
cell .

The Makov & Payne correction assumes that the system under consideration is isolated, and

hence the electrostatic interactions are mostly mediated through the vacuum. This assump-
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tion breaks down if the aperiodic system to be studied is embedded in a crystalline solid, as

is the case with CT dimers in a pentacene molecular crystal. Here, the spurious dipole-dipole

interactions are screened by polarisation of the bulk crystal. If the bulk crystal can be ap-

proximated as an isotropic dielectric, we can apply the phenomenological approach by Leslie

& Gillan [126]. Here the dipole-dipole interaction is reduced by the relative permittivity of

the bulk crystal, i.e.

Edip = − 2π

3Vcell
· |P|

2

ε
. (4.14)

In order to be useful for CT states in pentacene supercells it is necessary to generalise these

results to arbitrary cell shapes and, crucially, anisotropic dielectrics [127�129]. To achieve

the �rst step we can employ the following expression by Kantorovich which is valid for

general periodic cells and can be obtained by evaluating the Ewald formula for a periodic

lattice of point dipoles [130]:

Edip = − 2η3

3
√
π
· |P|2 +

1

2

∑
α,β

PαψαβPβ, (4.15)

where η is Ewald's parameter, and

ψαβ =
4π

Vcell

∑
k 6=0

kαkβ
|k|2

e−|k|
2/4η2 − η3

∑
l6=0

Hαβ(ηl), (4.16)

where k denotes reciprocal lattice vectors, and l denotes direct lattice vectors. Furthermore,

we have

Hαβ(y) = −δαβh(|y|) +
yαyβ
|y|2

[
3h(|y|) +

4√
π
e−|y|

2

]
, (4.17)

with

h(y) =
2√
π
· e
−y2

y2
+

erfc(y)

y3
. (4.18)

Our aim is to generalise Kantorovich's results for the case of dipoles embedded in an

anisotropic dielectric background medium. His derivation relies on the Ewald method which

we review in the following section. This is necessary since we later need to generalise the

derivation for an anisotropic dielectric background. After that, we provide a detailed deriva-

tion of Kanotrovich's correction term which is only sketched out very brie�y in Ref. [130].

Finally, we generalise the Ewald method to a general dielectric medium and adapt the terms

in Kantorovich's expression for the dipole correction accordingly.

4.4.3 Review of the Ewald method

In preparation for the derivation we review the Ewald summation method for the relevant

case of a system of classical point charges. In our exposition we mainly follow Ref. [131].
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We consider charges qi at locations ri in a supercell that is repeated on an in�nite three

dimensional lattice. Each of the repeated cells is associated with a direct lattice vector l.

Then the total electrostatic energy of the charges in one cell is given by

E =
1

2

∑
l

∑
i

∑
j

′ qiqj
|ri − rj + l|

, (4.19)

where ′ denotes that the sum over j excludes the index i if l = 0. This eliminates spurious

self interaction of the charges. The factor of 1/2 addresses double counting. This can

be re-expressed in terms of the electrostatic potential that each charge of the original cell

experiences due to the other charges in this cell and all periodic image charges, as follows:

E =
1

2

∑
i

qiφ[i](ri), φ[i](r) =
∑

l

∑
j

′ qj
|r− rj + l|

. (4.20)

The notation φ[i] denotes the total potential without the contribution of charge i (in the

original cell) itself, namely

φ[i](r) = φ(r)− φi(r). (4.21)

For the next step we switch to a description of the system in terms of charge density. In our

case of point charges this can be done using delta functions. The charge density of a point

charge qi is

ρi(r) = qiδ(r− ri). (4.22)

In this description the potential of all charges excluding charge i is then given by

φ[i](r) =
∑

l

∑
j

′
∫
d3r′

ρj(r
′)

|r− r′ + l|
. (4.23)

The central issue with the expressions for energy and potential presented so far is that

the sum over lattice vectors converges only slowly due to the slow polynomial decay of

the Coulomb interaction. Ewald summation addresses this problem by arti�cially splitting

the point charge density into a short-range and long-range part using a Gaussian smearing

function. This is accomplished as follows:

ρi(r) = qiδ(r− ri)− qiGη(r− ri)︸ ︷︷ ︸
ρSi (r)

+ qiGη(r− ri)︸ ︷︷ ︸
ρLi (r)

. (4.24)

The Gaussian smearing function is given by

Gη(r) =

(
η√
π

)3

exp(−η2|r|2), (4.25)

where the (inverse) width is controlled by η which is also known as Ewald's parameter.
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In the short-range part ρSi the point charge is screened by a di�use charge of equal and

opposite sign, making it immune to Coulomb interactions at ranges much longer than the

width of the Gaussian. The long-range part ρLi however is non-neutral and still `sees' other

charges at greater separations. Even so it turns out to be short-range in reciprocal space

since the charge distribution is smooth and non-singular.

Both parts of the charge density cause respective short- and long-range potentials which in

turn can be seen as inducing separate contributions to the electrostatic energy,

E =
1

2

∑
i

qiφ
S
[i](ri)︸ ︷︷ ︸

ES

+
1

2

∑
i

qiφ
L(ri)︸ ︷︷ ︸

EL

− 1

2

∑
i

qiφ
L
i (ri)︸ ︷︷ ︸

Eself

. (4.26)

Here the self-interaction energy of qi with its own di�use long-range part is included in

EL for later convenience. For overall consistency these additional contributions have to be

subtracted from the expression which is accomplished by Eself.

In the next step we derive the electrostatic potentials due to the long- and short-range

parts of the charge distribution. To this end we need to solve the Poisson equation for the

Gaussian smearing function,

∇2φη(r) = −4πGη(r). (4.27)

Due to the spherical symmetry of the problem this can be integrated straightforwardly in

spherical coordinates, yielding

φη(r) =
1

|r|
erf(η|r|). (4.28)

With this result we can directly write down the short and long-range potentials of a point

charge,

φSi (r) =
qi

|r− ri|
erfc(η|r− ri|), (4.29)

with the complementary error function erfc(x) = 1− erf(x), and

φLi (r) =
qi

|r− ri|
erf(η|r− ri|). (4.30)

We can see that the complementary error function causes the short-range part to decay

quickly to zero. In the long-range part the error function cures the pole of the potential at

ri.

Armed with this result, we are now in a position to write down the short-range potential

for the entire lattice,

φ[i](r) =
∑

l

∑
j

′ qj
|r− rj + l|

erfc(η|r− rj + l|), (4.31)
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as well as the short-range Coulomb energy

ES =
1

2

∑
i

qiφ
S
[i](ri) =

1

2

∑
l

∑
i

∑
j

′ qiqj
|ri − rj + l|

erfc(η|ri − rj + l|). (4.32)

The expression we obtain is identical to the standard Coulomb energy, except for the addi-

tional factor erfc which truncates long-range interactions between charges. Therefore, ES

is e�ciently calculable as a sum in real space over lattice vectors close to the origin of the

periodic system.

We can also obtain the self energy from the expression for the long-range potential, using

the limit limx→0 erf(x)/x = 2/
√
π,

Eself =
1

2

∑
i

qiφ
L
i (ri) =

η√
π

∑
i

q2
i . (4.33)

Now we turn to the long-range part of the energy. In order to sum it e�ciently we have

to switch to reciprocal space. The evaluation in reciprocal space is facilitated by the fact

that the long-range charge distribution is a smooth mixture of Gaussians. Furthermore, by

having separated out Eself we can obtain EL from φL which is fully periodic since it does

not exclude any charges in the original cell (as opposed to φL[i]). The periodic long-range

charge distribution inducing φL is given by

ρL(r) =
∑
l

∑
i

ρLi (r + l) =
∑
l

∑
i

qiGη(r− ri + l). (4.34)

This function is related to the potential φL via the Poisson equation

∇2φL(r) = −4πρL(r). (4.35)

Transforming to reciprocal space gives

k2φ̂L(r) = 4πρ̂L(r). (4.36)

Hence, given ρ̂L, the Fourier transform of ρL, we can trivially obtain φ̂L. Then we just need

to transform back to real space to obtain φL. First, we derive the Fourier transform of ρL,

yielding

ρ̂L(r) =

∫
V
d3rρL(r)e−ik·r (4.37)

=

∫
V
d3r

∑
l

∑
i

qiGη(r− ri + l)e−ik·r (4.38)

=
∑
i

qi

∫
R3

d3rGη(r− ri)e
−ik·r, (4.39)
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where we have combined the integration over the cell volume and the sum over lattice vectors

into an integral over all of space. This is possible because the reciprocal lattice vectors are

commensurate with the direct lattice vectors, i.e. e−ik·l = 1. At this point we can employ

the well-known result that the Fourier transform of a Gaussian is another Gaussian with

the inverse standard deviation. The o�sets ri of the Gaussians from the origin simply add

phase factors. We obtain

ρ̂L(r) =
∑
i

qie
−ik·rie−k

2/4η2 . (4.40)

Now, the long-range potential in reciprocal space follows straightforwardly,

φ̂L(r) = 4π
∑
i

qie
−ik·ri e

−k2/4η2

k2
. (4.41)

To get the potential in real space we apply the inverse Fourier transform,

φL(r) =
1

V

∑
k

φ̂L(r)eik·r (4.42)

=
4π

V

∑
k 6=0

∑
i

qie
ik·(r−ri) e

−k2/4η2

k2
. (4.43)

Note that the we have excluded the k = 0 term from the sum. This term is singular in

general. However, if the cell has neutral charge the term vanishes and we obtain a �nite

long-range potential. In this case we can also observe that the sum over reciprocal space

converges quickly since contributions from vectors k with large norm are exponentially

suppressed. The long-range Coulomb energy follows directly:

EL =
1

2

∑
i

qiφ
L(ri) (4.44)

=
2π

V

∑
k 6=0

∑
i,j

qiqje
ik·(ri−rj) e

−k2/4η2

k2
. (4.45)

We have now evaluated all the terms contributing to E and can combine the results into a

�nal expression,

E = ES + EL − Eself (4.46)

=
1

2

∑
l

∑
i

∑
j

′ qiqj
|ri − rj + l|

erfc(η|ri − rj + l|) (4.47)

+
2π

V

∑
k 6=0

∑
i,j

qiqje
ik·(ri−rj) e

−k2/4η2

k2
. (4.48)

− η√
π

∑
i

q2
i . (4.49)
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4.4.4 Ewald summation of a lattice of dipoles

As a next step, we provide the derivation of Kantorovich's result for the dipole correction

arising for a general cell shape. The details of this derivation are not given in Ref. [130],

but are crucial for deriving the generalised result for anisotropic dielectrics. The strategy is

to evaluate the Ewald formula for a lattice of point dipoles. This is achieved by considering

a cell with two point charges q± = ±P/d at positions X± = X± 1
2d, where d = |d|. Then

we take the limit d → 0, resulting in an expression for the electrostatic interaction energy

of a periodic lattice of point dipoles with dipole moment P = (P/d) · d. We will see that

the absolute position X of the dipole in the original cell is irrelevant.

First, we evaluate the self-energy contribution:

Eself =
η√
π

∑
i

q2
i =

2η√
π
· P

2

d2
. (4.50)

This term diverges as we send d to zero, however we will see that it is exactly cancelled by

another term that contributes to the short-range part of the energy.

The long-range part can also be evaluated easily, by substituting charges and positions into

the inner sum of the expression (4.48),∑
i,j

qiqje
ik·(ri−rj) =

P 2

d2

(
2− eik·d − e−ik·d

)
=

2P 2

d2
[1− cos(k · d)]

=
2P 2

d2

[
1

2
(k · d)2 +O(d4)

]
= (k ·P)2 +O(d2)

d→0−→ (k ·P)2. (4.51)

Thus we obtain the following expression for the long-range contribution to the energy:

EL =
2π

V

∑
k 6=0

(k ·P)2 e
−k2/4η2

k2
, (4.52)

which is identical to the �rst term in Eq. (4.16) if rewritten in tensor notation.

Most of the complications arise in the short-range Coulomb energy. We start by considering

the case l = 0, where the inner sum over i and j is restricted to values satisfying i 6= j:

ESl=0 =
1

2

∑
i 6=j

qiqj
|ri − rj |

erfc(η|ri − rj |)

= − P
2

2d2

[
1

|d|
erfc(η|d|) +

1

| − d|
erfc(η| − d|)

]
= −P

2

d3
erfc(ηd). (4.53)
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Next, we Taylor expand the complementary error function, yielding

ESl=0 = −P
2

d3

[
1− 2η√

π
d+

2η3

3
√
π
d3 +O(d5)

]
= −P

2

d3
+

2η√
π
· P

2

d2
− 2η3

3
√
π
P 2 +O(d2).

The �rst term describes the direct in-cell Coulomb interaction of the charges constituting

the dipole, and is therefore irrelevant for the dipole correction. The second one exactly

cancels the self-energy (Eq. (4.50)). The third term corresponds to the �rst contribution in

Kantorovich's expression Eq. (4.15). The rest vanishes as we take the limit d→ 0.

Having dealt with the special case l = 0, we turn our attention to the terms that arise from

l 6= 0. Now, the sum over i and j is unrestricted and, starting with the terms where i = j,

we obtain

ESl6=0,i=j =
1

2

∑
l6=0

2P 2

d2

1

|l|
erfc(η|l|) =

P 2

d2

∑
l6=0

1

l
erfc(ηl), (4.54)

with l = |l|. Again, this diverges as d → 0. However, it is cancelled exactly by the lowest-

order term of the contribution for i 6= j:

ESl6=0,i 6=j = −1

2

∑
l6=0

P 2

d2

[
1

|l + d|
erfc(η|l + d|) +

1

|l− d|
erfc(η|l− d|)

]
(4.55)

= −1

2

∑
l6=0

P 2

d2

[
2

|l|
erfc(η|l|) +O(d2)

]
. (4.56)

There is no term �rst-order in d since the expression in brackets is invariant under chang-

ing the sign of d. All terms higher than second order will vanish as well as we take d

to zero. Hence, our strategy is to evaluate the second order term in the expansion of

erfc(η|l + d|)/|l + d|. By symmetry the total contribution in the bracket is then twice that.

To obtain a power series in d for the denominator we employ the dipole expansion (with η

inserted for later convenience),

1

η|l + d|
=

1

η

[
1

l
− l · d

l3
+

1

2
· 3(l · d)2 − l2d2

l5
+O(d3)

]
=

1

y
− ηy · d

y3
+
η2

2
· 3(y · d)2 − y2d2

y5
+O(d3), (4.57)

where we introduce the notation y = ηl and y = ηl. In a similar fashion we expand η|l + d|,
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the argument of erfc:

η|l + d| = η
|l + d|2

|l + d|
= η

l2 + 2l · d + d2

|l + d|
(4.58)

= η

[
l − l · d

l
+

1

2
· −(l · d)2 + l2d2

l3
+O(d3)

]
(4.59)

= y −ηy · d
y

+
η2

2
· −(y · d)2 + y2d2

y3
+O(d3)︸ ︷︷ ︸

x

, (4.60)

Next, we write down the Taylor expansion of erfc around y with expansion parameter x,

erfc(y + x) = erfc(y)− 2√
π
e−y

2
x+

2y√
π
e−y

2
x2 +O(x3). (4.61)

Substituting the expression for x and collecting orders of d yields:

erfc(η|l + d|) = erfc(y + x) =

= erfc(y)− 2η√
π
e−y

2 · y · d
y

+
2η2

√
π
e−y

2

[
(y · d)2

y
− −(y · d)2 + y2d2

2y3

]
+O(d3). (4.62)

Finally, we evaluate the product of this with the dipole expansion Eq. (4.57), only keeping

track of the relevant second-order terms,[
1

|l + d|
erfc(η|l + d|)

]
O(d2)

=

=
η3

2

−d
2

erfc(y)

y3
+

2√
π
· e
−y2

y2︸ ︷︷ ︸


h(y)

+
(y · d)2

y2

[
3h(y) +

4√
π
e−y

2

] (4.63)

At last we can go back to Eq. (4.56) to obtain the missing terms contributing to the short-

range energy in the limit d→ 0,

ESl6=0 = −η
3

2

∑
l6=0

{
−P 2h(y) +

(y ·P)2

y2

[
3h(y) +

4√
π
e−y

2

]}
. (4.64)

By inspection, this corresponds to the remaining terms in Kantorovich's expression, specif-

ically the second half of Eq. (4.16).

4.4.5 Generalisation to dielectric background medium

To obtain a dipole correction applicable to the problem at hand, in which space is �lled with

a dielectric medium (the pentacene crystal), we need to go one step further. The dielectric

response of a uniform, but in general anisotropic medium can be described using a dielectric

tensor ε. The dielectric tensor is a symmetric 3× 3 matrix with eigenvalues {εi, i = 1, 2, 3}
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representing the permittivity of the medium along is principal axes. In this setting the

Poisson equation is modi�ed, with ε now appearing inside the Laplacian, namely

∇tε∇φ(r) = −4πρ(r). (4.65)

Fischerauer [132] showed that the solution of this general Poisson equation for a point-charge

can be reduced to the isotropic case by a coordinate transformation. The new coordinates

that achieve this are precisely the ones corresponding to the principal axes of ε. Let C be

the principal axis transformation diagonalising ε, i.e

CtεC =

 ε1 0 0
0 ε2 0
0 0 ε3

 . (4.66)

C is an orthogonal matrix obeying C−1 = Ct and a determinant equal to unity. The only

remaining anisotropy is now due to the eigenvalues εi. It can be removed by means of an

additional diagonal scaling matrix D,

D =

 √ε1 0 0
0
√
ε2 0

0 0
√
ε3

 . (4.67)

Applying this subsequently reduces ε to the unit matrix,

D−1CtεCD−1 =

 1 0 0
0 1 0
0 0 1

 , (4.68)

or equivalently,

ε = CD2Ct. (4.69)

In terms of position vectors, the complete transformation is then de�ned as follows:

r′ = D−1Ctr, r = CDr′ (4.70)

In terms of the new coordinates the form of Poisson's equation reverts to the vacuum case,

i.e.

∆′φ(r′) = −4πρ(r′). (4.71)

If we consider a point-charge centred at the origin this becomes

∆′φ(r′) = − 4π√
det ε

δ(r′). (4.72)

The denominator that appears is the Jacobian determinant of the transformation,

J = det
∂xi
∂x′j

= detCD = detC · detD =
√

det ε. (4.73)
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It ensures that the normalisation of the delta function in the new coordinates is consis-

tent with being unity in the original frame (which is not scaled by D). The solution is

straightforwad:

φ(r′) =
1√
det ε

· 1

|r′|
. (4.74)

Going back to the original coordinates we thus obtain:

φ(r) =
1√
det ε

· 1

|D−1Ctr|
=

1√
det ε

· 1√
rtε−1r

. (4.75)

The last equality follows since

|D−1Ctr| =
√
|D−1Ctr|2

=
√

(D−1Ctr)t(D−1Ctr)

=
√

rtCD−2Ctr =
√

rtε−1r.

Ideally we would like to adapt this procedure, demonstrated here for a point-charge, to

the full derivation of the Ewald method and dipole correction. We would hope to obtain

expressions that are essentially completely analogous, up to a coordinate transformation of

the direct and reciprocal lattice vectors. However, it turns out that a direct application of

the method fails. The reason is that the univariate Gaussian used for splitting the charge

distribution in the Ewald method becomes multivariate in the transformed coordinates,

Gη(r) =

(
η√
π

)3

exp(−η2rtr) (4.76)

=

(
η√
π

)3

exp
[
−η2(CDr′)t(CDr′)

]
(4.77)

=

(
η√
π

)3

exp
[
−η2r′

t
D2r′

]
. (4.78)

Hence, the corresponding potential can no longer be obtained easily in spherical coordi-

nates, and the mathematical expressions start to di�er substantially from the vacuum case.

To understand how to circumvent this problem we recall that the smearing function was

introduced arti�cially and we were free to chose its (inverse) width as de�ned by Ewald's

parameter η. Taking this idea further, we could consider a multivariate smearing function.

A particularly interesting choice turns out to be

Gεη(r) =
1√
det ε

(
η√
π

)3

exp(−η2rtε−1r), (4.79)

where we have inserted the inverse dielectric tensor ε−1 = CD−2Ct in the exponential,

and the prefactor ensures normalisation. The inverse dielectric tensor exactly cancels the



70 Chapter 4. Charge-transfer in crystalline pentacene

transformation matrices and we obtain a univariate Gaussian in the primed coordinates:

Gεη(r) =
1√
det ε

(
η√
π

)3

exp
[
−η2(CDr′)tε−1(CDr′)

]
=

1√
det ε

(
η√
π

)3

exp
[
−η2r′

t
DCtε−1CDr′

]
=

1√
det ε

(
η√
π

)3

exp
[
−η2r′

t
r′
]

=
1√
det ε

Gη(r
′). (4.80)

Hence, the solution of Poisson's equation is now completely analogous to the vacuum case,

we obtain

φεη(r) =
1√
det ε

· 1

|r′|
erf(η|r′|) (4.81)

=
1√
det ε

· 1

|D−1Ctr|
erf(η|D−1Ctr|). (4.82)

If we follow through the derivation of Ewald's formula with this result, we end up with

equivalent expressions for short-range and self-energy, up to an overall factor of 1/
√

det ε

and transformed position and lattice vectors, r → r′ and l → l′. As a consequence, the

real-space terms of Kantorovich's expression have the same form as in the vacuum case, up

to the prefactor and primed direct lattice vectors and dipole vector.

Turning to the reciprocal space part, the Fourier transform of the long-range charge distri-

bution with the modi�ed smearing function is given by

ρ̂L(r) =
∑
i

qi

∫
R3

d3rGεη(r− ri)e
−ik·r (4.83)

=
∑
i

qi

∫
R3

d3r′Gη(r
′ − r′i)e

−ik′·r′ (4.84)

=
∑
i

qie
−ik′·r′ie−k

′2/4η2 . (4.85)

Here k′ = DCtk, ensuring that k′ · r′ = k · r. The prefactor of 1/
√

det ε cancels with

the Jacobian incurred due to the change of variables under the integral. This expression is

identical to Eq. (4.40) up to the primed vectors. Also, the Poisson equation in the primed

system has the same form as in the vacuum case. This means that the form of the reciprocal-

space term in the Ewald formula is again unchanged up to the vector transformations.

Note that we do not obtain an additional prefactor of 1/
√

det ε in this case. Again, these

properties carry over to the reciprocal-space contribution in Kantorovich's formula.

Now, we are ready to state the �nal result for the dipole correction in a uniform, anisotropic

background medium:

Edip =
1√
det ε

− 2η3

3
√
π
· |P′|2 +

1

2

∑
α,β

P ′αψ
′
αβP

′
β

 , (4.86)
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with

ψ′αβ =
4π

V ′

∑
k′ 6=0

k′αk
′
β

|k′|2
e−|k

′|2/4η2 − η3
∑
l′ 6=0

Hαβ(ηl′), (4.87)

and Hαβ as given in Eqs. (4.17) and (4.18). For completeness, we also restate how the

coordinate transformation acts on the relevant vectors, namely

P′ = D−1CtP, l′ = D−1Ctl, k′ = DCtk, (4.88)

and we introduce

V ′ =
V√
det ε

. (4.89)

This rescaling of the cell volume is consistent with the transformation of the direct lattice

vectors and is a convenient way to account for the fact that the reciprocal-space term does

not share the prefactor 1/
√

det ε.

4.4.6 Applying the correction

First, we perform a DFPT calculation using the CASTEP code to obtain the dielectric

tensor for the primitive cell of the pentacene crystal:

ε
DFPT

=

 3.48 −0.18 −0.12
−0.18 3.14 0.19
−0.12 0.19 5.61

 .
The e�ective dielectric tensor as it is experienced by the constrained charges in the cDFT

calculation is assumed to be obtained by a uniform scaling ε = c · ε
DFPT

. The scaling

accounts for the overestimation of screening due to the band-gap error, as previously dis-

cussed. By using a single scaling parameter c we employ the simplifying assumption that

the overscreening of DFPT is isotropic. The dipole moments were taken from dimer cDFT

calculations in vacuum (atomic units):

Pher1 = (1.45, −6.70, −2.07)t, |Pher1| = 7.16

Pher2 = (−1.19, 7.58, 2.33)t, |Pher2| = 8.02

Ppar1/2 = ±(−7.89, 4.23, 1.85)t,
∣∣Ppar1/2

∣∣ = 9.14

The dipole correction is applied to the supercell energies as follows:

Ecor = EDFT − Edip. (4.90)

Minimising the combined standard deviations of the corrected supercell calculations across

all three dimer con�gurations yields a best-�t value c = 0.378. The e�ect of the correction

using this value of c for the three cases is shown graphically in Fig. 4.3. We note that the
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Figure 4.3: (Top) Herringbone 1 (Centre) Herringbone 2 (Bottom) Parallel. Un-
corrected energies (blue) and dipole corrections (red) for CT states across a range
of supercell embeddings. Dashed lines indicate corrected mean energies. Note
that the dipole correction is negative for the 531 supercell for both herringbone
con�gurations.
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Con�guration isolated (2 mol) 4-mol cluster 10-mol cluster crystal
Herringbone 1 2.04 2.16 2.00 2.01
Herringbone 2 2.72 2.25 2.04 2.04

Parallel 2.61 2.35 2.10 2.10

Table 4.3: Comparison of dipole-corrected CT energies in the crystal with isolated
and cluster results. Excitation energies are quoted in units of eV.

value of c is in approximate agreement with the ratio of the DFT gap of ∼ 0.8 eV to the

quasiparticle gap of ∼ 2.4 eV calculated with many-body perturbation theory [60], as might

be expected.

Having applied Eq. (4.90), for the herringbone dimer we obtain corrected mean energies of

2.01 eV and 2.04 eV, respectively (cf. Tab. 4.3). The parallel dimer yields a mean energy of

2.10 eV. The spread of corrected energies is down to 0.03-0.08 eV, a reduction by a factor of

3-4, demonstrating the success of the method. The signi�cantly larger spread of values in the

parallel dimer compared to the herringbone dimer is a result of enhanced dipole interaction

between periodic images. This is due to the fact that the dimer (and hence dipole) is aligned

with the crystal lattice (along lattice vector b, cf. Fig. 3.2) and the dipole moment is largest

among the three con�gurations.

4.5 Discussion

As elaborated above, the empirical parameter c in the method accounts for the overscreening

of DFPT with local functionals. There are additional uncertainties due to the fact that the

separation of periodic images is small, implying that the supercell calculations still exhibit

a relatively high density of electron-hole pairs. This can modify the dielectric properties.

Further errors may stem from higher-order electrostatic corrections as a result of the fact

that the CT con�gurations considered take up a signi�cant portions of the supercells and

hence do not constitute perfectly point-like dipoles. All these e�ects are integrated in the

c parameter. The remaining spread of energies is presumably related to residuals of these

sources of error which cannot be eliminated with the single c parameter.

It is apparent that the dipole-corrected energies are essentially degenerate with those ob-

tained for the 10-molecule cluster, within the quoted precision of 10 meV (cf. Table 4.3).

Presuming this holds for still-larger clusters, this result demonstrates the validity of the clus-

ter approximation for molecular crystals of pentacene and likely a range of similar molecules

(eg. tetracene). In case where the molecular unit of a molecular crystal has a net dipole,

the cluster approach in vacuum would incur signi�cant di�culties due to the unscreened
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net-dipole [133]. The current approach, in employing periodic boundary conditions, would

not encounter such problems.

We observe that aggregation has a twofold e�ect on CT energies in the pentacene molecular

crystal: an overall downshift, and a decreasing separation of the di�erent CT con�gurations

considered. The latter is particularly striking in the herringbone dimer, where the initial

splitting of nearly 0.7 eV in isolation is reduced to only a few 10 meV when embedded in

the crystal. Interestingly, the ordering of the three CT energies also changes. In the isolated

dimers, the parallel CT energy is situated between the two herringbone energies, whereas in

the crystal the parallel energy is slightly above the two (now nearly degenerate) herringbone

energies.

We also note that although our calculations employ the computationally cheap LDA func-

tional they do not appear to su�er from a systematic underestimation of excitation energies

relative to those calculated with higher levels of theory. This observation can be ratio-

nalised by noting that in cDFT the excited electron orbital is fully occupied. No DFT

eigenvalues of unoccupied orbitals which are subject to large systematic underestimation

enter the calculation. TDDFT with local exchange requires computationally expensive and

parameter-dependent range-separated hybrid functionals in order to yield CT energies that

are not severely underestimated [25,35]. By contrast, using the novel combination of linear-

scaling methodology with projector-based cDFT, we are able to perform relatively cheap

calculations which scale well to large system sizes (1368 atoms, in this work).

We further note that the relatively low CT energies in the crystal of just above 2 eV put them

on the lower end of experimental estimates [64]. They are in line with previous theoretical

results indicating a signi�cant admixture of CT-like components into the lowest singlet

exciton in pentacene [72,73,134]. The low energies also lend support to the notion that a CT-

mediated `super-exchange' mechanism can play a crucial role in ultrafast �ssion [79�81,91].

Our procedure should also be transferable to other systems in which CT states are situated

in a complex screening environment. These include (but are not limited to) a variety of

organic materials for organic photovoltaics and optoelectronics/spintronics.

At this point there remain a number of limitations that need to be addressed by future

work. Our method as presented here relies on the system in question exhibiting su�ciently

homogeneous dielectric properties which can be approximated by a single dielectric tensor.

Furthermore, the cDFT approach necessitates prior knowledge of the excited state structure

such that appropriate donor and acceptor regions can be de�ned. Another current drawback

is the requirement of performing calculations on a range of supercells for the purpose of

the single parameter �t, increasing computational cost. This limitation may be overcome
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by using a more accurate functional (or higher-level theory than DFT) for the response

calculation, provided that the unit cell is not so large as to make this computationally

infeasible.

4.6 Conclusions

In this chapter we have demonstrated the application of (linear-scaling) constrained DFT

to charge-transfer states in the pentacene molecular crystal. Our results for isolated dimers

are in reasonable agreement with higher-level theory calculations from the literature. Fur-

thermore, we have used cluster calculations to illustrate the transition to the crystal limit,

showing that CT energies are lowered both by screening and the formation of bands. We

have devised a scheme based on periodic supercell calculations in combination with a dipole

correction, in order to establish the limit of the in�nite molecular crystal. Our dipole cor-

rection method is novel in that it is applicable to very general systems (non-cubic with

anisotropic dielectric properties). It is also of signi�cant interest that in spite of the high-

polarity of the CT con�gurations, the excellent agreement between results for the cluster

approximation and for the crystal limit reveals an unexpectedly high screening capability

for pentacene, with important consequences for the modelling of pentacene interfaces and

�lm structural imperfections.
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Chapter 5

Dynamical modelling of singlet �ssion

in dimer pentacene

Singlet �ssion has been observed to occur in DP-Mes, a covalently linked pentacene dimer,

on ultrafast sub-picosecond timescales with the yield of triplet pairs from initial singlets

approaching 100%, depending on the speci�c solvent environment [88,89]. The geometrical

structure of the molecule is shown in Fig. 5.1. Speci�cally, the pentacene units assume an

orthogonal con�guration, with the dihedral angle at the linking C-C bond close to 90◦.

In this chapter, we develop a dynamical model of singlet �ssion in DP-Mes. As we will see,

the high symmetry of the molecule precludes coupling of the electronic states at the equi-

librium geometry. This make DP-Mes an ideal test-case for exploring the interplay between

electronic states and symmetry-breaking molecular vibrations in the �ssion process. We em-

ploy a combination of DFT and a multi-reference description of the electronic states using

a minimal basis of frontier orbitals to parametrise the vibronic coupling Hamiltonian of the

system. This parametrisation forms the basis for subsequent simulations of the full quan-

tum dynamics of the system using tensor network methods. We reveal how ultrafast �ssion

on time-scales on the order of hundreds of femtoseconds arises from a series of symmetry

breaking vibrational motions that drive �ssion via CT-mediated super-exchange. The reor-

ganisation of the vibrational environment after photoexcitation is found to spontaneously

create the couplings enabling �ssion with a high (∼ 90%) yield of triplet pairs.

The high degree of symmetry of the DP-Mes molecule leads to a lot of structure in the

electronic-vibrational coupling. Exploiting this structure is crucial for making such high-

level modelling possible at reasonable computational cost. Hence, DP-Mes presents itself as

an ideal model system for detailed theoretical studies of �ssion.
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Figure 5.1: 3-dimensional geometry of the covalent pentacene dimer DP-Mes
(13,13'-bis(mesityl)-6,6'-dipentacenyl). At the lowest-energy con�guration in the
electronic ground state the pentacene units are orthogonal, with a dihedral angle
close to 90◦. This geometry minimises steric repulsion between the hydrogen atoms.
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Figure 5.2: HOMO (left) and LUMO (right) of pentacene monomer, top and
edge-on view, respectively. Both orbitals are antisymmetric about the molecular
plane (π-character), and symmetric about a perpendicular plane through the short
axis. With respect to an orthogonal plane through the long axis, the HOMO is
antisymmetric, whereas the LUMO is symmetric.

5.1 Geometry and electronic structure

All DFT calculations for this chapter are performed with the NWChem electronic structure

code in vacuum [135]. The relaxed ground-state structure is obtained employing analytical

Hessians at the cc-pVDZ/B3LYP level of theory. Excited singlet state energies are calculated

from (linear-response) TDDFT at the cc-pVDZ/LC-BLYP level of theory. The long-range

corrected functional is required to correctly describe the S1 state of pentacene as well as the

states with charge-transfer character. An optimised range-separation parameter µ = 0.29 is

used in the LC-BLYP functional [136]. This choice gives a good description of the energy

of the �rst excited singlet of the pentacene molecule. For TT the quintet state (total spin

2) is used as a proxy for the purpose of calculating energy and forces. Even though the spin

wave function is incorrect, it forces a doubly-excited state with local triplet character on

each pentacene unit. This can be expected to be su�cient for the purpose of energies and

forces due to the weak coupling between the pentacene units in the ground-state geometry.

The choice of the relatively small cc-pVDZ basis set is due to limited computational re-

sources. However, tests show that TDDFT energies of the low-lying excitations of DP-Mes

are converged to within 10meV compared to the larger cc-pVTZ basis set.
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5.1.1 Low-energy excitations

The lowest-energy singlet and triplet excited states S1 and T1 (the ground state being S0) of a

single pentacene molecule are dominated by a HOMO to LUMO transition (see orbital plots,

Fig. 5.2). It can be seen that the HOMO is antisymmetric about a plane through the long

molecular axis and orthogonal to the molecular plane, whereas the LUMO is symmetric

about this plane. This means that the S0 → S1 transition is polarised along the short

molecular axis. The triplet is optically dark since the S1 → T transition is spin-forbidden.

Upon dimerisation, each pentacene molecule mostly retains its S1 state with little change in

energy. However, dipole coupling of the transitions causes Davydov splitting and hybridi-

sation into symmetric and antisymmetric locally excited states LE± = 1√
2
(SA1 S

B
0 ± SA0 S

B
1 ),

where A and B denote the monomers. In the dimer con�guration the pentacene units are

aligned along their short axes, i.e. their transition dipoles. The dipoles add constructively

for a transition to the LE+ con�guration and cancel exactly for LE−. This means that LE+

is optically bright, and represents the state populated by photoexcitation from which �ssion

proceeds. LE−, on the other hand, is optically dark. At the relaxed ground state geometry,

our calculations put LE+ at 2.15 eV, with LE− at 2.28 eV, higher by about 130meV due to

energetically less favourable dipole alignment.

In addition to the locally excited states, the dimer also supports excitations of charge-transfer

character. The lowest-energy pair of these states is again well described by HOMO-LUMO

transitions, e.g. from the HOMO of unit A to the LUMO of unit B, and vice versa for the

second CT state. In the absence of external symmetry-breaking, the CT states undergo

weak (∼10 meV) hybridisation into (anti-)symmetrised `charge-resonance' states denoted

CT±. We calculate energies of 2.75 eV and 2.76 eV, respectively. However, we note that

these values should be treated with caution since they are obtained from a linear-response

(TDDFT) calculation for a state with signi�cantly altered charge distribution compared to

the ground state.

The �nal state of �ssion is believed to be the TT state which is a doubly excited state

constructed from T1 pairs (one for each unit), such that the overall wave function is a singlet.

The TT energy is approximately given by twice the T1 energy for weakly interacting units.

The quintet state, which we use as a proxy for TT, gives an energy of 1.87 eV above the

ground state.
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Figure 5.3: Potential energy surface for the electronic ground state along the
dihedral coordinate. Each data point represents the total DFT energy relative to
the 90◦-con�guration after geometry relaxation with the dihedral angle �xed at the
respective value.

5.1.2 Frontier orbitals and role of dihedral coordinate

In the ground state the minimal total energy of DP-Mes is attained at a dihedral angle of

90◦. However, the potential energy surface along the dihedral coordinate is quite shallow,

enabling the molecule to explore an angular range of about 10�20◦ either side of the minimum

at room temperature (see Fig. 5.3). Only at large deviations steric repulsion of the hydrogen

atoms becomes energetically prohibitive.

Most importantly, the dihedral coordinate determines coupling between the monomers.

The monomeric HOMO and LUMO orbitals are antisymmetric with respect to a re�ec-

tion through the molecular plane, but symmetric about a perpendicular plane through the

short axis. Hence, all hopping matrix elements have to vanish by symmetry at the 90◦

geometry (Fig. 5.4). A coupling can only arise as the dihedral angle moves away from this

con�guration.

This can also be demonstrated using DFT by looking at the energy gaps between HOMO-

1/HOMO and LUMO/LUMO+1 levels of the dimer, respectively (Fig. 5.4). The HOMO-1

(LUMO) and HOMO (LUMO+1) levels result from a hybridisation of the HOMO (LUMO)
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Figure 5.4: (top left) Schematic diagram showing how the HOMO-1/HOMO and
LUMO/LUMO+1 levels of the dimer arise from a hybridisation of the monomer
HOMOs and LUMOs, respectively. (top right) DFT results corresponding to �gure
5.3 demonstrate angle-dependence of level-splitting. (bottom) Frontier orbitals of
DP-Mes. They are well-described as (anti)symmetric linear combinations of the
monomeric frontier orbitals, compare Fig. 5.2. The di�erent symmetries of the
orbitals with respect to the pentacene plane and a perpendicular plane through
the short axis, respectively, mean that inter-unit hopping integrals vanish at the
orthogonal geometry.
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levels of the two pentacene units. The degeneracy present at 90◦ is increasingly lifted as

the angle deviates from this value, with the gaps approximately corresponding to twice the

respective hopping integrals t(hh), t(``).

5.2 Symmetry considerations and frontier-orbital description

of excitations

In this section we discuss the symmetries of the DP-Mes molecule, more speci�cally the

properties of its point group D2d. This includes a review of its symmetry transformations (or

elements) and irreducible representations. In combination with a frontier orbital description

of the electronic states which we outline in the following, the irreducible representations allow

us to classify these states according to how they transform under the molecular symmetries.

In a similar manner, the vibrational normal modes of DP-Mes can be assigned to irreducible

representations. When we later couple the electronic excitations to the vibrational modes,

this analysis is crucial for understanding the interplay of electronic transitions and vibrations.

5.2.1 The D2d point group

Fig. 5.5 shows the DP-Mes structure and the symmetry operations that leave the structure

invariant. These symmetries, also referred to as symmetry elements, constitute the point

group D2d. As per the group de�nition, D2d has an identity element, denoted E, which

simply leaves space invariant and is therefore a trivial symmetry. The principal or �gure

axis of the molecule is a twofold rotation axis (C2), i.e. rotations around this axis by

2π/2 = π leave the structure invariant. We note that the extremal hydrogens on the

mesityl groups on either side break this and other symmetry operations of the point group.

However, this is irrelevant for the low-energy excitations since the frontier orbitals do not

meaningfully extend onto the mesityl groups (cf. Fig. 5.4). In addition to being a twofold

rotation axis, the principal axis is also a fourfold improper (or alternating) rotation axis

(S4). This means that rotations around this axis by an angle 2π/4 = π/2 followed by a

re�ection through a perpendicular plane leaves the geometric structure invariant. Note that

there are two distinct S4 elements since rotations by ±π/2 are inequivalent (as opposed to

±π rotations). Furthermore, both pentacene planes constitute mirror planes (σd). Finally,

there are two twofold rotation axes (C ′2) perpendicular to the principal axis and bisecting

the angles between the mirror planes.

A group representation is a map that assigns a linear transformation to each symmetry
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Figure 5.5: DP-Mes structure with symmetry elements of the D2d point group,
and unit-localised frontier molecular orbitals. Note that extremal hydrogens of
mesityl side-groups weakly break the point group symmetry. However, this is
irrelevant for the low-energy excitations since the frontier orbitals �rmly reside on
the pentacene units.
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irrep E 2S4 C2 2C ′2 2σd
A1 +1 +1 +1 +1 +1
A2 +1 +1 +1 −1 −1
B1 +1 −1 +1 +1 −1
B2 +1 −1 +1 −1 +1
E +2 0 −2 0 0

Table 5.1: Character table of D2d.

element, s→ R(s), such that

R(s1s2) = R(s1)R(s2), (5.1)

for all group elements s1, s2. The representation of the symmetry transformation obtained

by applying s2 and then s1 is simply the product of the linear transformations assigned to

s1 and s2. This condition can be interpreted as saying that the linear transformations of the

representation are compatible with the group structure. The dimension of a representation

refers to the dimension of the vector space the elements of the representation act on. There

is no upper limit to the dimensionality of a representation since we can always combine

representations into a larger one, using the direct sum of the linear transformations for

each group element. Similarly, representations can be decomposed into lower-dimensional

ones if there are subspaces of the representation space that remain invariant under the

elements of the representation. A representation that cannot be decomposed further is

called `irreducible'. The irreducible representations (irreps) of a symmetry group are of

fundamental importance since all other representations can be built up from them.

The irreps of D2d are are listed in Tab. 5.1, together with the `characters' of the symmetry

elements under each representation. The characters are simply the traces of the transforma-

tion matrices corresponding to the groups' elements under each irreducible representation,

i.e.

χR(s) = Tr[R(s)]. (5.2)

It follows that the character of the identity element E is equal to the dimension of the

representation. As can be seen from the table, D2d has four one-dimensional irreps (A1, A2,

B1, B2) and one two-dimensional irrep (E, not to be confused with the identity element!).

For the one-dimensional irreps the characters are simply equal to the 1× 1 transformation

`matrices'. They indicate how an object (e.g. a wave function) that transforms as a particular

irrep changes sign under the symmetry elements of the group. The irrep A1 leaves the

representation space invariant for all symmetry elements. For this reason it is also known

as the `totally symmetric representation', and is trivially an irrep of all point groups.
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5.2.2 Symmetry classi�cation of excitations using frontier orbitals

With this background on the point group D2d, we are now in a position to apply represen-

tation theory to the electronic states of DP-Mes that are relevant for �ssion. These insights

will be relevant for understanding the structure of coupling between electronic states and

molecular vibrations which we derive later in this chapter. For this purpose it is conve-

nient to introduce an approximate description of the electronic states, in terms of Slater

determinants built from a small active space of frontier orbitals of DP-Mes. However, using

the fully delocalised frontier orbitals (Fig. 5.4) for this makes the resulting wave functions

di�cult to interpret. To address this issue, we perform an orthogonal transformation in the

HOMO−1/HOMO and LUMO/LUMO+1 subspaces, respectively:

hA =
1√
2

(|HOMO− 1〉 − |HOMO〉), (5.3)

hB =
1√
2

(|HOMO− 1〉+ |HOMO〉), (5.4)

and

`A =
1√
2

(|LUMO + 1〉 − |LUMO〉), (5.5)

`B =
1√
2

(|LUMO + 1〉+ |LUMO〉). (5.6)

Here, the subscripts A and B refer to the two pentacene units of DP-Mes. The unit-localised

orbitals resulting from this transformation are shown in Fig. 5.5. By construction, this set is

orthogonal and the new orbitals remain valid eigenfunctions due to the energetic degeneracy

in the HOMO and LUMO spaces as a result of the orthogonal geometry of DP-Mes (cf.

Fig. 5.4). Normally, obtaining approximately localised orthogonal orbitals in an extended

system requires some form of Löwdin orthogonalisation [7]. In our case, however, this is

obviated by the special geometric properties of the DP-Mes molecule.

In the next step, we use these orbitals to write down approximate wave functions for the

electronic states of interest, following Ref. [7]. The authors use a minimal basis which consists

of the HOMO and LUMO orbitals of each unit of a dimer. This basis is su�cient for a �rst

approximation of the low-energy electronic states of DP-Mes, which are all dominated by

transitions between HOMOs and LUMOs of the pentacene units. At this level of description,

the ground state is given by the following single Slater determinant:

GS = |hAαhAβhBαhBβ|, (5.7)

where α and β label the electron spin states. The interpretation is straightforward, namely

each localised HOMO orbital is doubly occupied. The antisymmetrisation of the Slater
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determinant takes care of the spin adaption, resulting in a pure singlet. Next, we consider

the locally excited states. There are two of them, since there are two pentacene units,

on either of which the excitation can reside. Naively, one would take the ground-state

determinant and simply promote one of the electrons to the respective LUMO orbital:

LE?
A = |hAα`AβhBαhBβ|. (5.8)

The problem becomes apparent when we notice that this choice breaks the (anti)symmetry

between the spin labels. Hence, the wave function as written is not a pure singlet state. We

need to explicitly take care of the correct symmetry adaptation,

LEA =
1√
2

[
|hAα`AβhBαhBβ| − |hAβ`AαhBαhBβ|

]
, (5.9)

and analogously,

LEB =
1√
2

[
|hAαhAβhBα`Bβ| − |hAαhAβhBβ`Bα|

]
. (5.10)

The wave functions of the CT states look very similar, the di�erence being that the electron

is promoted not to the LUMO of the same pentacene unit, but rather to the LUMO of the

other unit:

CTA =
1√
2

[
|hAα`BβhBαhBβ| − |hAβ`BαhBαhBβ|

]
, (5.11)

CTB =
1√
2

[
|hAαhAβhBα`Aβ| − |hAαhAβhBβ`Aα|

]
, (5.12)

Because of the equivalence of A and B, the thus de�ned states are degenerate and will

hybridise into (anti)symmetric linear combinations, as pointed out earlier,

LE± =
1√
2

[LEA ± LEB] , (5.13)

CT± =
1√
2

[CTA ± CTB] . (5.14)

We remind the reader that LE+ is optically bright relative to the ground state since the

transition dipoles add constructively, whereas they cancel for LE−, resulting in a dark state.

Another consequence of the interaction of transition dipoles is that LE+ is lower in energy.

The �nal state to consider is the correlated triplet pair TT. Its wave function in our minimal

basis is given by the expression [7]

TT =
1√
3

[
|hAα`AαhBβ`Bβ|+ |hAβ`AβhBα`Bα|

− 1

2
(|hAα`AβhBα`Bβ|+ |hAα`AβhBβ`Bα|+ |hAβ`AαhBα`Bβ|+ |hAβ`AαhBβ`Bα|)

]
.

(5.15)
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E 2S4 C2 2C ′2 2σd
hA +hA ∓hB −hA ±hB ∓hA
hB +hB ±hA −hB ±hA ±hB
`A +`A ±`B −`A ∓`B ∓`A
`B +`B ∓`A −`B ∓`A ±`B

Table 5.2: Transformations of localised frontier orbitals under the symmetry
elements of D2d.

The spatial wave function of this state can be interpreted straightforwardly. It is doubly

locally excited, with one electron promoted from the HOMO to the LUMO on each unit.

However, the interpretation of the spin part is less transparent. To elucidate what is going

on, we write it in terms of its components on the two pentacene units:

1√
3

[
|αα〉A ⊗ |ββ〉B + |ββ〉A ⊗ |αα〉B −

1√
2

(|αβ〉A + |βα〉A) ⊗ 1√
2

(|αβ〉B + |βα〉B)

]
.

(5.16)

It is now apparent that the spin wave function is composed entirely of local two-electron

triplets. One can verify that it is also an eigenstate of the total spin operator with eigenvalue

zero, i.e. an overall singlet state.

Using this picture, one can now classify the electronic states according to irreducible repre-

sentations of the point group. First, one considers how the minimal orbital basis hA, hB,

`A, `B transforms under the symmetry operations of D2d. For example a C2 rotation about

the principle axis induces the mapping hA → −hA, hB → −hB, `A → −`A and `B → −`B.
A systematic summary of these transformations is presented in Tab. 5.2. Substituting these

transformations into the wave functions makes it possible work out how the electronic states

transform under the symmetry elements. In doing so, we can focus on the how the spatial

part of the wave function transforms, and ignore transformations of the spin part. This

is because we can always choose a spin quantisation axis that is invariant under a given

symmetry element. In addition, all the states of interest are singlets, i.e. the form of their

spin wave functions is necessarily independent of the choice of spin quantisation axis.

We will now demonstrate this symmetry analysis using the example of the locally excited

states LE±, and then just state the remaining results in tabular form in the interest of

brevity. It is clear that we do not need to explicitly check the e�ect of the trivial element

E since it leaves every state invariant by de�nition. Similarly, we can notice that C2 acts

trivially as well since it introduces a minus sign to each orbital, but does not transform

between them. These minus signs necessarily cancel because we are looking at four-electron

wave functions. The remaining symmetry elements to consider are 2S4, 2C ′2, and 2σd.
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Starting with 2S4, we evaluate its action on LEA,

LEA =
1√
2

[
+ |hAα`AβhBαhBβ| − |hAβ`AαhBαhBβ|

]
2S4−−→ 1√

2

[
− |hBα`BβhAαhAβ|+ |hBβ`BαhAαhAβ|

]
=

1√
2

[
− |hAαhAβhBα`Bβ|+ |hAαhAβhBβ`Bα|

]
= −LEB. (5.17)

In analogous fashion we obtain

LEB
2S4−−→ −LEA. (5.18)

Now it follows that

LE+ =
1√
2

[LEA + LEB]

2S4−−→ 1√
2

[−LEB − LEA]

= − 1√
2

[LEA + LEB] = −LE+, (5.19)

and

LE− =
1√
2

[LEA − LEB]

2S4−−→ 1√
2

[−LEB + LEA]

=
1√
2

[LEA − LEB] = LE−. (5.20)

Under the assumption that these states do in fact transform as irreps (which turns out to

be the case) this result already tells us that LE+ can be assigned to one of the irreps B1,

B2, whereas LE− belongs to either A1 or A2 (see Tab. 5.1).

Turning to the symmetry elements 2C ′2, we repeat the procedure to obtain

LEA =
1√
2

[
+ |hAα`AβhBαhBβ| − |hAβ`AαhBαhBβ|

]
2C′2−−→ 1√

2

[
− |hBα`BβhAαhAβ|+ |hBβ`BαhAαhAβ|

]
=

1√
2

[
− |hAαhAβhBα`Bβ|+ |hAαhAβhBβ`Bα|

]
= −LEB, (5.21)

and

LEB
2C′2−−→ −LEA, (5.22)
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state E (eV) irrep E 2S4 C2 2C ′2 2σd
GS 0.00 A1 +1 +1 +1 +1 +1
TT 1.87 A1 +1 +1 +1 +1 +1
LE+ 2.15 B2 +1 −1 +1 −1 +1
LE− 2.28 A1 +1 +1 +1 +1 +1
CT+ 2.75 A2 +1 +1 +1 −1 −1
CT− 2.76 B1 +1 −1 +1 +1 −1

Table 5.3: Excitation energies and symmetry classi�cation of electronic states.

in complete equivalence to the previous case. The di�erences in sign changes between the

two symmetry elements cancel in the Slater determinants. Hence, we also have

LE+ 2C′2−−→ −LE+, (5.23)

LE−
2C′2−−→ LE+. (5.24)

Finally, the re�ections 2σd leave the orbitals invariant up to changes of sign. For orbitals

belonging to the same pentacene unit (A or B) these changes of sign are the same under both

σd re�ections. As the locally excited states have two electrons per unit, the signs neutralise.

Hence, both LE+ and LE− are invariant under the 2σd symmetry elements.

In conclusion, we have shown that LE+ transforms as the irreducible representation B2,

whereas LE− transforms according to the totally symmetric representation A1. The trans-

formation properties and assignments of the remaining states can be found in Tab. 5.3. In

addition to LE−, both the ground state GS and the triplet pair TT transform as the totally

symmetric representation A1.

5.3 Coupling electronic states to molecular vibrations

In the next step, we consider the interplay between the low-energy excitations and vibrational

modes of the DP-Mes molecule. The section is structured as follows: �rst, we review the

molecular Schrödinger equation which provides the physical basis of the discussion, largely

following the review article by Worth & Cederbaum [137]. This includes a breakdown of

the alternative treatments of this equation in terms of the adiabatic picture and the more

tractable diabatic picture. We introduce the diabatic potential matrix which describes the

coupling of electronic states and nuclear motion. It is convenient to describe the nuclear

motion in terms of normal mode coordinates which are also brie�y reviewed. This prepares

the ground for a discussion of an approximate parametrisation of the potential matrix (and

thereby the molecular Hamiltonian) using electronic structure methods.
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5.3.1 The molecular Schrödinger equation

The ultimate goal of this chapter is to (approximately) solve the full molecular Schrödinger

equation of the DP-Mes system, including both electronic and nuclear dynamics:

i~
∂Ψ

∂t
= ĤΨ. (5.25)

The full Hamiltonian can be decomposed as follows:

Ĥ(R, r) = T̂n(R) + Ĥel(R, r), (5.26)

where T̂n is the nuclear kinetic energy operator and the remaining terms are collected in the

familiar electronic Hamiltonian, Ĥel. In the notation we employ here, R refers to the nuclear

coordinates, and r to the electronic coordinates. The electronic Hamiltonian is parametri-

cally dependent on the nuclear coordinates. Up until this point, we have always adopted

the Born-Oppenheimer approximation which separates electronic and nuclear dynamics by

assuming that the nuclei provide a static background for the electrons.

5.3.2 Adiabatic picture

The adiabatic electronic wave functions are de�ned as the solutions of the clamped nuclei

eigenvalue equation

ĤelΦi(r; R) = Vi(R)Φi(r; R), (5.27)

where i labels the electronic eigenstates or adiabatic states. The equation depends on the

nuclear con�guration R, since the electronic Hamiltonian depends parametrically on R.

Hence, the adiabatic wave functions are also parametrically dependent on R. The energy of

the adiabatic states in dependence of the nuclear coordinates de�nes the adiabatic potential

energy surfaces Vi(R). Within in the Born-Oppenheimer (or adiabatic) approximation,

these potential energy surfaces are independent. The nuclei simply move along the surfaces,

and there is no coupling between them which would allow parts of the wave function to

transfer from one surface to another one. In this picture, transfer can only happen at points

where potential surfaces intersect. However, it turns out that the separation of electronic

and nuclear dynamics breaks down severely at such points.

Without ignoring the coupling of the adiabatic surfaces, the adiabatic wave functions still

provide a useful basis for restating the molecular Schrödinger equation. Using them, the

Schrödinger equation can be rewritten as a matrix equation:

[T̂n1 + V − Λ̂]χ = i~
∂χ

∂t
, (5.28)
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where χ is the nuclear wave function with components on the adiabatic surfaces, V the

diagonal matrix of the potential energies of the electronic surfaces (Eq. (5.27)), and Λ̂ is

the matrix of nonadiabatic coupling operators. As the name suggests, this matrix describes

the coupling of the adiabatic surfaces, removing the independence assumption of the adi-

abatic approximation (hence `nonadiabatic'). This matrix is challenging to treat since the

components of Λ̂ are non-local derivative operators. More speci�cally, the matrix elements

contain terms of the form 〈Φi|∇Φj〉 and 〈Φi|∇2Φj〉.

5.3.3 Diabatic picture

Near some nuclear con�guration of interest, the problem can be simpli�ed greatly by switch-

ing to the diabatic picture. The diabatic picture is attained by means of a unitary transfor-

mation at each nuclear con�guration

Φ̃ = S(R)Φ, (5.29)

where S is square with dimension equal to the number of electronic states under consid-

eration. This transformation can be chosen such that the derivative coupling terms are

cancelled, and only local coupling terms (i.e. without derivatives) remain. In the diabatic

basis the molecular Schrödinger equation then takes the form

[T̂n1 + W]χ̃ = i~
∂χ̃

∂t
. (5.30)

In the diabatic picture all the couplings between electronic states are contained in the

diabatic potential matrix W which has only local terms and is therefore much easier to deal

with. The diabatic basis can be �xed by the requirement that it is equal to the adiabatic

basis at a suitable point (here S is equal to the identity). In the case of DP-Mes the relaxed

ground state provides such a point naturally. At this geometry (also called the `Franck-

Condon geometry'), the adiabatic states of DP-Mes are well-distinguished by their di�erent

electronic con�gurations and symmetries. This makes them suitable for providing diabatic

templates onto which the electronic wave function can be projected at nearby geometries.

Assuming that in the course of the dynamics the geometrical change is not too large, one can

obtain an approximate description of the dynamics using a low-order expansion of W around

some nuclear con�guration R0. If one is concerned with dynamics following photoexcitation,

as is the case for �ssion, a convenient choice is the Franck-Condon point. In DP-Mes this

refers to the photoexcitable state LE+ at the Franck-Condon geometry. If we take the

diabatic basis to be equal to the adiabatic basis at R0, we obtain the expansion

W(R) = V(R0) + W(1) + W(2) + . . . (5.31)
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As we take the diabatic basis to be equal to the adiabatic basis at R0, the zeroth-order

term V(R0) is diagonal with the adiabatic energies as the non-zero entries. The �rst-order

matrix elements can be expressed in the adiabatic basis at R0 as [137]

W
(1)
(ΦiΦj) =

∑
α

[〈
Φi

∣∣∣∣∣∂Ĥel

∂Rα

∣∣∣∣∣Φj

〉]
R′α, (5.32)

where R′ is the displacement of the nuclei from R0. The index α labels the nuclear coordi-

nates. The diagonal coe�cients are simply the adiabatic forces associated with the respective

electronic states at the Franck-Condon geometry. In order to calculate the o�-diagonal ele-

ments, we employ the aforementioned frontier orbital description of the electronic states as

we lay out in the following.

5.3.4 Normal modes and symmetry constraints on coupling

A �rst-order expansion of the potential matrix is insu�cient for a satisfactory description

since the resulting Hamiltonian is generically unbounded from below. Hence, higher-order

terms in the nuclear coordinates are necessary to obtain physically sensible behaviour. A

straightforward way to achieve this, is to include the adiabatic ground-state Hamiltonian to

second order in nuclear displacements, namely the vibrational Hamiltonian of the system.

It can be diagonalised yielding normal coordinates which behave as independent harmonic

oscillators:

H0(Q) =
∑
n

~ωn
2

(
− ∂2

∂Q2
n

+Q2
n

)
, (5.33)

with the ground-state normal coordinates Qn in dimensionless mass-frequency-scaled units.

The assumption is that the di�erences between the vibrational frequencies for the relevant

electronic states are small. This is justi�ed to the extent that electron recon�guration in

the frontier orbital space between states can be considered small relative to the bulk of the

electrons.

As is the case with the electronic states, the vibrational normal modes can be assigned to

irreducible representations of the point group. These symmetry assignments together with

the assignments of the electronic states determine which elements of the coupling matrix

are non-zero. To see this, we rewrite Eq. (5.32) in terms of normal coordinates:

W
(1)
(ΦiΦj) =

∑
n

[〈
Φi

∣∣∣∣∣∂Ĥel

∂Qn

∣∣∣∣∣Φj

〉]
Qn. (5.34)

In order for a matrix element to take a non-zero value, the product of the irreps of its

constituent wave functions and operators has to transform as the totally symmetric repre-

sentation. The reason is that matrix elements are scalars which are necessarily invariant
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A1 A2 B1 B2

A1 A1 A2 B1 B2

A2 A2 A1 B2 B1

B1 B1 B2 A1 A2

B2 B2 B1 A2 A1

Table 5.4: Product table of 1D-irreps of D2d.

under the symmetry transformations of the system. A non-zero scalar can only stay in-

variant if it transforms according to the totally symmetric representation. A zero scalar,

on the other hand, remains invariant under all irreps. For our one-dimensional irreps the

product of irreps is simply obtained by taking the product of the respective signs for each

symmetry element. A product table of the one-dimensional irreps of D2d can be found in

Tab. 5.4. Note that only the product of an irrep with itself yields the totally symmetric

representation A1. Hence, if the wave functions transform according to irreps Ri and Rj ,

the operator ∂Ĥel/∂Qn must transform as Ri ·Rj to yield a non-zero matrix element. Since

the electronic Hamiltonian shares the symmetry of the molecule, the operator ∂Ĥel/∂Qn

transforms in the same way as the normal mode coordinate Qn. For example, modes con-

tributing to the coupling between LE+ (B2) and CT+ (A2) necessarily transform as B1 (see

Fig. 5.6 for an example of a B1 mode). The relationships between symmetries of electronic

states and coupling vibrational modes are systematically summarised in Fig. 5.7.

5.3.5 Derivation of o�-diagonal matrix elements

To approximately evaluate the o�-diagonal elements of the diabatic potential matrix to

�rst order we can now go ahead and substitute the frontier orbital representations of the

electronic states into Eq. (5.32). This is a relatively crude approximation in terms of the

representational power of the basis, but more importantly, it correctly captures the symme-

tries and spin structures of the relevant electronic states. In a slight abuse of notation we

drop the superscript (1) and de�ne

W(ΦiΦj) ≡
∑
α

[〈
Φi

∣∣∣∣∣∂Ĥel

∂Rα

∣∣∣∣∣Φj

〉]
R′α (5.35)

≡ 〈Φi|Ŵ |Φj〉. (5.36)

We note that Ŵ is a one-body operator as a results of the derivative of the electronic

Hamiltonian with respect to the nuclear coordinates. The two-body part (i.e. the electron-

electron interaction) drops out when taking the derivative since it does not depend on the

nuclear coordinates. This means that we can evaluate matrix elements of Ŵ between Slater

determinants using the Slater-Condon rules for one-body operators. Let Ψ be a Slater
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Figure 5.6: Normal mode number 99 of DP-Mes; it transforms according to the
B1 irrep of the D2d point group and has a calculated vibrational frequency of
720.8 cm−1.
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TT
A1

LE-

A1

LE+

B2

CT-

B1

CT+

A2

A2

B2

B2

B1 B1

A1

A2 A2

B2

B1

Figure 5.7: Electronic states with irreps in the symmetry groupD2d. The lines in-
dicate vibrational coupling and the symmetries of the corresponding normal modes.
The grey lines involve 2-electron transfer and do not contribute to the coupling ma-
trix to �rst order. Courtesy of F. A. Y. N. Schröder.
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determinant constructed from spin-orbitals φi. Then we use the notation Ψp
m to denote the

Slater determinant that results from replacing spin-orbital φm with spin-orbital φp in the

determinant Ψ. The Slater-Condon rules for a one-body operator can then be stated as

follows:

〈Ψ|Ŵ |Ψ〉 =
∑
i

〈φi|Ŵ |φi〉, (5.37)

〈Ψ|Ŵ |Ψp
m〉 = 〈φm|Ŵ |φp〉. (5.38)

All matrix elements between Slater determinants that di�er by two or more spin-orbitals

evaluate to zero.

We begin by considering the locally excited states (before anti/symmetrisation), reminding

the reader of their expressions in terms of the frontier-orbital basis,

LEA =
1√
2

[
|hAα`AβhBαhBβ| − |hAβ`AαhBαhBβ|

]
, (5.39)

LEB =
1√
2

[
|hAαhAβhBα`Bβ| − |hAαhAβhBβ`Bα|

]
. (5.40)

In the expression for 〈LEA|Ŵ |LEA〉 we only need to consider the interaction of each of the

two terms with itself since the other combinations di�er by two spin-orbitals. Then, applying

the �rst Slater-Condon rule for identical spin-orbitals (Eq. (5.37)) yields

〈LEA|Ŵ |LEA〉 = 〈hA|Ŵ |hA〉+ 〈`A|Ŵ |`A〉+ 2〈hB|Ŵ |hB〉. (5.41)

Completely analogously, one also obtains

〈LEB|Ŵ |LEB〉 = 〈hB|Ŵ |hB〉+ 〈`B|Ŵ |`B〉+ 2〈hA|Ŵ |hA〉. (5.42)

Note that there are technically contributions from all the occupied orbitals below the

HOMOs when evaluating the �rst Slater-Condon rule. However, these contributions ul-

timately cancel for the o�-diagonal matrix elements, so we do not include them here.

Furthermore, we have

〈LEA|Ŵ |LEB〉 = 0, (5.43)

since we need to exchange two electrons to get from one state to the other. Now, we can

evaluate the matrix element between the two locally excited eigenstates, i.e.

〈LE+|Ŵ |LE−〉 =
1

2

[
〈LEA|Ŵ |LEA〉 − 〈LEA|Ŵ |LEB〉+ 〈LEB|Ŵ |LEA〉 − 〈LEB|Ŵ |LEB〉

]
=

1

2

[
〈LEA|Ŵ |LEA〉 − 〈LEB|Ŵ |LEB〉

]
=

1

2

[
−〈hA|Ŵ |hA〉+ 〈hB|Ŵ |hB〉+ 〈`A|Ŵ |`A〉 − 〈`B|Ŵ |`B〉

]
, (5.44)
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where the second equality uses the fact that the wave functions of the (approximate) eigen-

states are real-valued.

The treatment of the charge-transfer states is analogous. Again, we remind the reader of

the expressions:

CTA =
1√
2

[
|hAα`BβhBαhBβ| − |hAβ`BαhBαhBβ|

]
, (5.45)

CTB =
1√
2

[
|hAαhAβhBα`Aβ| − |hAαhAβhBβ`Aα|

]
. (5.46)

The matrix elements are obtained in very similar fashion, yielding

〈CTA|Ŵ |CTA〉 = 〈hA|Ŵ |hA〉+ 〈`B|Ŵ |`B〉+ 2〈hB|Ŵ |hB〉, (5.47)

〈CTB|Ŵ |CTB〉 = 〈hB|Ŵ |hB〉+ 〈`A|Ŵ |`A〉+ 2〈hA|Ŵ |hA〉, (5.48)

〈CTA|Ŵ |CTB〉 = 0. (5.49)

Now, the matrix element between the eigenstates evaluates to

〈CT+|Ŵ |CT−〉 =
1

2

[
−〈hA|Ŵ |hA〉+ 〈hB|Ŵ |hB〉 − 〈`A|Ŵ |`A〉+ 〈`B|Ŵ |`B〉

]
(5.50)

For the next step we consider matrix elements between locally-excited and charge-transfer

states. Starting with LEA and CTA it can be seen that the latter is obtained from the

former by moving the excited electron from `A to `B. Hence, by the second Slater-Condon

rule (Eq. (5.38)),

〈LEA|Ŵ |CTA〉 = 〈`A|Ŵ |`B〉, (5.51)

and similarly

〈LEB|Ŵ |CTB〉 = 〈`B|Ŵ |`A〉 = 〈`A|Ŵ |`B〉. (5.52)

In contrast to the previous cases we also get non-zero cross-terms between states associated

with A and B. This is because (say) CTB can be obtained from LEA by moving a single

electron from hB to hA. When applying the second Slater-Condon rule we need to make sure

that the spin-orbitals in the determinants are ordered such that the matching orbitals are

paired up. Achieving that requires a swap of two spin-orbitals in one of the determinants,

giving an overall minus sign:

〈LEA|Ŵ |CTB〉 = −〈hB|Ŵ |hA〉 = −〈hA|Ŵ |hB〉, (5.53)

and

〈LEB|Ŵ |CTA〉 = −〈hA|Ŵ |hB〉. (5.54)
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Now, we are able to evaluate all the matrix elements between eigenstates of LE and CT

type, yielding

〈LE+|Ŵ |CT+〉 =
1

2

[
〈LEA|Ŵ |CTA〉+ 〈LEB|Ŵ |CTB〉+ 〈LEA|Ŵ |CTB〉+ 〈LEB|Ŵ |CTA〉

]
=

1

2

[
〈`A|Ŵ |`B〉+ 〈`A|Ŵ |`B〉 − 〈hA|Ŵ |hB〉 − 〈hA|Ŵ |hB〉

]
= 〈`A|Ŵ |`B〉 − 〈hA|Ŵ |hB〉, (5.55)

〈LE+|Ŵ |CT−〉 =
1

2

[
〈LEA|Ŵ |CTA〉 − 〈LEB|Ŵ |CTB〉 − 〈LEA|Ŵ |CTB〉+ 〈LEB|Ŵ |CTA〉

]
=

1

2

[
〈`A|Ŵ |`B〉 − 〈`A|Ŵ |`B〉+ 〈hA|Ŵ |hB〉 − 〈hA|Ŵ |hB〉

]
= 0, (5.56)

〈LE−|Ŵ |CT+〉 =
1

2

[
〈LEA|Ŵ |CTA〉 − 〈LEB|Ŵ |CTB〉+ 〈LEA|Ŵ |CTB〉 − 〈LEB|Ŵ |CTA〉

]
=

1

2

[
〈`A|Ŵ |`B〉 − 〈`A|Ŵ |`B〉 − 〈hA|Ŵ |hB〉+ 〈hA|Ŵ |hB〉

]
= 0, (5.57)

〈LE−|Ŵ |CT−〉 =
1

2

[
〈LEA|Ŵ |CTA〉+ 〈LEB|Ŵ |CTB〉 − 〈LEA|Ŵ |CTB〉 − 〈LEB|Ŵ |CTA〉

]
=

1

2

[
〈`A|Ŵ |`B〉+ 〈`A|Ŵ |`B〉+ 〈hA|Ŵ |hB〉+ 〈hA|Ŵ |hB〉

]
= 〈`A|Ŵ |`B〉+ 〈hA|Ŵ |hB〉. (5.58)

Finally, we look at how TT couples to the other excited states. At this level of approximation,

we only need to consider matrix elements with the charge-transfer states. They are related

to TT by a single electron transfer, whereas conversion from/to the locally-excited states

requires the transfer of two electrons. Once again, we remind the reader of the relevant wave

function in the frontier-orbital picture,

TT =
1√
3

[
|hAα`AαhBβ`Bβ|+ |hAβ`AβhBα`Bα|

− 1

2
(|hAα`AβhBα`Bβ|+ |hAα`AβhBβ`Bα|+ |hAβ`AαhBα`Bβ|+ |hAβ`AαhBβ`Bα|)

]
.

(5.59)

To make the subsequent application of the Slater-Condon rules more transparent we permute

the spin-orbitals in CTA to align better with the order in TT, i.e.

CTA =
1√
2

[
|hAαhBαhBβ`Bβ| − |hAβhBαhBβ`Bα|

]
(5.60)
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Accordingly, TT can be broken down into two contributions that can be matched up with

the two terms in CTA, respectively, and remaining terms:

TT =
1√
3

[
|hAα`AαhBβ`Bβ|+

1

2
|hAαhBα`Aβ`Bβ|

]
− 1√

3

[
|hAβhBα`Aβ`Bα|+

1

2
|hAβ`AαhBβ`Bα|

]
+

1

2
√

3

[
|hAα`AβhBβ`Bα|+ |hAβ`AαhBα`Bβ|

]
, (5.61)

where changes of sign compared to the original expression compensate for rearrangements

of spin-orbitals. The �rst two contributions are related to the respective terms of CTA by

a transfer of an electron between orbitals `A and hB. The remaining terms di�er by two

spin-orbitals and do not yield a contribution, hence

〈TT|Ŵ |CTA〉 =

√
3

2
〈`A|Ŵ |hB〉. (5.62)

In analogous fashion we have

〈TT|Ŵ |CTB〉 =

√
3

2
〈`B|Ŵ |hA〉 =

√
3

2
〈hA|Ŵ |`B〉. (5.63)

With this we �nally obtain

〈TT|Ŵ |CT±〉 =
1√
2

[
〈TT|Ŵ |CTA〉 ± 〈TT|Ŵ |CTB〉

]
=

√
3

2

[
〈`A|Ŵ |hB〉 ± 〈hA|Ŵ |`B〉

]
. (5.64)

All in all, we have derived the following o�-diagonal, non-zero contributions to the �rst-order

potential matrix (using compact notation, see Eq. (5.35)):

W(LE+LE−) =
1

2

[
−W(hAhA) +W(hBhB) +W(`A`A) −W(`B`B)

]
(5.65)

W(CT+CT−) =
1

2

[
−W(hAhA) +W(hBhB) −W(`A`A) +W(`B`B)

]
(5.66)

W(LE+CT+) = W(`A`B) −W(hAhB) (5.67)

W(LE−CT−) = W(`A`B) +W(hAhB) (5.68)

W(TT CT±) =

√
3

2

[
W(`AhB) ±W(hA`B)

]
(5.69)

The individual terms W(φψ) in these expressions are matrix elements of ∂Ĥel/∂R between

pairs of one-electron orbitals φ and ψ. The relevant part of the electronic Hamiltonian that

depends on the nuclear coordinates is the Coulomb potential between nuclei and electrons.

This means the terms can be evaluated as the electrostatic `forces' on the nuclei due to

the overlap-density ρ(r) = φ(r)ψ(r). These coupling vectors are then transformed to the

normal-coordinate basis which is the natural choice for the dynamics calculations described

in section 5.4.
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5.3.6 Computational details and limitations

The vibrational modes are obtained at the relaxed ground-state geometry, employing ana-

lytical Hessians at the cc-pVDZ/B3LYP level of theory. Excited state forces, corresponding

to the diagonal elements of W , for LE± and CT± are calculated from (linear-response)

TDDFT gradients at the cc-pVDZ/LC-BLYP level of theory. The frontier molecular or-

bitals at the cc-pVDZ/LC-BLYP level are also used as inputs for the evaluation of the

o�-diagonal couplings.

There are a number of limitation of the methods and approximations described. These

include treating the normal modes in the harmonic regime, and only accounting for the

coupling between vibrations and electronic states to �rst order in the nuclear displacements.

Furthermore, the evaluation of the o�-diagonal elements of the potential matrix is based

on a description of the electronic states in terms of a small active space of frontier-orbitals

only. This is necessary to correctly capture the spin-structure of the states involved in

�ssion, at the expense of the representational power of the basis used. In addition, these

wave functions are constructed from Kohn-Sham orbitals which are eigenfunctions of the

non-interacting Kohn-Sham system rather than the full electronic Hamiltonian. Since these

orbitals are expressed in terms of Gaussian basis functions centred on the nuclei we also

do not capture Pulay terms when evaluating the o�-diagonal elements of W according to

Eq. (5.35). Finally, it should be noted that CT energies from TDDFT, while not severely

underestimated thanks to the use of range-separation, come out relatively high. There is a

certain amount of tension with lower cDFT estimates of these energies discussed in the next

chapter. Partly, this can be explained simply by the fact that we have not included any

solvent e�ects so far. Additionally, we can suspect that the lack of di�use functions in the

basis set and the linear-response nature of the TDDFT calculations play a role here. Both

hamper the ability to capture the intra-molecular relaxation of a CT con�guration.

Given all these limitations, our parametrisation of the vibronic coupling Hamiltonian of

DP-Mes should be considered semi-quantitative.

5.4 Quantum dynamics calculations

In the preceding section we have described a method for constructing a linear vibronic

coupling Hamiltonian for the DP-Mes system from DFT. Next, we will brie�y outline the

methodology behind quantum dynamics calculations using this Hamiltonian, which have

been performed by F. A. Y. N. Schröder, describing the dynamics of singlet �ssion in DP-

Mes.
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Using slightly more compact notation than before, the linear vibronic Hamiltonian reads

ĤLV C = HS +
318∑
n=1

Wn
(b̂†n + b̂n)√

2
+ Ĥvib, (5.70)

where the sum runs over all 318 harmonic normal modes of DP-Mes (108 atoms, hence

3× 108− 6 = 318 modes). The normal modes are associated with creation and annihilation

operators b̂†n, b̂n. HS and Wn are 5 × 5 matrices, corresponding to the �ve excited states

we consider, LE±, CT± and TT. The �rst term HS is diagonal in the vertical excitation

energies of these states. The Wn describe the induced electronic couplings as the system is

perturbed along mode n, to �rst order. The harmonic oscillator Hamiltonians of the normal

vibrational modes are collected in the term Ĥvib.

As written, the Hamiltonian is computationally intractable due to the large number of

vibrational modes coupling to the electronic states. In order to reduce the complexity of

the Hamiltonian, a k-means clustering analysis of the (normalised) coupling patternsWn is

performed [138]. This makes it possible to group the modes into a minimal set of independent

environments i. This clustering analysis results in the discovery of a minimal set of seven

independent groups with associated coupling centroidsWi. Each couples to a single system

operator, and each bath can then be mapped onto a harmonic oscillator chain Ĥc,i using the

orthogonal polynomial transformation [139�141]. Since the clustering analysis is performed

after a normalisation step, the relationship of the centroids to the original couplings is

Wn = W in × λn, (5.71)

where λn is the relative coupling strength for mode n. This procedure yields the following

form of the Hamiltonian:

Ĥstar = HS +
7∑
i=1

W i|λi|
(â†i,0 + âi,0)
√

2
+ Ĥc,i, (5.72)

with the â†i,0 the so-called reaction coordinate (RC) of chain i, and the λi the vectors of

relative coupling strengths of modes belonging to chain i. In this formulation the electronic

part of the Hamiltonian only couples directly to the RC of each chain. The independent

environments discovered by the clustering procedure closely correspond to the symmetry

classi�cation of the normal modes into irreps of the D2d point group. We obtain one chain

for modes of A2 symmetry and two each for modes of A1, B1, and B2 symmetries (see

Fig. 5.8). The A1 modes couple diagonally to all electronic states as tuning modes, while

the others act as o�-diagonal coupling modes, mixing the states.

The resulting model parameters, together with a table of the most signi�cant coupling

modes, can be found in the appendix.
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S

Chain Trafo

ER-Tensors Environment

Clustering

SE

Figure 5.8: Normal modes are clustered according to their coupling to the elec-
tronic system, and each cluster is mapped onto a chain model. Each of the groups
can be associated with an irreducible representation of D2d and acts as an indepen-
dent environment. The electronic system is connected to the chains through a tree
of entanglement renormalisation (ER) tensors. Courtesy of F. A. Y. N. Schröder.

The model is simulated using a tree tensor network state (TTNS) [142,143], namely a low-

rank tensor approximation to the full system-environment wave function. This allows very

e�cient and accurate simulations of the system with many explicit quantum degrees of

freedom which can also be highly excited. This approach is a multi-dimensional extension

of matrix-product state (MPS) approaches to open quantum system dynamics [144,145]. To

illustrate the basic idea of the TTNS method, we brie�y outline how a matrix-product state

can approximate a many-body wave function. Considering a 1D chain of L subsystems or

sites, a general quantum state can be written as

|Ψ〉 =

dk∑
{nk}=1

Ψn1,...,nL |n1, . . . , nL〉, (5.73)

where the nk index the local Hilbert spaces of sites k with local dimensions dk. In the

MPS approach the single rank-L tensor Ψn1,...,nL describing the amplitudes is approximately

decomposed into L rank-3 tensors Ank which can be interpreted as indexed matrices of size

Dk−1 ×Dk,

|ΨMPS〉 =

dk∑
{nk}=1

Tr [An1An2 · · ·AnL ] |n1, . . . , nL〉 . (5.74)

The amount of entanglement that can be encoded in an MPS state is directly related to

the choice of bond dimensions Dk of the matrices. Provided that the bond dimensions

can be chosen relatively small while retaining a satisfactory approximation to the quantum

state, the MPS decomposition makes it possible to hugely reduce the numerical resources

necessary to simulate the many-body dynamics of the system. The MPS representation can

be straightforwardly used to for each of the seven chains of transformed oscillators. However,
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Figure 5.9: Populations (a) and environmental reaction coordinate occupation
dynamics (b,c). For < 100 fs SF is controlled by B2, while B1 de�nes the long-time
state. Simulations show SF with almost 90% TT yield. Courtesy of F. A. Y. N.
Schröder.

the core tensor representing the interaction of the electronic system with the chains would

still contain seven independent bond indices, leading to a very large number of components.

To address this problem, the core tensor is further decomposed into a tree of auxiliary

entanglement renormalisation (ER) tensors [146, 147]. This tree network allows an e�cient

description of the entanglement between the electronic states and the harmonic chains.

The TTNS is time-evolved by employing the time-dependent variational principle (TDVP)

[141,148]. The simulations are performed at zero temperature (i.e. no initial environmental

excitations), and start from the optically bright state LE+.

5.5 Results

5.5.1 Fission dynamics

The central results of simulating the electronic-vibrational dynamics of DP-Mes after pho-

toexcitation to LE+ are shown in Fig. 5.9. Panel (a) presents the population dynamics

of the electronic states, panels (b, c) show the occupation expectation of the vibrational

reaction coordinates broken down by chains/symmetries. Singlet �ssion mediated by vibra-

tions occurs on a 200 fs timescale, with a �nal TT yield of about 90%. There is a certain

amount of scale-separation in the dynamics obtained from the simulation. Early on, in the

course of the �rst ∼50 fs we observe ultrafast, damped Rabi-like oscillations between states
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LE+, CT+ (mediated by B1 modes) and states LE+, LE− (mediated by B2 modes). This is

associated with noticeable transfer of populations from LE+ to LE−, and rapid excitation

of the B2 modes which couple these states (Fig 5.7). The excitation of these modes occurs

spontaneously, breaking the initial symmetry in the process. Subsequently, at times >50 fs

we observe a rapid rise of the TT population, mirrored by the decay of LE+ population. On

the vibrational side this conversion is associated with a strong build-up of B1 occupation.

The B1 modes couple LE− to TT via CT− (see Fig. 5.7), opening a vibronic super-exchange

pathway for �ssion. The rapid modulation seen in the TT population corresponds to the

fast oscillatory activity observed in the A1,2 tuning modes.

5.5.2 Dynamic energy surfaces

Additional insights into the �ssion mechanism can be gained by considering the time-

evolution of energy surfaces, speci�cally the adiabatic potential energy surfaces (PES) and

the total energy surfaces (TES). They are de�ned as the time-dependent eigenvalues of the

e�ective potential energy and e�ective Hamiltonian of the electronic system, respectively.

The time-evolution of these surfaces is shown in Fig. 5.10. Initially, at around 20 fs the TES

of the TT state is initially pushed above LE+. This rise co-occurs with the rapid displace-

ment of the B2 reaction coordinate. Subsequently, the TT surface slowly drops in energy,

eventually crossing the LE+ surface. However, in the PES no signi�cant crossing is appar-

ent which suggests that conical intersection dynamics is not relevant for the �ssion process.

Rather, we observe an avoided crossing in both the PES and TES at about 80 fs with re-

spective gaps of 220meV and 10meV. This corresponds to an e�ective LE+ to TT coupling

of 110meV which results from the excitation of both B1 and B2 modes. The avoided cross-

ing allows resonant population conversion from LE+ to TT and occurs su�ciently slowly

for the bulk of the LE+ population to convert to TT. A crucial enabler of this resonant

transfer is the existence of the B1 super-exchange pathway LE− → CT− → TT, allowing

coupling through CT− as a virtual state. Coupling is thus enabled without incurring the

signi�cant energy penalty that would otherwise be required to occupy the state. While the

TES make the resonant nature of the process apparent, the PES demonstrate that �ssion

dynamics is continuously downhill. This suggests that �ssion should be reasonable robust

against perturbations, such as a change of solvent environment.

5.6 Conclusions

In this chapter we developed a dynamical model of the singlet �ssion process in a covalent

pentacene dimer, DP-Mes. This was achieved by means of an approximate DFT parametrisa-
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Figure 5.10: Energy surfaces and their diabatic populations. The �lled areas
indicate the amount of diabatic population on each surface. The surfaces (dots)
are coloured according to their mixing of electronic states. (a) The dynamics are
not caused by conical intersections in the adiabatic potential energy surfaces. (b)
Instead the vibronic mixing and super-exchange is su�cient to produce an avoided
crossing of LE+ and TT in the total energy surfaces, causing rapid �ssion. Courtesy
of F. A. Y. N. Schröder.
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tion of the vibronic coupling Hamiltonian, forming the basis for tree tensor network quantum

dynamics calculations. Both the parametrisation and the dynamics simulations take advan-

tage of the high symmetry of the DP-Mes molecule. Even though this symmetry precludes

direct electronic couplings between the relevant electronic states, the simulations show that

�ssion can still be achieved through symmetry-breaking vibrational coupling. In particular,

it is demonstrated that SF in DP-Mes is facilitated by the activity of modes of B1 and B2

representations which spontaneously break the initial symmetry. Furthermore, it is shown

that �ssion proceeds via an avoided crossing (rather than a conical intersection) and takes

advantage of a super-exchange pathway mediated by high-lying states of charge-transfer

character.
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Chapter 6

Solvent e�ects on electronic

excitations in dimer pentacene

Following the investigation of �ssion dynamics in DP-Mes in the previous chapter, we now

turn to the questions of how the solvent environment a�ects the electronic structure and

thereby �ssion in dimer pentacene. Previously, we had completely disregarded this aspect

for the sake of simplicity, by performing the DFT calculations in vacuum. In addition to the

e�ect of solvents, we also explore the in�uence of the choice of side-groups of the pentacene

dimers. This is accomplished by contrasting the behaviour of DP-Mes with another dimer,

DP-TIPS. DP-TIPS has the same basic structure, with a pair of centrally linked pentacene

molecules forming an orthogonal con�guration. However, it di�ers from DP-Mes in terms

of its side-groups, which contain silicon and are linked to the pentacene molecules via C≡C
triple bonds (see Fig. 6.1).

First, we review experimental investigations of �ssion in DP-Mes and DP-TIPS conducted

by Lukman et al., for which we provided support from the theory side [88,89]. These include

measurements of �ssion rates and yields, as well as transient absorption (TA) spectroscopy,

in a range of solvent environments. TA allows us to probe the dynamics of the absorption

spectrum of a sample, giving time-resolved access to the populations of di�erent electronic

states implicated in the �ssion process. Based on the experimental results, a model is

proposed to explain di�erences in the observed behaviour of DP-Mes and DP-TIPS. In

accordance with the results of the previous chapter, a virtual CT intermediate is conjectured

in the case of DP-Mes, whereas the measurements indicate a `real' CT intermediate for DP-

TIPS (i.e. the CT state is substantially populated). In addition to fast �ssion dynamics, the

experiments reveal interesting long-time behaviour. This includes triplet-triplet annihilation

(the inverse process of �ssion), as well as substantial solvent stabilisation of residual LE and

CT states in polar solvents. The latter is possibly associated with signi�cant geometric
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Figure 6.1: DP-Mes (left) and the second dimer DP-TIPS (right), where the
mesityl side groups are replaced by triisopropylsilylethynyl. The TIPS side groups
contain silicon atoms and link to the pentacene molecules via C≡C triple bonds.

change in the pentacene dimers.

Following the discussion of experimental results, we turn to the question of to what extent

electronic structure theory can elucidate the observed di�erences between the dimers, and

the in�uence of the solvent environment on the electronic states and �ssion. To this end, we

perform a range of DFT calculations of the signi�cant electronic states, using TDDFT, cDFT

and global spin constraints. Solvent e�ects are accounted for both with implicit continuum

solvation models as well as explicit solvent. For the explicit solvent calculations we employ

a hybrid approach of molecular dynamics (MD) and DFT. Computationally inexpensive

empirical-potential MD is used to generate realistic solvent-solute con�gurations in thermal

equilibrium. Subsequently, we take the con�gurations thus generated as input geometries

for DFT and TDDFT. In this way we can obtain ab initio spectra of representative solvent-

solute con�gurations without the need for full MD which would be prohibitively expensive

computationally.

Finally, the theoretical results are compared to the experimental observations, from the

point of view of the experimentally motivated �ssion model. This leads on to a discussion

of the merits and limitations of the presented DFT methods in shedding light on the e�ects

of complex environment interaction on electronic excitations.
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6.1 Overview of experiments and solvent environments

The excitations and �ssion dynamics in DP-Mes and DP-TIPS have been investigated us-

ing optical steady-state absorption, delayed photoemission and transient absorption (TA)

measurements [88, 89]. In TA the time-evolution of the absorption spectrum of a sample

which has been hit by a sharp pump-pulse to create excitations can be recorded with high

(sub-picosecond) time resolution [149]. Speci�c features in the spectrum can be matched to

particular electronic states, with feature intensity being proportional to population of the

respective state. This makes it possible to extract the full time-evolution of the electronic

states in the sample after excitation through the initial pump-pulse.

The two pentacene dimers were measured in dilute solution of a variety of solvents, listed in

Tab. 6.1. In the context of this work the salient solvent properties a�ecting the physics are

polarity and polarisability. More precisely, polarity characterises the long-term dielectric

response of a solvent. This relies on the reorientation of solvent molecules with intrinsic

dipoles and is comparatively slow. A good way to quantify this is the static dielectric

constant ε0. Highly polar solvents with large values of ε0 have large intrinsic dipole moments,

as can be gleaned form the table.

Polarisability, on the other hand, describes the short-term response of a solvent on optical

timescales. This property can be quanti�ed using the refractive index, or equivalently, the

in�nite-frequency dielectric constant ε∞. The e�ect relies on the polarisation of electron

orbitals and is particularly pronounced in the presence of delocalised valence orbitals. This

explains the relatively high polarisability of toluene and o-DCB which have delocalised pi-

systems. A special case is hexane which does not have an intrinsic dipole. Here, the entire

dielectric response is due to orbital polarisation, meaning that polarity and polarisability

are virtually identical.

At low polarity, triplet yields in DP-Mes are close to 200%, but decline gradually decline

with increasing polarity, down to about 120% in DMSO. Low-polarity yields in DP-TIPS

are slightly lower, about 180%, but initially go up with increasing polarity, before ultimately

declining down to roughly 160% [89].

6.2 Absorption and photoluminescence

6.2.1 Experimental details

The absorption spectra of DP-Mes and DP-TIPS are shown in Fig. 6.2 (a) and (d). Com-

pared to the respective pentacene monomers with two side-groups, the absorption is shifted:
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Solvent ε0 ε∞ (n2
D) Dipole moment (D)

Hexane 1.88 1.89 0.00
Toluene 2.38 2.24 0.36

Chloroform 4.81 2.09 1.04
o-dichlorobenzene (o-DCB) 9.93 2.41 -

Ethanol 24.6 1.85 1.69
Acetonitrile (ACN) 37.5 1.81 3.92

Dimethylformamide (DMF) 38 2.05 3.82
Dimethyl sulfoxide (DMSO) 46.7 2.19 3.96

Table 6.1: Dielectric properties of the range of solvents used in experiments. The
high-frequency dielectric constants are calculated as the squared refractive index
at the sodium D line.

to the red in DP-Mes, and to the blue in DP-TIPS. This results from a competition between

side-group delocalisation and Davydov splitting. In general, a redshift of the absorption with

increasing polarisability is apparent in both molecules. This observation is consistent with

the fact that absorption probes the dielectric response of the sample on optical timescales.

Signi�cant di�erences between DP-Mes and DP-TIPS emerge in the delayed photoemission

or photoluminescence (PL). The relevant spectra are displayed in Fig. 6.2 (b) and (e). Since

the PL response occurs over a longer (nanosecond) timescale, the observed redshifts are

sensitive to solvent polarity rather than polarisability.

In the case of DP-Mes, the entire spectrum redshifts uniformly, with the shape staying

largely invariant. In addition, the PL decays uniformly (c) which indicates the presence

of just a single long-lived species for each solvent. However, there is a separation of decay

timescales in that the rate of decay in hexane is signi�cantly faster than in DMSO. This

hints at the fact that the emissive species in hexane is distinct from the emissive species in

DMSO, as is corroborated by the TA data discussed below.

The PL response of DP-TIPS, on the other hand, shows a loss of structure and very strong

redshifts at high polarity values. The PL decay reveals two species with di�erent lifetimes

at low polarity, and a single species at higher polarities. A spectral decomposition of the PL

decay shows that the �rst component is only weakly a�ected by solvent polarity. The second

component is spectrally broad, with a slightly shorter lifetime and redshift strongly with

increasing polarity. These properties are indicative of states with charge-transfer character

[150].

The results show that the populations of electronic states in both pentacene dimers strongly

depend on solvent polarity. Furthermore, the side-groups which distinguish the two dimers

also have a signi�cant e�ect on the excitations.
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Figure 6.2: Solvent dependence of absorption and emission. Absorption spectra
of DP-Mes (a) and DP-TIPS (d) exhibit redshifts with increasing solvent polaris-
ability. The photoluminescence (PL) spectra of DP-Mes (b) and DP-TIPS (e) show
strong redshifts with increasing solvent polarity. (c) The decay of the PL spectra
of DP-Mes is uniform across the spectral range for both polar and non-polar sol-
vents. (f) In DP-TIPS the decay kinetics vary across the spectrum in the case
of hexane (�lled circles). This indicates the presence of several, distinct emissive
states. Reproduced from Ref. [89].



114 Chapter 6. Solvent e�ects on electronic excitations in dimer pentacene

6.2.2 Electronic structure calculations

Attempting to model the absorption of pentacene dimers constitutes a valuable test-bed for

large-scale TDDFT with explicit solvent. It can be seen as a �rst step towards modelling

the full range of interactions between solvent and the electronic structure of the solute.

Techniques similar to the ones we will lay out have been applied to ab initio predictions of

the colour of dyes in di�erent solvent environments [151,152].

Obtaining realistic spectra at �nite temperature is made challenging by the requirement to

su�ciently sample the space of geometrical con�gurations of the solvent-solute system. This

is because excitation energies are strongly a�ected by geometry, especially in the case of the

low-lying excitations of the relatively large and �exible pentacene dimers we are interested in.

A full ab-initio MD simulation of solvent and solute would be computationally prohibitive.

Hence, we opt for a hybrid approach, namely using empirical potential MD to generate

solvent-solute con�gurations in thermal equilibrium, which form the basis for subsequent

TDDFT calculations.

For the purpose of this analysis we focus on two solvents, toluene and acetonitrile (ACN).

The molecular structures are show in Fig. 6.3. This selection is motivated by the contrasting

properties of these two molecules, cf. Tab. 6.1. Toluene, on the one hand, only has a

small intrinsic dipole, but a delocalised π-system in the from of the benzene ring. As a

consequence, toluene is easy to polarise, manifesting itself in a relatively high ε∞ of 2.24.

The static dielectric constant ε0 is only marginally higher (2.38) due to the lack of a large

intrinsic dipole. ACN, on the other hand, has low polarisability as a result of its small

size with no delocalised electron system. However, a large intrinsic dipole is set up by the

di�ering electron a�nities of nitrogen and carbon. This leads to low polarisability (ε∞ of

1.81), but high polarity with a static permittivity of 37.5.

Empirical MD for con�guration sampling

For the MD calculations the AMBER molecular dynamics package is employed [153], using

the general AMBER force �eld (GAFF). We embed the pentacene dimers in a truncated

octahedral solvent shell with a radius of 25Å, and impose periodic boundary conditions. This

translates to about 700 molecules of toluene or about 1700 molecules of ACN, respectively.

A 200 ps run in the NVT ensemble is performed to equilibrate the temperature, which is

gradually raised from 0 to 300K (using the Langevin thermostat [154]). Subsequently, the

pressure is equilibrated for another 200 ps, this time in the NPT ensemble, with the pressure

held constant at 1 atmosphere. After thermal equilibrium at the relevant temperature and
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(a) (b)

Figure 6.3: (a) Toluene and (b) acetonitrile solvents used in calculations. While
toluene is highly polarisable due to delocalised electrons in the benzene ring, its
permanent dipole is weak. Acetonitrile, on the other hand, has a large permanent
dipole but has low polarisability.

pressure has thus been achieved, we conduct a production run lasting 1000 ps. From this

run we sample a set of 100 snapshots for each of the four solute-solvent combinations,

respectively.

TDDFT calculations

To prepare simulation cells for the TDDFT part of the calculation we need to reduce the

size of the explicit solvent region in the interest of manageable computational cost. This

is achieved by carving out a sphere around the centre of mass of the pentacene dimers,

only retaining solvent molecules that completely fall within a radius of 15Å. This results

in simulation cells with 600�800 atoms and ensures that the solute molecule is completely

covered by explicit solvent on all sides, cf. Fig. 6.4. The explicit region is then surrounded

by implicit solvent with a dielectric constant corresponding to ε0 of the respective solvent.

This ensures that any random net dipole of the explicit solvent region is screened and avoids

a potential closure of the band gap as a results of such dipole �elds [133]. It should be

noted that in this setup the solvent geometry is strictly frozen, and the entire response of

the solute-solvent system is due to the electrons, i.e. polarisability (ε∞). However, this is

su�cient to model absorption taking place on optical timescales during which the geometry

does not change signi�cantly.

For the TDDFT calculations, we employ the PBE functional and norm-conserving pseu-

dopotentials. Further, we choose an energy cuto� of 750 eV and an NGWF localisation

radius of 10 a0. These values have been shown to yield reliable results for low-energy exci-
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Figure 6.4: DP-Mes in toluene solvent sphere (radius 15Å) with isosurfaces in-
dicating electron-hole density of the excited state. π-π interactions between solute
and solvent manifest as a delocalisation of the excitation onto solvent molecules.
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tations of organic molecules [155]. We then converge the four lowest excited singlet states

for each snapshot. These states comprise two of Frenkel type and two of charge-transfer

type. TDDFT with (semi-)local functionals such as PBE is known to severely underesti-

mate the energies of CT-like states. However, this is not a concern for the prediction of

the optical absorption spectrum since CT states carry negligible oscillator strength. The

two states of Frenkel type correspond to the bright and dark local singlet excitations of the

dimers discussed in the previous chapter. However, due to disorder these states tend to mix

signi�cantly, with the bright state often lending signi�cant oscillator strength to the dark

state.

In toluene solvent we �nd that the solvent molecules, speci�cally their π-systems, can par-

ticipate in the excitation of the pentacene dimer to a certain extent. This is evidenced by

the fact that the electron-hole density of the excitation can delocalise onto close-by toluene

molecules. An example of this can be seen in Fig. 6.4.

Convergence of spectra

To obtain absorption spectra from the TDDFT runs, all we have to do in principle is to

construct a convolution of the excitation energies of the snapshots with a suitable smearing

function, weighted by the oscillator strength of each excitation [156]. However, since we

are only able to calculate excitation energies for a �nite sample of con�gurations, it is

important to evaluate the degree of convergence of the spectra. In particular, we need to

ensure su�cient convergence to resolve the shifts of the spectral maxima which are only a few

10meV between the chosen solvents. In order to achieve this, we sample 100 con�gurations

for each of the four solvent-solute combinations, which is at the upper end of feasibility in

terms of available computational resources.

A semi-quantitative estimate of the convergence can be obtained from Fig. 6.5b, for the

example of DP-Mes in ACN. Here, we subdivide the 100 snapshots into equal portions of

various sizes, and plot families of averaged spectra for each sample size. The degree of

variation between these families then gives an indication of the convergence that has been

achieved for a particular sample size. In the �gure and all of the following analysis we use a

Gaussian smearing function of width 0.03 eV. This choice ensures su�ciently low variability

of the spectral shape when averaged over all 100 samples, without completely washing out

the shape information, cf. Fig. 6.5a.

In order to estimate the error in the spectral maximum for all 100 samples we would like to

avoid having to draw multiple such samples for reasons of computational feasibility. Rather,

we extrapolate the variance seen in the families of spectra with smaller sample size to the
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Figure 6.5: (a) Spectral shape of calculated absorption spectrum of DP-Mes
in ACN for three di�erent smearing widths. (b) Convergence of the spectrum
with respect to number of snapshots (for smearing width 0.03 eV). The families of
spectra are averaged over 1, 5, 10, 20, 50 and all 100 snapshots, respectively. (c,
d) Variances in the spectral maximum in dependence of the number of averaged
snapshots, for the same three di�erent values of the smearing width. The variance
is extrapolated to 100 snapshots using a linear �t to the inverse variance.
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full set. To this end, we plot the variance and inverse variance of the spectral maxima in

dependence of the sample size (Fig. 6.5c, d), and for three di�erent smearing widths.

In the limit of large smearing widths, calculating the maximum of the averaged spectra

becomes equivalent to simply calculating the oscillator-strength-weighted average of the

individual energies. This is because in the vicinity of the maximum, Gaussians are approxi-

mately quadratic. Hence, the spectral maximum becomes the point with minimum squared

deviation from the data points, i.e. their (weighted) mean. In line with the known basic

properties of the variance of the mean, it is then expected that the variance of the maximum

behaves like 1/N if N is the number of snapshots. Hence, the inverse variance is expected

to be proportional to the number of snapshots.

In the limit of very small smearing width, on the other hand, spectral averaging would not

be expected to reduce the variance of the maximum signi�cantly, since there would be only

small overlap between the supports of spectra corresponding to di�erent snapshots.

This behaviour is also apparent in Fig. 6.5c, where the variance of the maximum decays more

quickly for large smearing width, and more slowly for a smaller value of the smearing width.

Looking at the inverse variance (d) for our chosen smearing of 0.03 eV, we see that it grows

less quickly than what would be expected from proportionality to N . However, the trend is

still well-described by a linear function if we relax the constraint that it should intercept the

origin. The plot of the variance (c) con�rms that this constitutes a good �t also for small

numbers of snapshots. Extrapolating, the inverse of the variance of the spectral maximum

for all 100 snapshots is about 104 eV−2. This translates to a standard deviation of about

0.01 eV, with very similar numbers applying to all four solute-solvent combinations.

6.2.3 Results

The normalised absorption spectra for DP-Mes and DP-TIPS in toluene and ACN solvents

are shown in Fig. 6.6. It is apparent that the calculated spectra are strongly redshifted

compared to the experimental spectra, which have maxima in the vicinity of 2 eV. This is

caused by two systematic errors in the calculations. Firstly, semi-local functionals are known

to signi�cantly underestimate the TDDFT energies of low-lying excitations in polyacenes

such as pentacene [157]. This is re�ected by the fact that the calculated vacuum energy

of S1 in DP-Mes is only 1.56 eV. Secondly, errors in the empirical potentials mean that

MD geometries exhibit systematic deviations from the ones that would be sampled by ab

initio MD. These deviations have a tendency to close the band-gap, lowering excitation

energies further. If the vacuum S1 energy in DP-Mes is evaluated at the fully relaxed

geometry of the empirical potential, a value of only 1.28 eV is obtained. As a result, absolute
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excitation energies obtained by this method cannot be considered meaningful without further

correction.

Turning our attention to the relative shifts, we observe that DP-TIPS energies are redshifted

relative to DP-Mes, by about 0.07 eV which compares favourably to the experimental value

of roughly 0.1 eV. This di�erence between the dimers can be explained by looking at the

transition densities associated with S1 as plotted in Fig. 6.7. It is apparent that in the case

of DP-TIPS there is stronger delocalisation of the excitation onto the side group, speci�cally

the region around the linking carbon atom and the C≡C triple bond. This can be expected

to lead to lower excitation energies in DP-TIPS relative to DP-Mes.

Comparing the two solvents, theory predicts respective redshifts of 0.008 eV and 0.014 eV

for DP-Mes and DP-TIPS going from ACN to toluene. This qualitatively matches the ob-

servations in terms of direction of shifts, but does not reproduce the values derived from

experiment with any precision (0.05 eV and 0.04 eV, respectively). However, given the mul-

tiple uncertainties due to the electronic structure methods and the sampling, as well as the

small absolute magnitude of the shifts in question, this can still be considered a success. It

should also be noted that we use a simple Gaussian smearing function for the convolution,

whereas in reality the natural line shape is determined by Franck-Condon e�ects. Recent

work has shown that improved spectra are obtained if this is accounted for [156].

6.3 SF kinetics and solvent dependence

In the following section we discuss the TA results which provide much more detailed insights

into the nature and dynamics of the electronic states involved in �ssion.

6.3.1 Experimental details

DP-Mes

The kinetics of SF in DP-Mes is shown in Fig. 6.8 (a) and (b) for the hexane and DMSO

solvents [89]. The populations are derived from the transient absorption data which can

be disentangled using an evolutionary algorithm [88], identifying three distinct species: the

initial singlet excitation S1, the triplet pair TT, and an emissive species S∗ which is created

from triplets through triplet-triplet annihilation (TTA).

The population dynamics show that �ssion in DP-Mes proceeds as a one-step process, di-

rectly from S1 to TT, without any detectable intermediate. The �ssion rate is solvent

dependent and increases with polarity. This hints at a role of CT states as facilitators of
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Figure 6.6: Calculated absorption spectra of (a) DP-Mes and (b) DP-TIPS. Each
spectrum is averaged over 100 MD snapshots.
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Figure 6.7: Transition densities of S1 for DP-Mes and DP-TIPS. The C≡C triple
bonds of the TIPS groups participate signi�cantly in the excitation. This lowers
the S1 energy in DP-TIPS compared to DP-Mes where the side-groups participate
only weakly.

the electronic coupling which are, however, not directly observed (cf. the model discussed

in the previous chapter). The spectral features associated with the initial singlet suggest

that it has some admixing of CT character.

In non-polar solvents like hexane, �ssion is followed by TTA, which then converts the triplets

into an emissive species denoted S∗. There are a few lines of evidence that suggest that S∗ is

a geometrically relaxed version of S1. The spectral features associated with S∗ are redshifted

and broadened compared to S1, and its formation is impeded by geometrical restriction of

DP-Mes with a rigid polystyrene matrix [88]. This provides evidence that the formation of

S∗ requires signi�cant geometrical change, possibly from the orthogonal con�guration to a

more planar con�guration with a lower dihedral angle between the pentacene units.

At higher polarities the �ssion rate increases (c), but the triplet yield declines. This is

due to solvent stabilisation of singlets which are subsequently unable to undergo �ssion for

energetic reasons. Fig. 6.8 (b) illustrates this phenomenon for DMSO where about half the

singlets do not convert to TT, but rather experience solvent relaxation and settle into the

species denoted Sstab.
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Figure 6.8: Species kinetics for DP-Mes in (a) hexane and (b) DMSO as de-
rived from transient absorption (TA) measurements. Filled regions indicate the
normalised population of electronic states, circles denote the intensity of the raw
TA features averaged across three spectral regions. In hexane the entire singlet
population converts into triplets which later decay yielding an emissive state S∗.
In DMSO, on the other hand, about half the singlet population fails to convert,
and settles into a stabilised state Sstab. (c) The lifetime of S1 exhibits a strong
dependence on solvent polarity. DP-TIPS kinetics in (d) hexane, (e) o-DCB and
(f) DMF show explicit intermediate CT state. Hexane exhibits a residual singlet
population, whereas residual CT states are present in highly-polar DMF. Adapted
from Ref. [89]
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DP-TIPS

As in DP-Mes, fast triplet formation can also be observed in DP-TIPS, as shown in Fig. 6.8

(d-f). However, in contrast to DP-Mes, there are additional spectral features present between

singlet decay and emergence of TT. The kinetics of these features match the kinetics of the

PL that corresponds to CT-like emission, motivating the labelling of the intermediate as

a CT state. Furthermore, spectral decomposition reveals that the state exhibiting these

features is intermediate to triplet formation. In addition, its spectrum matches that of a

radical anion-cation pair. This constitutes a direct observation of a CT intermediate in

singlet �ssion. As in DP-Mes, the decay of the singlet accelerates with increasing polarity

(however it converts to CT rather than TT), and conversion to CT becomes more e�cient.

In hexane (d) a small fraction of the S1 population settles into Sstab without undergoing

�ssion. However, the amount of Sstab is reduced with increasing polarity.

The rate of CT to TT conversion also depends on the solvent; at high polarities residual

CT states can be observed, like in DMF (f). Here the strong solvent relaxation makes CT

an energetic trap for �ssion. As polarity is decreased, we obtain less CT residual. A kind of

optimum is achieved in o-DCB solvent (e), where both S1 to CT and CT to TT conversion

are near 100% e�cient.

If the geometrical freedom of DP-TIPS is constrained by means of a rigid polymer matrix, no

CT intermediate can be detected. Fission still takes place, but via the direct pathway like in

DP-Mes. This suggests that substantial geometrical relaxation plays a role in enhancing the

electronic coupling between S1 and CT and/or lowering the CT energy. Both phenomena

would contribute to CT appearing as a signi�cantly populated real intermediate in DP-TIPS

as opposed to just a virtual intermediate as in DP-Mes. We will return to this point in the

theoretical section.

6.3.2 Proposed model

The interpretation of the experimental �ndings in terms of the electronic states and tran-

sitions between them is summarised in Fig. 6.9. Due to the importance of CT states as

intermediates (albeit virtual in DP-Mes) �ssion has a strong dependence on solvent polarity

which signi�cantly a�ects CT energies. For DP-TIPS in low-polarity solvent, the CT energy

is presumed higher than the Sstab energy, leading to a slow transition of the initial singlet

to CT, which also competes with relaxation into Sstab. As polarity increases, the CT energy

comes down, enabling faster conversion to CT. However, in high-polarity solvents CT is

lowered so much that it becomes an energetic trap. This causes a reduction of the �ssion
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Figure 6.9: Fission model motivated by experimental data. (a) In the case of
DP-TIPS, the initial singlet is stabilised by solvent and converts to intermediate
CT states, which in turn transition to triplet pairs. The CT energy is strongly
dependent on solvent polarity. This creates an energetic trap at high polarities,
frustrating triplet formation. (b) Triplet formation is direct in DP-Mes, with no
detectable CT intermediate. The process competes with solvent stabilisation of the
initial singlet into Sstab, which is more pronounced in polar solvents. In low-polarity
media ,triplet pairs convert to an emissive state S∗ with altered geometry through
triplet-triplet annihilation. Solid arrows denote population conversions, with thick-
ness indicating e�ciency. Dashed errors indicate radiative decay. Reproduced from
Ref. [89]
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yield.

The general picture is similar in DP-Mes, the main di�erence being that CT presumably only

appears as a virtual intermediate and cannot be directly detected. At high solvent polarities,

relaxation competes with �ssion as it does in DP-TIPS, but not through the lowering of CT

but Sstab. The latter is more strongly a�ected by solvent in DP-Mes than in DP-TIPS. The

results suggest that the initial S1 state in DP-Mes already has signi�cant admixture of CT

character, whereas it is predominantly of Frenkel type in DP-TIPS, and requires geometric

change in order to couple and transition to CT. In the subsequent theoretical section we

explore how these di�erences in the observed behaviour relate to di�erences in the electronic

structure between the two dimers. Speci�cally, it is of interest what e�ect the Mes and TIPS

groups have on the relative energies of S1 and CT states.

6.3.3 Electronic structure calculations

In an attempt to elucidate the observations about di�erences in �ssion dynamics between

the two dimers, we conduct excited-state calculations with the NWChem code, using the

COSMO implicit solvation model [135,158]. This makes it possible to look at all the relevant

excited states and solute-solvent combinations with reasonable computational e�ort, even

when using more accurate hybrid functionals.

First, the geometries of the dimers are relaxed at the cc-pVDZ/B3LYP level of theory. To

obtain local singlet excitations, we use TDDFT at the cc-pVDZ/LC-BLYP level. Range

separation is necessary here since it has been shown standard hybrid functionals without

asymptotically correct exchange perform poorly for low-lying TDDFT excitations in poly-

acenes [136]. However, it should be noted that there is no guarantee that the improvements

seen for individual oligoacenes also carry over to dimers. In both dimers the lowest singlet

excitation from TDDFT is bright and corresponds to the optically excited S1 state. For

the CT state we use cDFT at the cc-pVDZ/B3LYP level. The constraint used is a net

charge and spin of one electron on one half of the molecule, and one fewer on the other half.

The additional spin constraint is needed to ensure the correct limit of the energy for large

electron-hole separations [159]. For the TT state two proxies are considered: the quintet

with an overall net-spin of 4 electron units, and a constrained con�guration with a net up-

spin of 2 units on one half of the molecules, and a net down-spin of 2 units on the other half.

Both approaches yield energies within 10meV of each other, which is encouraging. Still, it

should be noted that neither of these proxies captures the multi-reference spin con�guration

of the TT state correctly.

The COSMO solvation model �lls the space outside the molecule (as de�ned by the Van der
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Figure 6.10: Equivalent of Fig. 6.9 with theoretical values for excitation energies
calculated with implicit solvent. The chosen solvents hexane and DMSO represent
the low and high ends of the polarity scale (cf. Tab. 6.1). The band of CT energies
in DMSO re�ects the range of relaxation through slow reorientation of solvent
molecules.

Waals radii of the atoms) with a uniform, isotropic dielectric of a given permittivity [158].

We choose to consider the two solvents at opposite ends of the polarity scale, namely hexane

and DMSO (see Tab. 6.1). In the case of a non-polar solvent like hexane, short-term and

long-term responses are e�ectively identical and can be described by a single value of the

permittivity. For a highly-polar solvent like DMSO, on the other hand, ε∞ and ε0 di�er

very signi�cantly. On very short timescales an excited state will experience only ε0, with a

gradual transition to ε0 as the solvent molecules reorient over time. In DMSO this timescale

is on the order of 10 ps [160], comparable to the timescale of �ssion. This process of solvent

relaxation is particularly signi�cant for the CT states with their large dipole moments.

6.3.4 Discussion

Fig. 6.10 is the equivalent of Fig. 6.9 with theoretical numbers. The solvents hexane and

DMSO correspond to the low- and high-polarity scenarios in Fig. 6.9. The overall alignment

of the energy levels broadly agrees with the experimental picture. However, it is notable

that the calculated energy of TT is signi�cantly lower than S1. The calculated TT energy
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Figure 6.11: Comparison of calculated excitations energies for DP-Mes and DP-
TIPS in implicit hexane solvent. Relative shifts are indicated. The di�erential
shifts can be explained as a result of the di�ering degrees of side-group delocalisa-
tion.

is very close to twice the energy of a single triplet con�ned to one of the pentacene units, as

expected. The slight tension with experiment may indicate inaccuracy in the DFT estimate

of the strength of the exchange interaction, which determines the singlet-triplet gap.

Even so the calculations agree well with the idea that in highly polar environments the

CT states can fall signi�cantly below TT, thereby creating an energetic trap for �ssion.

According to the model, this e�ect is directly observable in DP-TIPS. In DP-Mes, on the

other hand, CT is thought to be admixed into S1, causing strong relaxation into Sstab in

polar environments. However, it is not entirely clear how the calculation results mesh with

this supposed di�erence between DP-Mes and DP-TIPS. The theoretical picture looks very

similar for both molecules, except for an overall redshift in the case of DP-TIPS.

To elucidate what is going on we directly compare DP-Mes and DP-TIPS energies in the

case of hexane, as shown in Fig. 6.11. This perspective does indeed reveal di�erential shifts

which could help explain the observed di�erences between the two dimers. The dominant

feature is a redshift of the DP-TIPS energies, of 130meV for S1. As previously stated, this

is a result of stronger side-group delocalisation of the frontier orbitals in DP-TIPS, slightly

closing the band gap. Interestingly, this shift is reduced for the CT states, down to 90meV.

A natural explanation is that the same delocalisation e�ect causes a slight increase of the

electron-hole separation in DP-TIPS, making the CT energy a bit higher than what would
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be expected purely from the change in the band gap. For TT, on the other hand, the

shift actually increases to 160meV. This appears to be a straightforward consequence of

the band gap reduction in DP-TIPS. The e�ect is stronger compared to S1 since TT is a

doubly-excited state.

We return to the question of to what extent theory backs up the experimentally motivated

model. Taken at face value, the computed numbers do not agree with the notion that S1 and

CT energies are relatively closer in DP-Mes to explain strong CT mixing into the optically

excited initial state in DP-Mes, but not in DP-TIPS. However, it should be kept in mind

that the calculated S1-CT di�erence is susceptible to systematic uncertainties, especially

given the di�erent methodologies used to obtain the energies (TDDFT vs cDFT). Within

these uncertainties, it is certainly possible that S1 and CT are in fact very close in DP-Mes.

If that were the case, the di�erential shifts could then account for a larger S1-CT separation

in DP-TIPS. The limitations of DFT and the small magnitude of the energy di�erences

in question mean that it is di�cult to support a more de�nite statement. The picture is

further complicated by the observation that the di�erences between DP-TIPS and DP-Mes

are robust in experiment even though the precise S1-CT alignment is strongly a�ected by

the solvent environment.

6.4 Conclusions

In this chapter we considered experimental observations of singlet �ssion in two pentacene

dimers in a range of di�erent solvent environments. Furthermore, we employed excited-state

DFT with both explicit and implicit solvent models in order to understand the observations

from an electronic structure point of view. We �nd that our calculations show general

agreement with experiment in terms of how the electronic states involved in �ssion are

aligned and are in�uenced by the di�erent solvent environments. However, question remain

which are not fully answered by the presented theoretical models. A better understanding

may require a combination of techniques from the previous chapter with the ones applied in

the present chapter. It appears likely that geometrical relaxation and vibrational dynamics

play a crucial role in a satisfactory explanation of the observed di�erences between DP-Mes

and DP-TIPS. This is strongly suggested by the experimental result that �ssion dynamics in

DP-TIPS becomes similar to DP-Mes when the molecules are restricted in their geometrical

freedom.
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Chapter 7

Concluding remarks

7.1 Summary of �ndings

In this thesis we employed ab initio electronic structure methods to investigate excitations

in the molecular crystal and in covalent dimers of pentacene. This was motivated by a desire

to gain a better understanding of the singlet �ssion process in pentacene-derived systems.

Linear-scaling DFT was used to model the in�uence of the crystal environment on CT

con�gurations in the pentacene crystal. This was combined with a general dipole correction

scheme that allowed us to eliminate �nite-size e�ects of the calculations. We found that

CT energies are signi�cantly lowered by the response of the crystal environment, bringing

them close to the energies of local excitations. This result lends support to the idea that

the photoexcited precursor state to �ssion has signi�cant CT character, and emphasises the

role played by CT con�gurations in �ssion in the crystal.

We then shifted our attention to molecular dimers of pentacene. We used DFT to parametrise

a linear vibronic coupling Hamiltonian of a pentacene dimer, forming the basis for many-

body quantum dynamics calculations of the interplay between electronic and vibrational

degrees of freedom. This revealed an interesting role for symmetry in �ssion in such dimers.

Due to their high symmetry, couplings that could enable �ssion are precluded at the ground-

state geometry. However, dynamic symmetry breaking by vibrational modes opens up an

e�cient pathway for �ssion. We showed that the process proceeds through an avoided cross-

ing of the surfaces corresponding to the photoexcited state and the triplet pair. The coupling

between the surfaces is enabled by superexchange via CT states resulting from symmetry

breaking.

As a next step we, we performed a systematic comparison of two dimers of pentacene with

di�erent side groups. Experimental evidence showed signi�cant di�erences in how �ssion
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proceeds between the molecules. In one case, explicit CT con�gurations could be detected

in the dynamics, but not in the other case. Rather, the initial bright excitation showed signs

of signi�cant CT character. Also, experiments revealed a striking in�uence of the solvent

environment on the rate and yield of �ssion in both molecules. We attempted to elucidate

these observations using DFT calculations in explicit and implicit solvent. The calculations

showed that CT can become an energetic trap for �ssion in highly polar solvents, as is

observed. However, we also found that our approach was insu�cient to fully account for

the observed di�erences between the molecules. This highlights the limitations of the DFT

methods that were employed, as well as of a partial approach that does not include a full

treatment of both the electrostatic and vibrational environments.

7.2 Future directions

The are a number of directions for future work that promise to address some of the short-

comings of present approaches.

In order to achieve a more complete and detailed picture of �ssion, theoretical models must

include a comprehensive treatment of both the electrostatics and vibrational e�ects of the

environment. This requires electronic structure methods that are both accurate and scale

well to larger system sizes. One signi�cant direction in this context is combining linear-

scaling approaches with hybrid functionals [161].

A signi�cant limitation of DFT in the context of modelling �ssion is its inability to give a

satisfactory description of all the relevant electronic states in a uni�ed framework. In this

work we tried to address this issue to some extent by combining TDDFT and cDFT. The

former is quite good at describing locally-excited states, whereas the latter can be applied

successfully to states with charge-transfer character. However, cDFT requires prior knowl-

edge about the state for de�ning appropriate constraints. Also, this approach is insu�cient

for excitations of mixed Frenkel and charge-transfer character, which appear important in

�ssion. In addition, it would be desirable to have a more principled method that can deal

with multi-excited states like the triplet pair. Methods beyond DFT, like the GW/BSE

formalism, may provide a way forward [116,162]. GW/BSE promises to be able to describe

such states states in a uni�ed framework, at still reasonable computational e�ort compared

to high-level quantum chemistry methods like multireference con�guration interaction. An-

other interesting direction are projector-based embedding schemes that make it possible to

integrate accurate high-level models of subsystems into large-scale DFT calculations [163].

Finally, there are a number of improvements that could be made to the linear vibronic
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coupling model of �ssion that we presented for a pentacene dimer. As a linear coupling

model, it only included couplings to �rst order in the nuclear displacements. In particular,

this means that two-electron couplings that could open up a direct pathway for �ssion

were not included in the model. Adding higher-order terms would address some of these

shortcomings, albeit at the expense of increased complexity. Furthermore, the vibrational

modes were modelled as harmonic. It seems likely that some of the slower modes leave

their harmonic regime during the �ssion dynamics. Taking account of this would allow more

accurate modelling especially at later times, and may shed light on the long-time dynamics

which includes the triplet-triplet annihilation observed in some solvents.
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Appendix A

Vibronic coupling Hamiltonian

Optimal coupling centroids from clustering analysis (columns ordered as TT, LE+, LE−,

CT+, CT−):

WA1,1 = −


0

0.45
0.38

0.57
0.57

 ,WA1,2 = −


0.75

0.3
0.29

0.37
0.37

 ,

WA2 = −


0 1

0
0

1 0
0

 ,

WB1,1 = −


0 0.63

0 −0.73
0 0.26

−0.73 0
0.63 0.26 0

 ,

WB1,2 =


0 0.28

0 −0.33
0 −0.9

−0.33 0
0.28 −0.9 0

 ,

WB2,1 = −


0

0 0.86
0.86 0

0 0.52
0.52 0

 ,WB2,2 =


0

0 −0.86
−0.86 0

0 0.52
0.52 0

 .
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Irrep. ω/cm−1 λ/cm−1 Irrep. ω/cm−1 λ/cm−1

A1,1 903.4 1454.6 A1,2 1377.3 4012.6
B1,1 450.1 1851.5 B1,2 225.4 628.2
B2,1 1193.7 1083.9 B2,2 1079.4 986.4
A2 428.0 560.5

Table A.1: Reaction coordinate frequencies and couplings.

No. ω/cm−1 λ/cm−1 No. ω/cm−1 λ/cm−1

A1,1 28 129.8 398.5 40 259.5 198.1
42 269.2 479.3 60 471.3 -116.9
82 579.6 -712.3 88 613.7 112.6
98 706.0 495.3 146 991.7 167.9
178 1190.0 -175.4 200 1339.6 150.8
225 1464.6 -270.9 228 1469.2 597.9
236 1505.6 -326.3 260 1595.6 242.7
266 1654.6 -282.4 271 1692.1 -338.9

A1,2 116 805.2 1094.8 158 1036.0 -552.1
174 1164.9 536.7 182 1219.4 537.7
186 1232.4 -850.0 190 1265.1 974.3
192 1271.4 1010.4 208 1372.5 985.2
214 1426.0 1217.4 216 1445.3 -1804.3
256 1579.0 -2285.9

A2 24 122.4 -206.8 38 248.0 263.0
50 302.3 323.4 66 493.3 92.2
100 726.3 136.2 112 783.1 -111.8
120 873.7 -53.7 134 937.9 222.4

B1,1 35 234.9 -148.4 39 250.6 1137.4
61 479.2 -1157.9 65 484.9 439.0
99 720.8 493.0 111 782.7 214.7
133 921.5 389.9 135 939.6 305.9

B1,2 25 122.6 410.0 49 301.7 -475.8
B2,1 41 268.2 -373.6 83 587.8 -242.6

85 596.7 123.1 95 696.9 230.6
119 828.6 -131.1 159 1036.0 235.1
173 1140.8 126.3 177 1188.2 144.1
185 1231.1 141.8 187 1249.5 -440.6
207 1347.7 -187.2 227 1466.9 213.2
235 1503.2 155.8 255 1576.6 676.0

B2,2 21 108.5 -131.4 33 217.3 -98.9
51 324.6 94.4 81 572.2 298.5
91 638.6 174.8 113 797.6 545.7
181 1218.6 -146.7 191 1270.6 -162.5
209 1384.4 202.7 215 1435.2 -600.8
226 1464.7 -163.0 237 1522.9 78.9
265 1654.1 100.5 272 1692.1 95.7

Table A.2: All modes containing at least 90% of the total coupling.
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