
 

Abstract— In a complex environment, simultaneous object 
recognition and tracking has been one of the challenging topics in 
computer vision and robotics. Current approaches are usually 
fragile due to spurious feature matching and local convergence for 
pose determination. Once a failure happens, these approaches 
lack a mechanism to recover automatically. In this paper, 
data-driven unfalsified control is proposed for solving this 
problem in visual servoing. It recognizes a target through 
matching image features with a 3D model and then tracks them 
through dynamic visual servoing. The features can be falsified or 
unfalsified by a supervisory mechanism according to their 
tracking performance. Supervisory visual servoing is repeated 
until a consensus between the model and the selected features is 
reached, so that model recognition and object tracking are 
accomplished. Experiments show the effectiveness and robustness 
of the proposed algorithm to deal with matching and tracking 
failures caused by various disturbances, such as fast motion, 
occlusions and illumination variation. 
 

Index Terms— Visual servoing, visual tracking, object 
recognition, supervisory control, unfalsified adaptive control. 
 

I. INTRODUCTION 
D object recognition and pose tracking has been an active 
research area with a wide range of applications, such as in 

visual servo control [1, 2] and marker-less augmented reality [3, 
4]. Visual servo control refers to the use of computer vision 
data to control the motion of a robot for manipulation in a 3D 
world. It involves techniques from image processing, computer 
vision, and control theory for real-time robotic operation. There 
are two different approaches depending on different feedback 
information used in the control loop [5]. One is position-based 
visual servo control (PBVS), in which a set of 3D parameters 
must be estimated from image measurements and controlled to 
a desired 3D pose. The other is image-based visual servo 
control (IBVS), in which a set of image features are extracted 
from image and controlled to the desired features in a reference 
image. As a result of better real-time performance, IBVS has 
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been introduced into augmented reality for simultaneous 
tracking and pose detection of a 3D object, known as virtual 
visual servoing [3]. Instead of physical motion, a feedback 
controller is designed to drive a virtual model or camera to 
reduce the image difference between the projections from the 
3D model and those sampled in images. Similar to the 3D pose 
identification in PBVS, it is a dynamic algorithm which tracks 
and positions a 3D object through aligning and matching, but it 
relies on real-time feedback control. When the image error is 
eliminated, the virtual model and the real object get overlapped 
in three-dimensional space, namely pose estimation of the real 
object is achieved.  

Although model based 3D object recognition and pose 
registration technologies have been developed with success in 
many practical applications, such as marker-less augmented 
reality [6], visual servoing on unknown objects [7], and 
monocular SLAM (Simultaneous Localization and Mapping) 
[8], they face robustness issues in less controlled environments, 
such as the local convergence of matching algorithms. To 
minimize feature errors between a projected model and a 
captured image, Gauss-Newton or Levenberg-Marquardt 
algorithms are often used [9], which can only converge locally 
and rely on a good initial pose guess. In visual servo control, the 
developed control algorithms can only guarantee local 
asymptotic or local convergence due to the nonlinearity of 
perspective projection [5, 10], which means the system could 
be trapped in a local minimum but not converge to the desired 
3D pose. In practice, it has been observed that the convergence 
cannot be achieved if the camera displacement has a large 
orientation error, such as 30 degrees on each axis as reported in 
[3]. Therefore most existing algorithms require a manual 
initialization to ensure the initial pose is in the convergence 
region. The problem of local convergence makes the current 
algorithms very fragile to disturbance, examples being spurious 
feature correspondence, fast moving speed, or occlusions, 
which can result in the failure of model matching and has to be 
manually corrected by pose re-localization. Keyframes are 
often used to provide local references for global localization 
[11], which requires massive memory for storage and 
expensive computation for keyframe matching. In this step, it is 
very likely that mismatching of features could happen. Some 
robust pose estimation algorithms can be used to remove 
spurious matching, such as consensus based RANSAC [12], 
which may involve intensive computation for determining 
consensus poses of a set of randomly selected features. The 
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slow initialization can cause further difficulty on feature 
correspondence of a dynamic scene in the next sampled image 
due to the so called wide-baseline matching problem [13], so 
that the re-initialization of tracking fails again. A challenge 
faced today for 3D recognition and tracking is to develop 
technology that can track a moving object in real-time and 
recover automatically if the tracking fails for some reason [9], 
for example if the motion is too fast,  occlusion occurs, or 
simply if the target object moves momentarily out of the 
field-of-view.                    

In this paper, unfalsified visual servoing is proposed to 
provide a mechanism for adaptive tracking and online recovery 
from failures. First, a simple IBVS is developed, which is able 
to track image features in real-time with local stability. 
Considering the noise and uncertainties involved in feature 
extraction, such as those due to background clutter, occlusions, 
or illumination variation during the tracking, the extracted 
features from a sampled image may fail to match with their 
associated features on a model. Therefore a feature detector can 
only determine a set of candidates in the image possibly 
belonging to the model. Inspired by the data-driven unfalsified 
control [14], a supervisor is then introduced on top of the visual 
servo to select features from the candidate set based on their 
tracking performance. If the tracking history of some features 
violates the local convergence of the controller, those features 
will be falsified and more reliable features will be selected for 
tracking. If there are too few unfalsified features for reliable 
tracking, a global search will be automatically started for object 
recognition and pose estimation in the image. The supervisor 
can then switch from IBVS to PBVS for reinitializing tracking 
from the new pose. Therefore the supervisor is a mechanism to 
make the visual servoing controller aware of any failure and 
enable its recovery.  

The rest of this paper is organized as follows. Related work is 
reviewed in Section II. A locally stable visual servoing 
controller is presented in Section III, including a proof of its 
stability and an induced detectable performance index in order 
to evaluate the quality of feature matches. Section IV presents 
an unfalsified adaptive mechanism as the supervisor to the 
visual servoing controller. It can automatically select the 
optimal features for model matching and pose tracking 
according to the performance index. Two experiments are 
presented in Section V. The first is a simple but comprehensive 
example to show the main idea and contributions in comparison 
with other reported methods. The second experiment is a real 
tracking example to demonstrate its simultaneous recognition 
and tracking capabilities in a cluttered environment with 
occlusions and illumination change. Finally, Section VI draws 
a conclusion. 

II. RELATED WORK 
In the past few years, there was a particular research interest 

in robust visual servoing for extending its application area from 
better structured and controlled industrial environments to 
real-world natural environments. The uncertainties in a visual 
servoing loop are mainly from camera-robot models and visual 
perception. In terms of uncertain or even unknown 

camera-robot models, adaptive visual servoing has been 
developed to carry out online model identification, which can 
be classified as model-based or model independent schemes. In 
the model-based schemes, an analytic model of a camera-robot 
system, such as a pinhole camera model [15, 16] or a central 
catadioptric camera model [17], should be available, or at least 
partially available. An adaptive algorithm is then used to 
dynamically estimate the model parameters and drives the 
robot toward a posture exhibiting the desired image features. 
However, it is often difficult to estimate the depths of feature 
points, which are required for image Jacobian matrix 
calculation. Poor estimate of the depths may result in instability 
of the control [17]. It may also face a singularity problem due to 
loss of rank of the estimated Jacobian matrix [15], so that the 
system may become divergent or fall into a local minimum. To 
control a vision-guided robot with less prior knowledge, 
model-independent visual-servoing schemes are proposed 
[18-20], where the camera-robot model is approximated by a 
linearized affine model or a neural network and the Jacobian 
matrix is identified online. However, the estimated image 
Jacobian may deteriorate so that the control may face the 
singularity problem. For instance, identification based on 
Broyden’s method [18, 20] can only converge when the initial 
Jacobian estimation is close to the true matrix. In order to 
avoid the singularity problem, weight correction for general 
neural network approximation [19] and Nussbaum gain for 
control gain exploration [21] were proposed for the 
stabilization of visual servoing without any camera-robot 
model knowledge. In addition to the identification based 
approach, the unmodelled dynamics due to uncertain 
camera-robot models can also be estimated by a state observer 
that is then used to compensate the control to reduce the impact 
of the uncertainties [22]. In the above visual servoing methods, 
uncertainties are estimated and controlled by observable image 
errors, which makes an assumption that there is no difficulty 
obtaining the image errors by matching desired or predicted 
features with features detected in the image.  

Apart from camera-robot models, visual servoing faces 
ambiguity in visual perception and feature correspondence, 
especially in a natural scene without artificial markers. 
Because such ambiguity is in the sensing component of a 
visual servoing system, the consequence of the caused failures 
could be very severe, such as large control error, jitter during 
the tracking, or sudden divergence. Practical visual servoing 
tends to face such failures due to the complexity of a 3D scene 
and inherent nonlinear characteristics of a camera, e.g. a 
practical pin-hole camera has only a limited field-of-view so 
that the feature points’ observation may be lost during the 
control. Usually IBVS is more suitable for controlling feature 
points not leaving the field-of-view, but it faces more control 
difficulties than PBVS such as control singularity and local 
minimum. A switched-system control between IBVS and 
PBVS was proposed in [23], which can achieve stability in 
both pose space and image space simultaneously so that no 
feature ever leaves the image. A robust PBVS that can achieve 
global stability and satisfy the field-of-view constraint, even 
with uncertain camera parameters, was proposed in [24]. In 



 

practical applications, it may not need to keep all features in 
the field-of-view and some features could appear in or 
disappear from the image for optimal trajectory tracking. An 
approach to use weighted features was proposed in [25] to 
consider dynamic visibility of features during visual servoing. 
Multi-cameras were also introduced to improve robustness to 
feature loss during the tracking [26], where features extracted 
from different cameras were weighted in a Kalman-based 
sensor fusion approach for visual tracking. Visual servoing 
research was originated from industrial applications, such as 
for manipulator positioning in a production line. Providing 
fiducial markers to reduce sensing uncertainties seems to be 
more acceptable. For example, the above papers used point 
fiducials in their experiments, rather than natural features 
extracted from images. If natural features, such as interest 
points, are used for visual servo in a real-world environment, 
it may face more severe robustness issues since spuriously 
matched features could reach a very high ratio in the overall 
features and deteriorate the tracking. It is crucial to develop 
recovery mechanisms when matching failure becomes 
inevitable, which is often the case for visual tracking in an 
unknown, large and natural environment such as monocular 
SLAM for 3D map building [8, 27], PTAM (Parallel Tracking 
and Mapping) for camera pose estimation [28], and  SFM 
(Structure from Motion) for geometric structure 
estimation[29].  

Tracking failure awareness and recovery are important in 
monocular SLAM and the others. Any tracking failure may 
cause the created map to be corrupted completely. During 
tracking, a motion filter, such as extended Kalman filter [8] or 
Particle filter [30], can be used for estimating pose of the 
camera in the next frame. The filter confines the search space 
according to involved uncertainty. As a result, the search and 
tracking can be fast and accurate if the uncertainty is low. 
However, if the uncertainty increases significantly due to, for 
example, sudden motion or occlusion, the filter based local 
tracking can fail and a global relocalization has to be utilized 
for recovery. The recent research mainly focuses on fast feature 
extraction and matching for real-time recovery. Inspired by 
randomized trees [31], Williams et al [27] developed random 
lists for fast feature matching when tracking failed. Chekhlov et 
al [32] introduced appearance indexing in the context of Haar 
wavelet coefficients prior to full matching of descriptors. The 
appearance index can be a coarse estimate of spatial gradients 
and enables fast relocalization. In order to achieve fast 
relocalization in a large space with a mobile device, Straub et al 
[33] used LSH (Locality Sensitivity Hashing) for 
nearest-neighbor search of low-complexity binary features, 
such as BRIEF [34]  rather than the more distinctive SIFT [35]. 
However, after such feature based matching, the number of bad 
associations could be large, due to ambiguity of the feature 
descriptor. It is common that the outliers have to be further 
excluded by RANSAC for tracking re-initialization, which is 
relatively time-consuming. Therefore real-time local tracking 
and off-line global localization are two linked modes to achieve 
robust visual tracking in a real environment.  A mechanism to 
effectively manage the mode switch has to be developed. The 

research on monocular SLAM deals with stationary visual 
landmarks in the environment. The slower relocalization 
through RANSAC could be not a big issue because the motion 
of the camera can slow down during the process. As reported, 
with some simple switching mechanisms, failures can be 
detected and the tracking can be re-initialized successfully. For 
example a global search is activated if the matched feature 
distance goes over a static threshold [32] or if all attempted 
observations are unsuccessful [27]. However, this paper 
focuses on object recognition and tracking using visual servo. 
The interest points on an object could be dynamic related to the 
environment. Strict processing time is limited by the servoing 
period. If the offline global relocalization requires the time span 
of many frames, the object may have moved out of the 
convergence region and thus cause the tracking to fail again.  

According to the above review, the contribution of this paper 
can be summarized below: 
1) In comparison with the robust visual servoing research 

such as those dealing with uncertain robot-camera models, 
this paper tackles uncertainties from the critical sensing 
component in a vison based feedback system, i.e. for 
feature point extraction and matching. The consequence of 
sensing failures could be very severe or even catastrophic 
if wrongly matched pairs are used to take feedback actions. 
To the best of our knowledge, this is the first paper 
focusing on feature matching failures and recovery in 
visual servoing research.  

2) In comparison with the visual tracking research, such as 
monocular SLAM, PTAM, and SFM, the topic of this 
paper belongs to the intelligent control paradigm, rather 
than geometric parameter or camera pose estimation 
through feature matching. It provides a low-level visual 
feedback controller with higher-level cognitive capabilities, 
such as visual attention and recognition, by matching three 
types of context-information: feature description, rigid 
dynamic model and perspective distortion model.  

3) In addition, the proposed supervisory scheme provides 
low-level visual servo with feature selection and failure 
recovery capabilities according to their dynamic tracking 
performance, rather than offline consensus checks for 
tracking re-initialization. It is more suitable for moving 
object tracking and recognition because it can respond at 
the servo level in real-time.  

III.  ROBUST VISUAL SERVOING CONTROL WITH DETECTABLE 
PERFORMANCE INDEX 

Define a tool frame 𝐹" attached to a moving object and a base 
frame 𝐹#  attached to a camera. For robot visual servo, the 
moving object can be the end-effector of a manipulator. This 
paper takes virtual visual servoing for augmented reality as an 
example [3] and thus the moving object is a 3D model M(t,R) 
that will match and track its counterpart in an image stream, 
where t and R are translation and rotation between Ft and Fc, 
respectively. Let r = θk be a (3×1) vector containing the axis of 
rotation k and the angle of rotation θ. Then, ξ = (t; r) is a (6×1) 



 

vector containing global coordinates of an open subset 𝑆 ⊂
ℝ+×𝑆𝑂(3). 

Suppose a vector of 3D feature points 𝑃0 =
	⋯𝑃40 ⋯ ,where	𝑃40 ∈ ℝ+	, 𝑖 = 1…𝑛,  on the rigid model 

M(ξ) with image projections 𝑝0 = 	⋯ 𝑝40 ⋯ , 	𝑝40 ∈ ℝ?	 and 
corresponding feature descriptor 𝑓0(𝑝0) = [⋯ 𝑓40 ⋯ ]. In fact, 
image features can be any descriptors facilitating robust 
detection and correspondence in a sampled image, for example 
SIFT interest points, edges, shapes and textures. With interest 
points as features, we can obtain the change of the image 
features caused by the model’s motion:  

𝑝0 𝜉 = DEF

DG
𝜉 = 𝐽 𝜉 𝑢                          (1)  

where 𝐽 𝜉 ∈ ℝ?J×K is the image Jacobian matrix and 𝑢 = 𝜉 is 
the velocity of the model M, i.e. the control input of system (1). 
The objective of this control is to make the feature points in pM, 
or part of it, be coincident with detected features p in an image, 
so that the modeled object M can be recognized from the image 
and its 3D pose ξ can be determined. We make the following 
assumptions: 

(A1) There are at least 3 features and their corresponding 
Jacobian matrix 𝐽L,?,+ 𝜉 ∈ ℝK×K is not singular; 

(A2) 𝐽(𝜉)  is bounded. 
Assumption 1 says, in order to compute the control input, at 

least 3 non-collinear feature points are required to avoid control 
singularity [19]. It is known from the PnP problem that there 
could be four possible poses even if three image feature points 
are perfectly matched [12]. Therefore, more features have to be 
used in order to determine correct object pose. As reported in 
[12], n≥4 is required for features on a planar surface and n≥6 is 
required for general 3D situations. Assumption 2 is for practical 
applications that require the 3D object to be away from the 
image plane with depth Z>0. 

In a sampled image, 𝑝40 matched features pi can be detected 
by maximizing a similarity measure 𝑆𝑖𝑚 𝑓4, 𝑓40 , 𝑖 = 1…𝑛 , 
such as normalized cross-correlation. According to an 
evaluation score S, three points with the highest values are 
selected into a triple T:  

𝑇 = 𝑝L 𝑝? 𝑝+                                 (2) 

The score needs to consider the similarity of feature 
matching and spatial distribution of the three points in order to 
increase control robustness. High similarity measure is 
preferred because it indicates reliability of feature 
correspondence. In terms of spatial distribution of the three 
points, they are expected to be distant from each other to 
increase the signal-to-noise ratio of the measurement. In 
addition, three points close to being collinear should be avoided 
since such an ill-conditioned configuration will lead to a 
singular Jacobian matrix for control calculation. The 
tube-collinearity test [36] was used to score the spatial 
distribution: 

𝐶 𝑝L, 𝑝?, 𝑝+ = 1 − 𝑒R
L
?	
STU
SV
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where 𝑑4X denotes the distance from the ith point, 𝑖 ∈ {1,2,3}, to 
the jth line formed by the two other points and dt is the radius of 
the tube. 

The score to select the three points in (2) can be defined as  
𝑆 = 𝑆𝑖𝑚 𝑓L, 𝑓L0 𝑆𝑖𝑚 𝑓?, 𝑓?0 𝑆𝑖𝑚 𝑓+, 𝑓+0 𝐶 𝑝L, 𝑝?, 𝑝+    (3) 
With three features in (2) that are likely to be correctly 

matched with the model, a robust method to determine the 3D 
pose is to use RANSAC [12], which examines the compatibility 
of other feature points in p with the pose suggested by the triple. 
If there are enough consensus features in p, the pose is accepted 
as the initial pose for tracking under model (1); otherwise 
another triple needs to be selected for the consensus test. The 
number of total trials can be about 2.0E(k)~ 3.0E(k), where the 
expected number of trials E(k)=w-n with w to be the probability 
a detected feature is within the error tolerance of the model and 
n to be the number of features used to estimate the 3D pose. In 
our case, n=3 for solving P3P and assume the probability of 
having a satisfied feature w=0.5; we may need 3w-n =24 trials to 
determine the pose. For tracking of a moving object, slow 
response due to many trials could cause problems for feature 
correspondence in the next sampled image, which may change 
a much easier short-baseline matching to a more difficult 
wide-baseline matching. In this paper, the consensus trials are 
embedded into a dynamic visual servoing loop to endow the 
feedback control with real-time feature selection and tracking 
capabilities, via the consideration of control performance. 

For a triple T in (2), four possible poses ξi, i=1..4, can be 
obtained by solving the P3P problem[12]. Under a pose ξi, the 
visibility set PM(ξi) of the model is first determined, i.e. all 
feature points in the vector that are visible. The visibility of 
point 𝑃40( ξi) is verified by examining if the dot product 
𝑃40(𝜉4) ∙ 𝑛 𝑖 < 0 , where n(i) is the normal vector of the 
surface at 𝑃40. Then a candidate set p(ξi) can be determined by 
selecting the matched features that are within an error tolerance 
of pM(ξi), i.e. || pM(ξi)- p(ξi)||≤ϵ1, where the tolerance ϵ1 has taken 
into account the digital errors of the P3P solution and tracking 
errors due to processing delay. The pose with most members in 
it will be used to initialize the tracking, denoted as ξ0. 

Define a task function for visual servoing 𝑠 𝜉 = 𝐽a(𝜉)𝑒(𝜉) 
with tracking error 𝑒(𝜉) = 𝑝(𝜉∗) − 𝑝0(𝜉) , where 𝜉∗  is the 
unknown object pose. We introduce a modified task function 
with a deadzone in order to consider robustness of visual 
servoing to uncertainties[15]: 

𝑠∆(𝜉) = 𝑠(𝜉) − 𝜑(𝜉)                              (4) 

where 𝜑(𝑘) = 𝜖g𝑠𝑎𝑡(
jk(G)
lm
) ⋯ 𝜖g𝑠𝑎𝑡(

jn(G)
lm
)
a

 with 
deadzone width ϵ0 and saturation function sat(.). 

 
Proposition 1: For pM(𝜉) in (1) to track the matched p(𝜉∗) in a 
sampled image, visual servoing law 𝑢 = 𝐽a 𝜉 𝐽 𝜉

RL
𝐾𝑠 𝜉 , 

𝐾 > 0, can guarantee 𝑠∆ 𝜉  converging exponentially into the 
deadzone 𝜀g with 𝑠∆(𝜉) ?"

g 𝑑𝑡 ≤ 𝛾g?, where 𝛾g? is a positive 
constant, if 𝐾 ≥ 𝐽a 𝜉 𝑒 𝜉 + 𝐽a𝑝 𝜉∗

v
/𝜀g.   

Proof: Define a Lyapunov function )()(2/1)( ξξ ΔΔ= sstV T . 
From definition (4), 
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and )(2 ξjsΔ  is differentiable. 

Then we have ( ) )()(2 )(
dt
d 2 ξξξ jjj sss !ΔΔ = , i.e. )()()( ξξ sstV T !!

Δ= . 

	𝑉 𝑡 = 𝑠∆a 𝜉 𝑠 𝜉  
								= 𝑠∆a 𝜉 𝐽(𝜉)a𝑒(𝜉) + 𝐽a(𝜉)𝑝(𝜉∗) − 𝐽a(𝜉)𝑝0(𝜉)  

From (1), we have  
𝑉 𝑡 = 𝑠∆a 𝜉 𝐽a(𝜉)𝑒(𝜉) + 𝐽a(𝜉)𝑝(𝜉∗) − 𝐽a(𝜉)𝐽(𝜉)𝑢  

Let the control 
𝑢(𝑝0 𝜉 , 𝑝 𝜉∗ ) = 𝐽a 𝜉 𝐽 𝜉

RL
𝐾𝑠 𝜉               (5) 

where K>0 and 𝐽a 𝜉 𝐽 𝜉  is nonsingular according to (3) and 
(A1). From (4) we have 
𝑉 𝑡 = 𝑠∆a 𝜉 𝐽a 𝜉 𝑒 𝜉 + 𝐽a𝑝(𝜉∗) − 𝐾(𝑠∆ 𝜉 + 𝜑 𝜉 )  

 = 𝑠∆a 𝜉 𝐽a 𝜉 𝑒 𝜉 + 𝐽a𝑝 𝜉∗ − 𝐾𝑠∆ 𝜉 − 𝜖g𝐾sgn 𝑠∆(𝜉 )              

≤ 𝑠∆ 𝜉
L

𝐽a 𝜉 𝑒 𝜉 + 𝐽a𝑝 𝜉∗
v
− 𝜖g𝐾 −

𝐾 𝑠∆ 𝜉
?

 
where sgn 𝑠∆(𝜉 ) = sgn(𝑠∆L) ⋯ sgn(𝑠∆J) a  is the sign 
vector and ∙ L, ∙ 	and	 ∙ v  are 𝐿L , 𝐿?  and 𝐿v  norms 
respectively.  

If 𝐾𝜀g ≥ 𝐽a 𝜉 𝑒 𝜉 + 𝐽a𝑓 𝜉∗
v

, 𝑉 𝑡 ≤

−𝐾 𝑠∆ 𝜉
?
= −2𝐾𝑉(𝑡) and 𝑠∆ 𝜉  converges exponentially 

into the deadzone 𝜀g with 𝑠∆(𝜉) ?"
g 𝑑𝑡 ≤ 𝛾g?, where 𝛾g? is a 

positive constant.                                                □ 
Equation (5) is a conventional visual servoing control that 

can converge the task function into the deadzone with 
robustness to uncertainties in motion and the projection model. 
As a result, the local stability of all features, i.e. 
lim
"→v

𝑝0(𝜉, 𝑡) − 𝑝(𝜉∗, 𝑡) ≤ 𝜖+ if 𝜉 is in the neighborhood of 

𝜉∗, can be guaranteed, similar to the proof in [10]. However, it 
requires all features to have been matched correctly, i.e. 𝑝40 ↔
𝑝4, 	𝑖 = 1…𝑛, where “↔ "	indicates a match between a feature 
point in a model and one extracted from the image. In real 
applications, it is often the case that spurious features could be 
matched and used in the control loop, which could significantly 
deteriorate the tracking performance. Therefore, a detectable 
performance index needs to be used to evaluate each matched 
pair for the purpose of feature selection. 

For an unknown object pose 𝜉∗(𝑡) , 𝑒(𝜉∗, 𝜉) = 𝑝(𝜉∗) −
𝑝0(𝜉) can be linearized by using Taylor series around 𝜉∗:  

𝑒 = 𝐽(𝜉) 𝜉∗ − 𝜉 +o(𝜉∗ − 𝜉)?                   (6) 
and                   𝑠 = 𝐽a(𝜉)𝐽(𝜉) 𝜉∗ − 𝜉 +𝐽a(𝜉)o(𝜉∗ − 𝜉)? 

Therefore,  
𝑠 ≥ 𝐽a 𝜉 𝐽 𝜉 𝜉∗ − 𝜉 − 𝐽 𝜉 o 𝜉∗ − 𝜉 ?   

       ≥ 𝜆 𝐽a 𝜉 𝐽 𝜉
�4J

𝜉∗ − 𝜉 − 𝐽 𝜉 o 𝜉∗ − 𝜉 ? 
where  𝜆 𝐽a 𝜉 𝐽 𝜉

�4J
 >0 is the minimum eigenvalue of 

𝐽a 𝜉 𝐽 𝜉 . Hence, the pose difference can be 
𝜉∗ − 𝜉 ≤ 𝜆 𝐽a 𝜉 𝐽 𝜉

�4J
RL

𝑠 + 𝐽 𝜉 o 𝜉∗ − 𝜉 ?  

If the model pose 𝜉 can be initialized into a neighborhood of 
𝜉∗ with 

o 𝜉∗ − 𝜉 ? ≤ 𝛼𝜆 𝐽a 𝜉 𝐽 𝜉
�4J

𝐽 𝜉 RL 𝜉∗ − 𝜉  , 𝛼 < 1,   
(7)  

then   
𝜉∗ − 𝜉 ≤ 𝛽𝜆 𝐽a 𝜉 𝐽 𝜉

�4J
RL

𝑠 , where 𝛽 = L
LR�

      (8) 
For the ith matched features of an object, substitute (7) and 

(8) into (6) 
𝑒4 ≤ 𝐽4 𝜉 𝜉∗ − 𝜉 + o 𝜉∗ − 𝜉 ? 

			≤ 𝐽4 𝜉 + 𝛼𝜆 𝐽a 𝜉 𝐽 𝜉
�4J

𝐽 𝜉 RL 𝜉∗ − 𝜉  

     ≤ 𝛽 𝐽4 𝜉 𝜆 𝐽a 𝜉 𝐽 𝜉
�4J
RL

+ 𝛼 𝐽 𝜉 RL 𝑠            (9) 

From (4), we have  
𝑒4  

≤ 𝛽 𝐽4 𝜉 𝜆 𝐽a 𝜉 𝐽 𝜉
�4J
RL

+ 𝛼 𝐽 𝜉 RL 𝑠� + 𝜑  

Because 𝜑 ≤ 6 𝜑 v= 6𝜀g, 
𝑒4 − 𝛽 𝐽4 𝜉 𝜆 𝐽a 𝜉 𝐽 𝜉

�4J
RL

+ 𝛼 𝐽 𝜉 RL 6𝜖g     			≤

𝛽 𝐽4 𝜉 𝜆 𝐽a 𝜉 𝐽 𝜉
�4J
RL

+ 𝛼 𝐽 𝜉 RL 𝑠�            (10) 
Design a deadzone for 𝑒∆4(𝜉) = 𝑒4(𝜉) − 𝜙 ( 𝜉 ), where 

𝜙(𝜉) = 𝜖?𝑠𝑎𝑡(
�T�(G)
lW

) 𝜖?𝑠𝑎𝑡(
�T�(G)

lW
)
a

 with deadzone 

width ϵ2 and 𝑒4 = 𝑒4�, 𝑒4�
a
∈ ℝ?.  

From 𝑥 v ≤ 𝑥 ≤ 𝑁 𝑥 v for ∀	𝑥 ∈ ℝ�, we have 
𝑒∆4 𝜉 ≤ 2 𝑒4 𝜉 − 𝜙 𝜉 v 

= 2 𝑒4 𝜉 v − 𝜖? 					𝑖𝑓	 𝑒4 𝜉 v ≥ 𝜖?
0																											𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

≤ 2 𝑒4 𝜉 − 𝜖? 					𝑖𝑓	 𝑒4 𝜉 v ≥ 𝜖?
0																											𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

If 𝜖? ≥ 𝛽 𝐽4 𝜉 𝜆 𝐽a 𝜉 𝐽 𝜉
�4J
RL

+ 𝛼 𝐽 𝜉 RL 6𝜖g , 
from (10), we have 
𝑒∆4 𝜉  
≤ 2𝛽 𝐽4 𝜉 𝜆 𝐽a 𝜉 𝐽 𝜉

�4J
RL

+ 𝛼 𝐽 𝜉 RL 𝑠�    (11) 
The exponential convergence of 𝑠�  implies exponential 

convergence of 𝑒∆4, and the following integration is bounded: 
   𝑒∆4 𝜉 ?"

g 𝑑𝑡 ≤ 

2𝛽 𝐽4 𝜉 𝜆 𝐽a 𝜉 𝐽 𝜉
�4J
RL

+ 𝛼 𝐽 𝜉 RL 𝑠∆ 𝜉 ?
"

g
𝑑𝑡 

≤ 2𝛽 𝐽4 𝜉 𝜆 𝐽a 𝜉 𝐽 𝜉
�4J
RL

+ 𝛼 𝐽 𝜉 RL 𝛾g? = 𝛾L? (12) 
It indicates that a feature point on the 3D model can track its 

correspondence in the image with a bounded square error 
integral under the control (5) if the match is correct. Therefore 
we can use (12) as a performance index to reveal if a matching 
pair exhibits the expected movement pattern constrained by its 
model (1) and control (5). The matched feature pairs can then 
be unfalsified or falsified from the control loop accordingly. 

IV. UNFALSIFIED VISUAL SERVOING CONTROL FOR FEATURE 
SELECTION 

Adaptive control to cope with slow time-varying 
uncertainties in terms of a known plant structure has been well 



 

developed. When such model structure is less known so that the 
model uncertainties are large and dynamic, a single adaptive 
controller cannot be designed to cope with all situations. A 
high-level supervisor is thus introduced to coordinate a group 
of candidate controllers with their respective set of possible 
models for selecting the current best performing controller 
based on online model validation, i.e. supervisory control [37, 
38]. For control of a system without any assumptions on the 
plant, unfalsified control has been developed in the field of 
supervisory control [14, 39-41]. An unfalsified controller can 
be considered as a data-driven supervisory mechanism that 
selects a feasible controller from a set of candidates in order to 
meet an expected control performance. It collects input-output 
data of the unknown plant by inserting different controllers into 
the control loop to evaluate inconsistencies between the desired 
control performance and the collected data constrained by the 
plant. If any inconsistencies are detected, mismatched 
controllers are gradually falsified from the candidate set, and 
the remaining unfalsified controllers are feasible to meet the 
control performance or stability according to the data so far. 
Therefore, unfalsified control can be designed with less model 
knowledge and can exhibit superb robustness to control 
systems with high uncertainties, such as due to large 
time-variations [42] and system faults [43].  

Image feature matching in motion can be very uncertain, due 
to changed illumination, clutter, or occlusions. The initial 
features in the candidate set p(ξi)  could include many 
spuriously matched features, so that the control in Proposition 
1 cannot track the 3D object. This paper adopts the concept of 
unfalsified control for feature selection, which screens the 
features in the candidate set based on their tracking 
performance. Instead of controller selection in the conventional 
sense, it falsifies those spurious features and selects correct and 
robust features for 3D object tracking in real-time as shown in 
Fig.1. In Fig.1.a, four corner points on a model, the white cube, 

are matched with extracted feature points in the image with 
three points matched correctly (blue) but one mismatched (red).  
It is expected that the mismatched feature can be falsified from 
the control loop due to its poor tracking performance and the 
correct corner points can be selected for the tracking. The 
block-diagram of the proposed unfalsified visual servoing is 
shown in Fig.1.b. It consists of three components, namely 
perception, attention and action. The perception block extracts 
all features from an image. The attention block, based on a 
supervisor’s evaluation, attempts to select a set of features 
matched with the model for its recognition. The action block 
then uses a visual servoing controller to drive the model in 
order to illustrate their tracking behaviors for attracting the 
supervisor’s attention. Therefore, it is an intelligent controller 
that provides low-level visual servo with context awareness to a 
scene.  
Definition 1:  a feature pi in candidate set p(ξ*) can be moved 
into a consensus set C(𝜉) if it has converged into the deadzone 
𝜖? from the model feature, i.e. ||	𝑝4(𝜉∗) − 𝑝40(𝜉) ||≤ϵ2. 

It was shown in (11) and Proposition 1 that a correctly 
matched feature in a candidate set can converge to the deadzone. 
More features attracted into the consensus set demonstrate 
higher belief that the modeled object appears in the image and 
its pose is captured accurately. The features in the consensus set 
can be further used in control law (5) to drive the model for 
accurate tracking. 

Consider a γ dependent performance specification  𝑇jE�# =
𝑝, 𝑝0, 𝑢 𝐼(𝑝, 𝑝0, 𝑢) ≤ 𝛾 , where γ is a positive bound but 

unknown. It describes the tracking performance 𝐼 𝑝, 𝑝0, 𝑢  of 
a matched feature pair under control u, such as (5). A spuriously 
matched feature usually causes performance deterioration over 
time and the cost to exceed the bound γ. Therefore, we can use 
the performance cost 𝐼 𝑝, 𝑝0, 𝑢  as a measure to detect 
spurious features in the candidate set.  
Definition 2: A feature pi∈p(ξ*) is said to be falsified by 
measurement information if this information is sufficient to 
deduce that the performance specification 
𝑝4(𝑡), 𝑝40(𝑡), 𝑢(𝑡) ∈ 𝑇jE�# would be violated if the object was 

controlled by u. Otherwise the feature pi is said to be 
unfalsified. 

From the exponential convergence of 𝑒∆4  in (12), we can 
evaluate the tracking performance with 

𝑇jE�# = 𝑝, 𝑝0, 𝑢 𝑒∆4(𝜉) ?"
g 𝑑𝑡 ≤ 𝛾L?            (13) 

Because this is a local conclusion and true only in candidate 
region 𝑒∆4 ≤ 𝜀L , another performance specification can be 
further defined to see if a feature is admissible. If a feature 
violates this condition, which is evaluated by the following 
admissible specification, it can be falsified directly from the 
candidate set.  

𝑇�S�4 = 𝑝, 𝑝0, 𝑢 𝑒∆4 ≤ 𝜀L                   (14) 
Considering the worst case, we assume that at least n features 

need to be matched in order to ascertain a modeled object found 
in the image. The following unfalsified visual servoing 
algorithm is proposed for feature selection by examining their 
tracking performance and for pose estimation if model 
matching is ascertained: 

(b) Feature selection by a supervisor  
Fig.1. Unfalsified visual servoing of a 3D model  

(a) Feature matching with the model, correct in blue and spurious in red.  



 

Algorithm 

1) Search for the triple 𝑇 = [𝑝L 𝑝? 𝑝+]a  in a sampled 
image with the highest score and initialize two models 
with pose ξ0 by solving the P3P problem, i.e. M1(ξ0) and 
M2(ξ0). 
Define consensus radius 𝜀? and candidate radius 𝜀L.  
Determine N visible features of model M1 (ξ0) and define 
the corresponding visible set 𝑉 ∈ ℕ�.  
Let k=1, ξ1=ξ0, ξ2=ξ0 and 𝐼 𝑖, 𝑘 − 1  =0 with 𝑖 ∈ 𝑉 . 
Randomly select n features into unfalsified set 𝑈 ∈ ℕJ 
and set consensus set 𝐶 = ∅. 

2) Sample an image and extract features pi(ξ1) with M1(ξ1) 
through local matching, where 𝑖 ∈ 𝑉. 

3) Drive M1 with control law 𝑢(𝑇0, 𝑇) in (5) to a new ξ1. 
4) Calculate performance indices for every feature 𝑖 ∈ 𝑉:  

𝐼 𝑖, 𝑘 = 𝐼 𝑖, 𝑘 − 1 + 𝑒∆4(𝜉L) ?
�∆"

(�RL)∆"
𝑑𝑡 

where ∆𝑡 is the sampling interval; 𝐼 𝑖, 𝑘  is for evaluation 
of feature i’s tracking. 

5) Repeat ε-cost minimization [44] n times:   
 If max
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   Falsify the features not admissible:  
𝑈 = 𝑈\ 𝑖 𝑒∆4 > 𝜀L, 𝑖 ∈ 𝑈  

 k=k+1.  
Where ∪  and \ represent set union and complement 
operation, respectively. 

6) Drive M2 with control law 𝑢 𝑝04, 𝑝4 𝑖 ∈ 𝑈  in (5) to pose 
ξ2. 
Determine consensus features: 𝐶 = 𝑖 𝑒∆4 ≤ 𝜀?, 𝑖 ∈ 𝑉  

7) If 𝑈\𝐶 + 𝐶 ≥ 𝑛     
The model is unfalsified from the image and the visible 
set 𝑉 of M1(ξ1) is updated. 
If 𝐶 ≥ 𝑛,  output the pose ξ2 as the object pose. 
Go to step 2. 

Otherwise the triple 𝑇 is falsified and go to step 1 for 
global search of another triple and pose ξ0. 

 Where  .  is the cardinality of a set. 
In the algorithm, step 1 is for re-localization when starting 

initial tracking or after a tracking failure. It can be considered as 
the recognition mode of the visual servo, which involves 
finding three best matched features T in an image and initializes 
tracking. Two models M1(ξ0) and M2(ξ0) of the object to be 
tracked are initialized to pose ξ0, where M1(ξ0) is for feature 
selection and M2(ξ0) is for final visual tracking with the selected 
features. In the conventional unfalsified adaptive control [44, 
45], a fictitious reference signal is calculated by considering 
that the measured data can be reproduced exactly under the 
control of a candidate controller.  As a result, the performance 
index for verifying the finite gain stability of a specific 
controller can be obtained without switching it into the real 
control loop. However, for feature selection, performance 
specifications defined in (13) and (14) can only be determined 
by the control errors of individual feature points. A feature 

cannot be evaluated without it actually in the control loop. 
Therefore, we take an open-loop approach by introducing 
M1(ξ1) controlled by the three best matched points in triple T for 
evaluation of other features’ tracking consensus but without 
their involvement in the control loop. 

During the real-time visual tracking, an image is sampled 
and the feature points matching with the visible keypoints on 
M1(ξ1) are first detected through local search, as in step 2. It can 
be implemented through a filter based prediction and matching 
process, e.g. a Kalman filter based interest point prediction and 
a local correction in a window around the predicted point. Then 
M1(ξ1) is driven by (5) with visual servoing of the three best 
matched features in T. The tracking performance and 
admissibility of all other matched features are evaluated by (13) 
and (14), respectively, as in step 4 and step 5. Step 5 selects n 
best tracked points so far with minimum error integration in 
(13), passing through an 𝜀-hysteresis, into the unfalsified set U, 
where the 𝜀-hysteresis is introduced to avoid infinite switching. 
If a selected feature point violates the admissible condition in 
(14), corresponding to an unreliable matching, it will be 
eliminated from U.  Then all unfalsified features in U will be 
used to drive M2, by visual servoing control (5). The number of 
consensus features, i.e. with 𝑒∆4 ≤ 𝜀? , is counted. If this 
number is greater than n, tracking has been accurate enough to 
output the pose of the object. Even if there are not enough 
consensus features detected in the image but there are sufficient 
unfalsified features, so that 𝑈\𝐶 + 𝐶 ≥ 𝑛  in step 7, the 
target may still be in the image and visual tracking continues. 
Otherwise, the current triple fails and a global relocalization is 
initialized. A new triple with the next highest score is selected 
to determine the new pose ξ0 for the next tracking trial.    
 
Proposition 2:  For a given 3D model, assume at least n image 
features can be matched into a tolerance 𝜀? if it appears in an 
image from any viewpoint. If triple T in the algorithm consists 
of three correctly matched features and the initial pose ξ0 can be 
in a neighborhood of 𝜉∗  satisfying (7), the algorithm can 
always converge to n correctly matched features with a finite 
number of feature switches. The object pose can be estimated 
with accuracy 𝜉∗ − 𝜉 ≤ 6𝛽𝜆 𝐽a 𝜉 𝐽 𝜉

�4J

RL
𝜀g.  

Proof:  
Let M1 under control 𝑢(𝑇0, 𝑇) in (5). If the three features in 

T are correctly matched, the n correct features on the object 
should satisfy 𝐼 𝑖∗, 𝑡 = 𝑒∆4∗(𝜉) ?"

g 𝑑𝑡 ≤ 𝛾L?  from (12). 
However, any mismatched features have lim

"→v
𝐼 𝑖, 𝑡 = ∞ , 

therefore it is cost-detectable [44]. In addition, 𝐼 𝑖, 𝑡  is 
monotone non-decreasing in time. From Proposition 1 in [44], 
the ε-cost minimization will make the algorithm converge to a 
feature satisfying 𝐼(𝑖, 𝑡) ≤ 𝐼 𝑖∗, 𝑡 + ε for all t within finitely 
many feature switches. The overall number of the switches is 
less than (𝑁 + 1)𝛾L?/ε with N to be the total number of features. 
That means lim

"→v
𝐼(𝑖, 𝑡) ≤ 𝛾L? + ε   has an upper-bound and 

therefore feature i with lim
"→v

𝑒∆4 𝜉 = 0		is a correctly matched 
feature exhibiting exponential convergence. By repeating 



 

ε-cost minimization n times, n correctly matched features can 
be obtained with finitely many switches.  

If M2 is controlled by the feedback of the n correctly matched 
features, from Proposition 1, lim

"→v
𝑠∆ 𝜉 = 0, i.e. lim

"→v
𝑠 𝜉 ≤

6lim
"→v

𝑠 𝜉 v = 6𝜀g. Substituting it into (8), we have 

𝜉∗ − 𝜉 ≤ 6𝛽𝜆 𝐽a 𝜉 𝐽 𝜉
�4J

RL
𝜀g               □ 

In summary, the algorithm proposes a complete process for 
reliable feature selection, feature tracking, failure detection, 
and failure recovery, which is coordinated by the supervisor. It 
first selects the most likely three features as the triple to drive 
M1(ξ1). The evaluation of candidate features on the model 
M1(ξ1) is based on their tracking performances under the visual 
control (5) with the three features of T in the control loop. If the 
modeled object appears in the image, Proposition 2 states that 
the ε-cost minimization process can always obtain n correctly 
matched features from the image with finite number of 
switching. During this dynamic selection process, an object is 
unfalsified from the image if the number of unfalsified features 
plus consensus features is more than n. Further driven by the n 
unfalsified features, M2(ξ2) can eventually converge to a pose 
with error less than 6𝛽𝜆 𝐽a 𝜉 𝐽 𝜉

�4J

RL
𝜀g  from the actual 

pose of the object. Otherwise, a new triple with the next highest 
score will be used for pose re-initialization and consensus 
check. From the view of visual servoing, the supervisor 
switches IBVS of local tracking to PBVS of global positioning 
if a failure happens.     

V. TESTING AND EXPERIMENTS 
 Bad feature-association may often happen when natural 

features are used in visual servoing. The consequence of such 
failures could be catastrophic to the feedback control system. 
The proposed unfalsified visual servoing introduced a 
supervisor on top of a visual servoing loop to achieve automatic 
feature selection and failure recovery. Two experiments were 
used to demonstrate the proposed control scheme. The first one 
was a toy-example focusing on method presentation and 
comparison with other visual servoing schemes, where a cube 
as shown in Fig.2.a was required to be recognised and tracked 
in a virtual environment. In the second experiment, visual 
tracking under various adverse conditions was implemented 
and tested in order to verify the effectiveness of the proposed 
algorithm for automatic feature selection and failure recovery. 
A tea box as shown in Fig.2.b was recognized and tracked in a 
cluttered background with a sampling rate of 20fps. The 
experiments were developed and implemented by using Halcon 
HDevelopment environment with  a laptop of i7 2.6GHz 
processor and 8GB RAM. 

                    
                 Fig.2.a                                                  Fig.2.b 

Fig.2. (a) A cube to be recognized and tracked in section A. (b) A tea box to 
be recognized and tracked in section B. 

 

A. Comparative Study  
As shown in Fig.3, there are three objects on a table. A robot is 
asked to find a cube on the table and track its motion in order to 
pick it up. The visual features extracted from the robot vision 
are the corner points detected by the Harries detector, as 
labelled in Fig.3 for example. The feature descriptor of a corner 
point can be defined as a color vector to describe all face-colors 
meeting around the point: 

CV = [Red  Purple Light-blue Yellow Green  Blue]      (15) 
 

 
Fig.3. Trajectory of the cube and feature points detected in the image. 

The 3D model of a 18𝑚𝑚×18𝑚𝑚×18𝑚𝑚  cube is first 
created for visual tracking as shown in Fig.2.a. The vertices are 
candidates for interest point matching.   

Therefore, the feature descriptors of eight vertices on the 
cube model can be given as 

𝑓L0 = 0,0,0,1,1,1 , 𝑓?0 = 1,0,0,0,1,1  

                       𝑓+0 = 1,1,0,0,1,0 ,	𝑓©0 = 0,1,0,1,1,0      

𝑓ª0 = 0,0,1,1,0,1 , 𝑓K0 = 1,0,1,0,0,1  

𝑓«0 = 1,1,1,0,0,0 ,	𝑓¬0 = 0,1,1,1,0,0             (16) 
where “1” indicates a face with the corresponding color 
meeting around the point under consideration. For example, 
	𝑓?0 of vertex 2 in Fig.2.a is where a red, a green and a blue face 
meet.  

For recognition and tracking of the cube, an image is 
sampled and interest points are extracted by the Harris operator, 
as shown in Fig.3. Around the obtained points, a 10 by 10 
window is opened for color clustering. If more than 10 pixels in 
the window appear a color close to the one in (15), the 
corresponding element in the feature vector is set. Taking the 
2nd point detected in Fig.3 as an example, the red and green 
faces meet at this point and 𝑓? = 1,0,0,0,1,0 . For visual 
servoing, the detected feature points need to be matched with 
those in model (16) through a similarity measure, e.g. 
normalised cross correlation:  

𝑆𝑖𝑚 𝑓4, 𝑓40 = T
T

T
F

T
F                       (17) 

A.1: Maximum Similarity Based Match in Visual Servoing 
In conventional visual servoing, features on the model and 

those detected in the image are matched to form image errors if 
they show the maximum similarity. However such a similarity 
based matching could be wrong in real applications and fail the 
tracking, due to 1) ambiguity of feature descriptors and 2) 
feature occlusions during the tracking.  For example, the 6th 
vertex on the model can be spuriously matched with the 18th in 



 

Fig.3 because 𝑆𝑖𝑚 𝑓L¬, 𝑓K0 = 1  but 𝑆𝑖𝑚 𝑓¬, 𝑓K0 = 0.8165 , 
where 𝑓L¬ = 1,0,1,0,0,1  and 𝑓¬ = 1,0,0,0,0,1 . Such a 
feature ambiguity comes from the invisible light-blue face of 
point 8.  

Conventional visual servo as in (5) was implemented with 
control gain K=0.5: 

𝑢(𝑝0 𝜉 , 𝑝 𝜉∗ ) = 𝐽a 𝜉 𝐽 𝜉
RL
𝐽a(𝜉)𝐾𝑒(𝜉)        (18) 

where the image Jacobian matrix involving the n feature points  
𝐽 = [𝐽La ⋯ , 𝐽4a, ⋯ 𝐽Ja]a ∈ ℝ?J×K, 

for each feature points 𝑝4 = 𝑥4, 𝑦4  with depth 𝑍4 

 𝐽4 = L
±T

𝑓� 0 −𝑥4
0 𝑓� −𝑦4

−𝑥4𝑦4/𝑓�
−𝑓� − 𝑦4?/𝑓�

𝑓� + 𝑥4?/𝑓�
𝑥4𝑦4/𝑓�

−𝑦4
𝑥4  

with focal length 𝑓� = 𝑓� = 0.035𝑚.  
Spatial error e can be further used for matching failure 

detection and recovery through switching between the 
following two control states: 

1) Tracking.  
Under this state, the matches are considered to be 

correct with root-mean-square error 𝑅𝑀𝑆𝐸(𝑒) ≤ 𝜀. The 
feedback (18) is applied with error e at frame i. Local 
tracking is achieved by finding the matched features 
𝑝(𝜉∗)  in the next frame i+1 through a local search 
around the model based prediction 𝑝0 . With such a 
local search, the real-time tracking can be achieved. 

2) Searching 
If 𝑅𝑀𝑆𝐸 𝑒 > 𝜀 , the matching is falsified and a 

global search should be carried out. The best matched 
𝑝(𝜉∗) with the model can be determined by finding the 
pairs with the highest similarity measure.  

 
Fig.4.a 

 

     
                      Fig.4.b                                                    Fig.4.c 

     
                      Fig.4.d                                                   Fig.4.e 

 
Fig.4. Conventional visual servoing, see video Cube_CV.mov.   (a) Tracking 
error. (b) Tracking at frame 1. (c) Tracking at frame 24. (d) Tracking at frame 
49. (e) Feature search at frame 87. 

Let n=3 and 𝜀 =20 pixels. Assume that there is neither pose 
error nor false matching initially as in Fig.4.b, i.e. 𝑓K0 ↔ 𝑓¬, 
𝑓?0 ↔ 𝑓©, 𝑓+0 ↔ 𝑓?. The tracking errors are shown in Fig.4.a, 
with the dashed line to indicate the control is in the searching or 
tracking state. The model is illustrated as the black skeleton of 
the cube and its tracking trajectory can be observed from 
Fig.4.b to Fig.4.e. Initially the model can track the cube with 
correctly matched feature points in Fig.4.b. Since the 8th frame, 
vertex 6 of the model has been occluded by the cuboid. As a 
result, vertex 6 was wrongly matched with point 7 as in Fig.4.c, 
which caused gradually increased tracking error. When the 
RMS error reached 20 at the 45th frame, a global search based 
on the maximum similarity was carried out. Vertex 6 was 
matched with feature point 9, which is a spurious match again. 
After a big transient process, the model converged as in Fig.4.d 
at frame 49. Because the RMS error is less than 𝜀, it remains in 
the tracking state and uses the spuriously matched points for 
visual servo. At frame 87, the RMS control error caused by the 
spurious matching between vertex 6 and point 12 exceeded the 
threshold and therefore a best matched feature point pair 
needed to be searched for again, as shown in Fig.4.e. However, 
the search was never successful because point 12 keeps the 
highest similarity to vertex 6 in the model, which is a pair of 
spurious matching.  
A.2: Similarity and RANSAC Based Match in Visual Servoing 

From the experiment in section A.1, feature similarity based 
matching exhibits high uncertainty on feature-association in 
visual servoing. The consensus based RANSAC [12] was often 
used to improve the robustness of a relocalisation mechanism 
for visual tracking, such as in monocular SLAM [27, 32]. As 
discussed in section III, such a trial-and-error based consensus 
check could be quite time consuming. The consensus achieved 
with the image at a specific frame could be violated again if a 
moving object has changed its pose significantly in this slow 
consensus check period.  

The RANSAC based relocalization is implemented in this 
section. There are two states in the control flow, i.e. 1) tracking 
and 2) searching. In the tracking state, conventional visual 
servoing (18) is applied for local tracking if a consensus has 
been achieved for a triple, which is examined by checking if the 
n best matched points can have 𝑅𝑀𝑆𝐸(𝑒) ≤ 𝜀. If the consensus 
cannot be achieved, i.e. 𝑅𝑀𝑆𝐸 𝑒 > 𝜀 , the supervisor first 
falsifies the current triple and enters the search state. The triple 
with the next highest score in (3) will be selected for the 
consensus check. This search process can be repeated from a 
high score triple to a low score triple until the consensus is 
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achieved and the control is switched to the tracking state. 
Assume that in the sampling period of a frame, the computer 
can process 5 triples’ consensus checks, including solving P3P 
and evaluating matching errors. The experiment for cube 
recognition and tracking in Fig.2 is carried out again by using 
the RANSAC method with n=6 and 𝜀 =20 pixels. The tracking 
errors are shown in Fig.5.a, with the dashed line to indicate the 
searching or tracking state of control. The model is illustrated 
as the black skeleton of the cube and its tracking trajectory can 
be observed from Fig.5.b to Fig.5.e.  

 
Fig.5.a 

     
                      Fig.5.b                                                    Fig.5.c 

         
                      Fig.5.d                                                    Fig.5.e 

      
                      Fig.5.f                                                    Fig.5.g 

Fig.5. RANSAC based relocalization for visual servoing, see video 
Cube_RANSAC.mov.  (a) Tracking error. (b) Tracking at frame 9. (c) Tracking 
at frame 57. (d) Feature search at frame 95. (e) Tracking at frame 111. (f) 
Feature search at frame 112. (g) Tracking at frame 116. 

Similar to visual servoing in A.1, the cube was accurately 
tracked until the vertex 6 on the model began to be occluded by 
the cuboid and was wrongly matched with point 10, as shown in 
Fig.5.b. Such a spurious match due to the occlusion of the 
cuboid caused big tracking errors in the following frames, as 
shown in Fig.5.c, but was within the tolerance for the consensus 
check. In this experiment, it was of interest to see if tracking 
could recover from the failure due to the incorrect matching 

after the cube moved out from the cuboid’s occlusion. As 
shown in Fig.5.d, vertices 1 and 2 were matched correctly but 
vertex 6 matched with point 12 wrongly. Due to the tracking 
error e being too big with 𝑅𝑀𝑆𝐸 𝑒 > 𝜀, the supervisor started 
searching for triples with poses that can pass the consensus 
check. The consensus check was carried out in descending 
order of the similarity scores of triples. Unfortunately, it took 
73 trials from the 95th frame in order to identify the matched 
pose. As assumed before, 5 trials can be processed for 
consensus check in each servoing period. It had been frame 111 
when the matched triple, 𝑓L0 ↔ 𝑓+ , 𝑓?0 ↔ 𝑓«, 𝑓+0 ↔ 𝑓? , was 
found, as shown in Fig.5.e. However, due to the moving of the 
cube, it had moved to a new pose with a big difference, i.e. 
𝑅𝑀𝑆𝐸 𝑒 > 𝜀 in Fig.5.e and the control switched to searching 
state again in Fig.5.f. Tracking successfully recovered from 
frame 116 in Fig.5.g after the cube reduced its speed and 
stopped at frame 119. It can be concluded from this experiment 
that RANSAC based relocalization is suitable for a static or 
slow moving object but may fail for a fast moving object.    
 
A.3: Unfalsified Visual Servoing 

The proposed unfalsified visual servoing introduces a 
supervisor on top of visual servo, which monitors both feature 
similarity and spatial context information for feature selection 
in every servo cycle.  

As is the case with other methods, the control has two states: 
1) tracking and 2) searching, where state switching is controlled 
by the supervisor according to tracking performance. Step 1) in 
the algorithm corresponds to the searching state. It is in fact a 
recognition process that identifies feature points from an image 
according to the model of the object to be recognized. If there 
are enough consensus or unfalsified features, the state is 
switched to tracking, as in step 7). The tracking takes a local 
search approach as in other two methods to improve robustness 
and reduce searching space for real-time tracking, i.e. finding 
the matched features 𝑝(𝜉∗) in the next frame i+1 locally around 
the predicted projection from the previous object pose in the ith 
frame, as in step 2).     

In the control algorithm, a 3D object can be recognized if at 
least 6 features can be matched with the model, i.e. n=6. The 
candidate radius is assumed to be εL = 20	 pixels. The 
consensus radius is assumed to be 2 pixels and the deadzone for 
𝜀-minimization is 𝜀 = 0.1. The control gain is set to K=1.1. The 
control errors are shown in Fig.6.a, which demonstrate much 
better tracking performance than the conventional methods in 
Fig.4.a and Fig.5.a. For example, it can track the cube 
accurately before both vertex 4 and vertex 5 were occluded by 
the cuboid at frame 31. However both similarity based and 
RANSAC based feature correspondences result in a spurious 
match but the controllers were unaware of this bad match 
because the resulted consensus errors are still within the 
tolerance. The supervisor of the unfalsified visual servo selects 
the 6 best performing feature points as unfalsified features for 
tracking according to their tracking performance I (i,k) in step 
4) of the algorithm, as shown in Fig.6.b, where i indicates the 
vertex on the model and k represents the kth  sampling frame. 
The evaluation of tracking performance provides adaptive 
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capability of dynamic feature selection, for example the 
spurious matches corresponding to vertex 6 and 8 on the model 
were excluded from the feedback loop in Fig.7.b.  

          Fig.6.a 

 
          Fig.6.b 

Fig.6. Unfalsified visual servoing control. (a) Tracking error. (b) 
Performance indices of 8 feature points 

From Fig.6.b, vertex 1 (solid blue) and vertex 8 (dotted cyan) 
were not selected by the supervisor due to their poor tracking 
performance at the beginning of tracking. A snapshot of initial 
tracking was shown in Fig.7.a, where the unfalsified set was 
shown as PM and the correspondences in the image were 
shown as P. As the cube moved, vertex 6 (point 8 in Fig.7.a) 
started to be occluded by the cuboid and its performance index 
increase significantly (dotted green in Fig.6.b). Through the 
ε-cost minimization, vertex 6 was excluded from the unfalsified 
set but vertex 1 (solid blue in Fig.6.b) was considered to be 
unfalsified for the visual servoing, as shown in Fig.7.b at frame 
9. Because the correct correspondences were achieved, the 
cube was tracked well by the visual servoing until vertex 5 
(point 6 in Fig.7.c) was occluded by the cuboid too, at which 
point the control was switched to the search state in Fig.7.c. 
However there were only 5 vertices visible, namely vertices 
1,2,3,4 and 7 on the model. With n=6 in this experiment, correct 
correspondences were not achievable and spurious matches had 
to be used in the further visual tracking, as shown in Fig.7.d. 
Whilst vertex 6 was moving out from occlusion the spurious 
matches, e.g. 𝑓K0 ↔ 𝑓LL in Fig.7.d,  caused big control error and 

initiated the search state at frame 75 as shown in Fig.7.e.  
Different from the RANSAC approach, where the consensus 
check is carried out off-line for a sampled image and may lose 
the tracking of a fast moving object, the unfalsified visual 
servoing integrates the consensus check into its local tracking 
and therefore the supervisor checks the consensus for each 
sampled image and then track those detected interest points in 
the next frame. As assumed before, the supervisor can check 
the consensus for 5 triples in each servo period. This means the 
tracking can be quickly recovered from the current frame once 
a triple passes the consensus check at the step 7) of the 
algorithm, as shown in Fig.7.f. The cube was successfully 
tracked with correctly matched feature points just after 6 
features on the cube became visible.          

       
Fig.7.a                                                    Fig.7.b 

       
Fig.7.c                                                    Fig.7.d 

       
Fig.7.e                                                    Fig.7.f 

Fig.7. Unfalsified visual servoing control, see video Cube_UVS.mov. (a) 
Tracking at frame 1. (b) Tracking at frame 9. (c) Feature searching at frame 32. 
(d) Tracking at frame 53. (e) Feature searching at frame 75. (f) Tracking at 
frame 79. 

In comparison with the previous two conventional methods, 
three main advantages of the unfalsified visual servoing can be 
observed. First, unfalsified visual servoing has adaptive feature 
selection capability, which makes it robust to poor features due 
to occlusions, illumination change, or fast movement. Second, 
it provides high-level failure detection and recovery to the 
low-level servo, which makes it more suitable for real-time 
applications with moving objects. Third, since visual servoing 
is carried out by feedback of all unfalsified features, higher 
tracking accuracy can be expected. This can also be illustrated 
by the tracking performances of the three methods listed in 
Table 1. Conventional visual servoing using maximum 
similarity for feature matching shows the highest tracking error 
due to mismatching as discussed earlier. The proposed 
unfalsified visual servoing can achieve the best tracking 
accuracy with a mean tracking error of 3.69 pixels. The main 
error stems from the mismatch when the cuboid occluded 2 
vertices of the cube. The Tracking Percentage represents the 
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percentage of the control in the state of tracking, in comparison 
with the searching state for relocalization through global trials. 
Higher tracking percentage means higher efficiency of 
recovery from failures for an algorithm, meaning that the 
unfalsified visual servoing performs best out of the three 
methods considered. The Relocalization Count shows how 
many times the control detects a failure and switches into the 
global search state. It demonstrates that the RANSAC was in 
the relocalization state 6 times in comparison with the 2 times 
seen for the other methods, a consequence of its slow off-line 
computational time. It causes the calculated pose to lose the 
tracking due to the motion of the object and has to be 
relocalized again. From this table, we can conclude that the 
proposed unfalsified visual servoing outperforms the other two.        

 TABLE I 
TRACKING PERFORMANCES OF CONVENTIONAL VISUAL SERVOING, RANSAC 

BASED VISUAL SERVOING, UNFALSIFIED VISUAL SERVOING 

Control Method Mean Tracking 
Error(Pixels) 

Tracking 
Percentage(%) 

Relocalization 
Count 

Conventional VS 10.75 65.08 2 

RANSAC VS 9.62 82.70 6 

Unfalsified VS 3.69 96.03 2 

 

B. Teabox Tracking under Adverse Conditions 
In this section, real visual tracking of a tea box was 

implemented. At first, a 3D model of the tea box of 140𝑚𝑚×
85𝑚𝑚×45𝑚𝑚  was built. Interest points on the surface were 
detected by the binomial approximation of the Harris operator. 
Finding correspondence between the interest points on the 
model and those in an image was considered as a Bayesian 
classification problem for fast implementation [31, 46], where 
randomized ferns were used with a fern size of 11 and 30 ferns 
altogether. The randomized ferns were trained off-line by using 
a sampled image of the tea box, which took 110 seconds for a 
patch size of 30 pixels. After the ferns were trained, it was 
ready for feature points matching in real-time, which took an 
average of 12 milliseconds in the experiments. The fast 
matching capability of randomized ferns enables real-time 
failure recovery of the proposed algorithm. 

The camera was calibrated in Halcon and the intrinsic 
parameters were obtained in Table II: 

TABLE II INTRINSIC CAMERA PARAMETERS 

Focal length Foc(m) 0.0531860 
Radial distortion coefficient  

Kappa (1/m2) 30.3800072 

Width/Height of a cell on the 
sensor [Sx,Sy] (m) 

[3.4898646e-005, 
3.1042e-005] 

X and Y-coordinates of the 
image center [Cx, Cy] (pixels) 

[310.1272562, 
239.8797951] 

 During visual tracking, an image is sampled and the trained 
tea box is recognized and tracked. The unfalsified visual 
servoing was implemented with control parameters in Table III.  

TABLE III CONTROL PARAMETERS 

n minimum number of feature points 10 
dt for tube-collinearity test  22.36 pixels 

𝜀  for 𝜀-minimization 0.1 
Consensus radius 𝜀?   2 pixels 
Candidate radius ε1 20 pixels 
Control gain K     0.5 

 

B.1: Tracking the Tea Box 
Tracking of the tea box in a cluttered background was 

experimented as shown in Fig.8. The motion of the tea box can 
make some features invisible or even out of the camera’s 
field-of-view, as seen bottom-right in Fig.8. The experiment 
demonstrated that the proposed unfalsified control can 
dynamically select well-performed features for tracking and 
can automatically search for the object to recover from tracking 
failure. The root mean square (RMS) of image errors from the 
1st frame to the 1175th frames are shown in Fig.9.a. It achieved 
an average RMS error of 1.3202 pixels for the whole tracking. 
The spikes in Fig.9.b illustrate the switching from local 
tracking to recognition controlled by the supervisor, when a 
global search is activated after too few feature points can be 
matched or detected in the image. For example, from frame 990 
to frame 1080, the tea box was moved out of the field-of-view 
of the camera. The algorithm kept matching feature points with 
the model continuously until the tea box appeared again, i.e. 
when more than 10 feature points were detected in an image. 
The algorithm was in tracking state afterwards.  

As a comparison, the scheme used in section A2,  
considering both similarity scoring and space indexing[32], 
was implemented with control gain K=1, where tracking is 
failed and global search is initiated if the RMS of image errors 
exceed a threshold (20 pixels) or too few features can be 
matched in an image (10 points). The tracking errors are 
illustrated in Fig.9.c. The average RMS of image errors reaches 
2.93 pixels. The poor tracking can be due to mismatched 
features used in the feedback that cause transient behaviours 
such as jittering. With the unfalsified visual servoing, tracking 
performances of feature points are observed. Only the best 
performed features are selected for the feedback. If all features 
perform poorly, the current pose is falsified and tracking stops, 
which can be restarted only if enough interest points similar to 
the modelled features are detected. This makes the proposed 
supervisory control safer for robot visual servo applications in 
an unstructured environment because wrong features used in 
the feedback loop may result in severe performance 
degradation.      

    

  



 

  
 
Fig. 8. Tracking the tea box. The green coordinates system is the detected 

pose and the green rectangle is the top face of the tea box. The unfalsified 
interested points used in the visual servoing are shown as red crosses. 

 
Fig.9.a 

 
Fig.9.b 

 
Fig.9.c 

Fig. 9 . (a) Root mean square errors of the unfalsified visual servoing. (b) 
Events of global search for recovery from matching failure. (c) Root mean 
square errors of conventional visual servoing with RANSAC relocalization. 

B.2: Dealing with Occlusions 
Occlusions often cause matching failure, which can seriously 

affect visual servoing performance. The proposed unfalsified 
visual servoing provides a mechanism to deal with occlusions 

under the supervisory control paradigm, where a supervisor 
monitors the tracking performance of feature points and selects 
visible features dynamically for control feedback. If complete 
occlusion occurs, the supervisor starts a global search in order 
to reinitialize tracking, which corresponds to the recognition 
mode of the algorithm. Fig. 10 showed a tracking example of 
the unfalsified visual servoing from frame 1287 to 1776, where 
the tea box was covered by a book several times as shown in 
Fig.10.a. From the red crosses in Fig.10.a, which indicate the 
selected feature points for visual servo, we can see that visible 
feature points were dynamically updated and selected into the 
unfalsified set for visual servo during partial occlusion, for 
example from frame 1370 to 1396. After frame 1396, the book 
covered the tea box completely. Less than 10 unfalsified feature 
points can be detected in the image; global search was 
repeatedly activated in order to identify the tea box from the 
images as shown in Fig.10.c. The tracking errors of the whole 
process are shown in Fig.10.b, with an average RMS error of 
1.0225 pixels during tracking.   

   

  
Fig.10.a 

Fig.10.b 
 

 
 

Fig.10.c 
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Fig. 10. (a) A book was moved above the tea box 6 times. Detected feature 
points were dynamically selected into unfalsified set for control. (b) Root mean 
square errors of the unfalsified visual servoing. (c) Events of global search for 
recovery from matching failure.  

B3:  Dealing with Illumination Change 
Another main uncertainty that may cause feature point 

mismatching is illumination variation, which is common in 
most uncontrolled environments. Fig. 11 shows an example of 
tracking under variable illumination, where the brightness of a 
light was changed through a dimmer three times and shadow 
was also introduced from frame 1885 to 2640 as shown in 
bottom-right of Fig.11.a. Several example images are shown in 
Fig.11.a. The tracking errors of the unfalsified visual servoing 
are shown in Fig.11.b, with an average error of 1.1795 pixels. 
In Fig.11.c three wider bars showed that the brightness was so 
low that the modelled feature points cannot be detected in the 
images, for example from frame 2020 to 2130. As a result, the 
global search was initialized and the tracking restarted when 
features were detected in the images again.   

  

  
Fig.11.a 

 
 Fig.11.b 

 
Fig.11.c 

Fig. 11. (a) Brightness of a light was changed during the tracking. (b) Root 
mean square errors of the unfalsified visual servoing. (c) Events of global 
search for recovery from matching failure.  

 
The above experiments demonstrated the capability of 

feature selection for visual tracking in real environments. Even 
though the tracked features could be missed or lost due to 
ambiguity or disturbance, the unfalsified visual servoing can 
automatically switch between global search and local tracking 
and recover from failures without human intervention. The 
video of experiments B.1, B.2 and B.3 can be found in 
Teabox_UVS.mov.  

VI. CONCLUSION 
Due to various uncertainties existing in a real environment, 

visual tracking is inherently fragile and requires a fault 
tolerance design in order to recover from any failure 
automatically. An unfalsified adaptive controller for visual 
tracking of a 3D object has been proposed to deal with 
unreliable features extracted from an image. The proposed 
controller includes locally stable tracking control supervised by 
a switching mechanism for feature selection and global 
relocalization for recovery from tracking failure. The extracted 
features in the image can be falsified or unfalsified for tracking 
control by evaluation of their tracking history. Since the 
unfalsified control is completely data-driven, it can switch 
features in or out the control loop dynamically for reliable 
feature selection or fault rectification. From a cognitive point of 
view, the proposed algorithm provides a low-level servo 
controller with some intelligent aspects, such as visual attention 
and context-awareness. The proposed algorithm was 
implemented for visual tracking of modelled objects under 
adverse conditions, such as fast motion, cluttered background, 
occlusions, illumination variation and movement out of the 
field-of-view. Recognition and tracking process coordinated by 
the supervisor were demonstrated and satisfied tracking 
performance was achieved.  
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