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Overview

As part of AuScope SAM Victoria’'s
user engagement strategy,
an Underworld job submission template
developed for the Grid submission client Grisu
allows novice users of Underworld,
with no prior experience with
compute clusters or Linux command-line,
to easily & quickly submit
Underworld compute jobs to a cluster
across the ARCS Compute Grid.




What is Underworld? € Auscope

« 3D parallel finite element modelling code & framework

 particularly well suited to long time scale geological
processes such as mantle convection, lithosphere
extension & tectonic plate subduction

* includes gLucifer visualization toolkit
— both interactive (local) & background (remote) rendering
— enables user to monitor real-time progress of model run
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What is Underworld? Q, AuScope

 under collaborative development by Monash University &
the Victorian Partnership for Advanced Computing
(VPAC), as part of the Victorian node of the NCRIS
AuScope 'Simulation, Analysis, Modelling' capability
(AuScope SAM Vic)

www.auscope.monash.edu.au
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Underworld Support

* AuScope SAM Vic provides assistance to researchers, in
adapting Underworld template models to their own research
questions, on an individual & / or research group basis

* online user documentation, also frozen at each release:
— instructions for installation, using on clusters & ARCS Grid

— Underworld User Manual, including model cookbook being
expanded into online tutorials

— Component Codex

* release code made available in a variety of forms for users
of different operating environments & technical
skill-sets

www.underworldproject.org

Underworld Releases

Compiled Usage Experience Required
Source local machine
code X or cluster Advanced
Binaries v local machine Linux command-line
only
cluster via . .
. Linux command-line

ssh login
Release Anyone who doesn’t
modules 4 want to deal with
facilities ARCS Grid | job submission scripts

Novice




Underworld Release Modules

* pre-installed copies of Underworld at PfC (NCI National
Facility & ARCS) HPC facilities

— Victorian Partnership for Advanced Computing (VPAC) *

— IVEC, The hub of advanced computing in Western
Australia * |

— NCI National Facility P

— Monash Sun Grid * e .

* more to come with the
next public Underworld ® )

release ... T Ne®

* Grid-enabled
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Underworld Release Modules

* Module details are entered into the NCI National Facility
Software Map (nf.nci.org.au/facilities/software/)

- Details about . Default More
Location System Version (Suggested) Details Notes Installed
NCI National
i »

Facility @ ANU xe.nci.org.au 1.2.0 How to Use

iVEC / WA cognac.ivec.org 1.2.0 4 How to Use
1.1.0 How to Use

VPAC / Vic tango.vpac.org 1.2.0 Y 4 How to Use
1.1.0 How to Use

M h ’

o_nas e hn3.its.monash.edu.au 1.2:0 4 How to Use

University

a0 How to Use
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Underworld Release Modules

» Information in the Software Map is then published to the
Monitoring & Discovery Service (webmds.arcs.org.au/),
for interrogation by Grid clients, such as Grisu

Name: Monash
Description: Monash University
User Support Contact: philip.chan@its.mor
Sys Admin Contact: shilip.chan@its.mor
Security Contact: philip.
Location: Victori

chan@its.mor
a, Australia

Web: http:/ /www.monash.edu.au

Software Resources

ClusterUniquelD: SunGrid | ClusterName: Monash_Sun_Grid
SubCluster: hn3.its.monash.edu.au | SubClusterName: hn3.its.monash.edu.au |

Show /Hide Software Information +

 SoftwarePackage LocallD: Underworld/1.2.0 |

| Name | Version | Module
Underworld 1.2.0 underworld/1.2.0
' isu? b
What is Grisu~ e alCS

Australian Research Collaboration Senvce

«  Grid submission client being developed by ARCS

» enables users to submit remote compute jobs to a range
of HPC facilities on the ARCS Grid, using a Graphical
User Interface

- formally released at the end of April 2009 (ver. 0.2)

* Grisu releases are coordinated by the Grid User
Services Steering (GUSS) Group

* incorporates a customised job submission template for
Underworld (as well as other supported codes)

www.arcs.org.au >> “Compute Jobs”




Grisu Login

- Shibboleth
(SLCS)

« Standard
(Grid Certificate)

* MyProxy

Scwence

-/

Grisu login
Shibboleth login Standard'login MyProxylogin

Your IDP: | ARCS IdP %3 Crafresh
Username:
Password:

| Login )
Servicelnterface to connect to:
'https:.!!gr:su,vpac.org!grisu—ws!services;‘grisu E‘

__ Advanced connection properties
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Underworld Template

* custom Underworld job submission template
» developed by ARCS in conjunction with AuScope SAM Vic

Job submission

Monitoring

Crisu client

File management  File transfers

Current VO:
StartUp

: Change

Applications

Scwence

-/

® O @ Add application

beast
blast
generic
gulp
java
lamarc
mrbayes
namd
paup

underworld
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000 Grisu client

! Job submission  Monitoring  File management  File transfers -

(Basic job properties ) Job parameters |

~CPUs
‘underworld_job Parallel [
Days Hours Minutes No. of cpus
g B 2 P—'j 10 B 1 ;.]
~Submission details
Display all available Queues [
Site: | VPAC 3|
Queue | dque@tango-m =)
Version
Select version _|
[ Auto-select: 1.2.0 - S 3

Notify me when job:

¥ stats ¥ finishes

Email: wendy.mason@sci.monash.edu.au

Grisu client

! Job submission  Monitoring  File management  File transfers -

! Basic job properties ' Job parameters '.

-Additional Command(s) (optional)

Enter any additional commands in this field (otherwise leave blank)

~Additional File(s) (optional)

Select files one-by-one or by whole subdirectory

Site: | Local "H Path: ./Users/wmasor
 Share: [/ 3 )

.Koala

.Trash i
| .glite

.globus

| .grisu

.ssh

L
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Crisu client

‘ Job submission ' Monitoring  File management  File transfers |

Current VO:
Workshop

{ Change )

_— Submission started.

;.Apphcanons ] TemplateNodes filled.

underworld TemplateNodes processed.
Job created on server.
Modules processed.
Uploading local file: /Users/wmason/Desktop/RayleighTaylorBenchmark_Workshop.x
ml to: gsiftp://ng2.vpac.org/home/grid-workshop/DC_au_DC_org_DC_arcs_DC_slcs
_O_ARCS_IdP_CN_Wendy_Mason_iAXmEACqQIWVNPUFxvQbndjlixA/fgrisu-jobs fWorks
hop_RTB/RayleighTaylorBenchmark_Workshop.xml
PostProcessors executed successfully.
Job description stored on server.
Job submitted to endpoint.
Additional job properties stored on server.
Job submission successful.

(" Submit )

Crisu client

Job submission ‘ Monitoring , File management " File transfers

Filter:
}ﬁ_bname : Status Submission Time & Submission Host [ VO
Workshop_RTB Active Sun Jun 07 15:14:15 EST 2009 ng2.vpac.org JARCS /Workshop
( Kill & clean ) Rebuild Joblist (takes longer) (| ( Refreshall )

Underworld Post-processing Panel

underworld }) Job directory } Job details |

FrequentOutput.dat

for job: Workshop_RTB x-Axis Time 34 L
0.00325 | v - =
-Axi rms ¥
0.00300 .ﬂ-] yEERes —
I\
0.00275 | \ Timestep: 400 / 400
1 ]
0.00250 oo
0.00225 | #  Timestep Time Vrms  CPU_Time :
. [\ 1 0 0.000184787 3.05688 0
0.00200 | \ 2 17.0476  0.000221 4,90546
S 3 31.3203  0.000256014 6.51523
E 0.00175 | \ 4 43,6534 0.000291793 8.69838
s | \ 5 54.4517  0.00032739 10.6396
0.00150 | \ - 6  64.0569 0.000365399 12.5549
0.00125 | ' \ 7 72.661 0.000404527 14.1765
( \ 8 80.403 0.000443129 15.9899
0.00100 N 9  §7.4509 0.000485157 17.8927
/ RN | 10 93.8807 0.000527447 19.4863
0.00075 "\\ - 11 99.7863 0.000572369 22.5567
i SUEE 12 105.142  0.000616226 24.4717
: / | 13 109.969 0.000661687 25.8755
0.00025 |17 | 14 114.32  0.00070653 27.1675
| 15 118.281  0.00075125 28.4599
- 16 121.912 0.000795707 30.0614
0 100 200 300 400 500 600 700 800 17 125.269  0.00084036 31.7037
Time 18 128.381 0.000885755 33.8577
19 131.277 0.000929951 36.0246 !
20 133.989 0.000974441 37.8649 v

http | fwww. jfree.org/fireschan

€ Auscope B MONASH Universiy v:A/\c "arcs
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Job Directory (Generic)

* All files selected during job submission
* error (stderr.txt) & output (stdout.txt) files
* Underworld output subdirectory

Underworld checkpoints subdirectory (if applicable)

~ underworld ( Job directory ) Job details

| = checkpoints

| output =

_ RayleighTaylorBenchmark_Workshop.xml (3 KB)

_ stderr.txt (1 KB)

__ stdout.txt (697 KB) s

copy -> Preview

Science

@, AuScope @ MONASH University v:‘&‘/.\c g}:;gams

underworld { Job directory }) Job details

] Particle Density Strain Rate Invariant
rrTeTTTTTTCTTpTTETo Ty
window.00170.png (62 KB) °
window.00180.png (63 KB)
window.00190.png (63 KB)
window.00200.png (64 KB)
window.00210.png (65 KB)
window.00220.png (65 KB)
window.00230.png (66 KB)
window.00240.png (65 KB)
window.00250.png (66 KB)
window.00260.png (66 KB)
window.00270.png (65 KB)
window.00280.png (65 KB)
window.00290.png (66 KB)
window.00300.png (67 KB)
window.00310.png (69 KB)
window.00320.png (70 KB)
window.00330.png (73 KB)
window.00340.png (76 KB)
window.00350.png (76 KB)
window.00360.png (74 K8)
window.00370.png (76 KB)
window.00380.png (79 KB)
window.00390.png (81 KB)
window.00400.png (84 KB) Size: 84 KB, Last modified: Sun Jun 07 15:27:03 EST 2009
’wmdow.mpeg (1MB) Y

0.00012 0.013

| AJAAAAAAAAAAAAAAAAAAAAAAA]

- Preview |
- underworld ‘ Job directory ' Job details
F‘_J Site: Local ?] Path: ./Users/wmason/Desktop/Movies
window.UU350.png (/6 KB) o | r
window.00360.png (74 KB) Share: | / i =)

" window.00370.png (76 KB)
window.00380.png (79 KB)
window.00390.png (81 KB) ..
window.00400.png (84 KB) | J
- window.mpeg (1_” - (copy -> ) Files B




Job Details (Generic)

underworld  Job directory ‘ Job details '

Details for job: -Workshop_RTB

Status: Done _Egj,
Application: ‘underworld -
Fgan: .,-'ARCS!Workshop
Submission host: .ngi.vpac‘org
Submission queue: -dque@tango—m
Submission date: Sun Jun 07 15:14:15 EST 2009
No. cpu's: .nfa
Other properties: factoryType: .
PBS M
maxTimesteps:
400

underworldOutputDirectory:
Joutput

executionHostFileSystem:
gsiftp://ng2.vpac.org/home/grid-workshop/DC_au_DC_org DC_arcs,

“«(

D Auscope & MONASH Universty A B3rCS
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File Management (Generic)

« Copy to local drive or account on another cluster

Grisu client

Job submission  Monitoring ‘ File management ' File transfers

Site: | VPAC +) Path: -,ngISU-JObeWOl’kﬂ- Site: Local 5] Path: ./Users/wmasc
Share: ng2.vpac.org (Workshop) 4 & Share: [/ —?' £

checkpoints
|- output
_ RayleighTaylorBenchmark_Workshop.xml (4 KB)
_ stderr.txt (660 B)
_ stdout.txt (860 KB)

( copy -> ) [ <- copy ) Files

Crisu client
' Job submission  Monitoring ~ File management‘ File transfers '

Sources i Target : Status

Q} AuScope & MONASH University v:‘ﬁ/.\c g:::qarcg
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Underworld Grid Workshop

* held in June 2009 at Monash University
» supported by AuScope, ARCS, Monash e-Research Centre,
VPAC & iVEC

« 20 attendees (plus presenters & support) included:

— postgraduate students & academic staff from Victorian
& interstate universities
— staff from Geoscience Victoria DPI & Geoscience Australia

* hands-on component using own laptops, running
Mac OSX, Linux & Windows

* logged into Grisu using Shibboleth with ARCS ldentity
Provider (IdP) accounts

» several exercises showcasing key features of both
Underworld & Grisu

Underworld Grid Workshop - Survey

« 88% of respondents either agreed or strongly agreed:

— ARCS Grid capabilities demonstrated were appropriate /
useful to their research

— would recommend the ARCS Grid to other researchers
- What some particularly liked about the workshop:

"Informative, and engaging."
"The interactive nature of it."
"The grid tool that was used/demonstrated was really interesting."

"Well presented and immediately usable procedures for using
underworld on the grid."

"Showed me how easy it is to submit a model to the grid."

e — LRSS




Outcomes

* interest in planned expansion of Underworld release
module installations at additional sites (next release)

* upon request, AuScope SAM Vic ran an Underworld
tutorial in the School of Geosciences at Monash University
— attended by workshop participants & colleagues

* Monash Sun Grid & its latest Underworld release module
published to the ARCS Grid

— collaboration between AuScope SAM Vic, Monash
e-Research Centre & ARCS

— “free” to Monash users, enabling faster uptake
— already being accessed using Grisu to run Underworld

models
Summary
support of
g code on Grid Q
Increased researcher
uptake of code feedback
& Grid & input

W improved D

Grid services
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Further Information

Underworld
www.underworldproject.org

AuScope SAM Vic
WWwWw.auscope.monash.edu.au

ARCS
WWW.arcs.org.au
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