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SUMMARY
We have recently developed a new lattice-Boltzmann-based approach for modelling
compressional wave propagation in heterogeneous media, which we call the phononic
lattice solid by interpolation (PLSI). In this paper, we propose an absorbing boundary
condition for the PLSI method in which the microscopic re£ection coe¤cients at the
boundaries of a model are set to zero and viscous layers are added to the boundaries.
Numerical simulation examples using the PLSI method and comparisons with exact
solutions demonstrate that arti¢cial boundary re£ections can be almost completely
eliminated when the incidence angle is less than approximately 700. Beyond this angle,
remanent arti¢cial boundary re£ections become visible.

We propose four methods for modelling free-surface re£ections in PLSI simu-
lations. In the ¢rst three methods, special collision rules at a free surface are speci¢ed
to take into account the e¡ect of a free surface on quasi-particle movements (i.e. wave
propagation). They are termed the specular bouncing, backward bouncing I, and com-
bined bouncing methods. They involve quasi-particle re£ections with a coe¤cient of {1
and require the free surface to be located exactly along lattice nodes. For the fourth
method, we modify the backward bouncing I model for the case when a free surface
is located at any position along lattice links and thus term it the backward bouncing
II model. It uses the re£ection coe¤cient at the free surface to calculate the re£ected
number densities during PLSI simulations. Hence, the free surface is handled in the
same way as an interface within a model. Numerical examples and comparisons with
exact solutions show that these four methods used at the microscopic scale are all
appropriate for modelling macroscopic waves re£ected from free surfaces.

Key words: absorbing boundary condition, compressional wave, free surface, lattice
Boltzmann, phononic lattice solid, wave propagation.

1 INTRODUCTION

Classical numerical schemes for simulating wave propagation
such as ¢nite di¡erence methods are based on discretizations
of wave equations that are macroscopic continuum equations.
The lattice Boltzmann method is a microscopic method in
which the physical processes at the microscopic scale are
simulated. It has recently been developed as an alternative
numerical scheme for modelling £uid £ows, particularly for
those involving interfacial dynamics and complex boundaries

(for an overview see Chen & Doolen 1998). Mora (1992) ¢rst
introduced the lattice Boltzmann method into seismology to
simulate wave propagation in heterogeneous media. In Mora's
method, a ¢nite di¡erence scheme is used to solve the lattice
solid Boltzmann equation and it is thus referred to as a semi-
microscopic approach (Maillot 1994). Mora's method has the
same limitations of ¢nite di¡erence schemes for simulating
wave propagation. The phononic lattice solid by interpolation
(PLSI) method is a lattice-Boltzmann-based approach for
simulating compressional wave propagation in heterogeneous
media (Huang 1994; Huang & Mora 1994a). Huang & Mora
(1994a) showed that while no partial di¡erential equations
are directly solved in the PLSI method, the macroscopic
limit of the method leads to the acoustic wave equation for
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heterogeneous media. The PLSI method has been used to simu-
late wave propagation in strongly heterogeneous media such
as ¢nely layered media, media with aligned heterogeneities
and empty pores (Huang & Mora 1996). The method has also
been extended to simulate non-linear solid^£uid interactions
during wave propagation (Huang & Mora 1994b). In the PLSI
method, the physical processes of wave propagation, including
transportation, transmission, re£ection and collision of quasi-
particles carrying wave¢elds, are simulated at the microscopic
scale. In PLSI simulations, (sharp) interfaces can be located at
any position along lattice links. Like classical ¢nite di¡erence
methods used to solve partial di¡erential wave equations, PLSI
simulations are performed in a model with ¢nite dimensions
due to computer memory size limitations. Therefore, absorbing
boundary conditions must be imposed at the boundaries of
the model to simulate wave propagation in an unbounded
(i.e. `in¢nite') medium.
Several kinds of absorbing boundary conditions have been

developed for ¢nite di¡erence methods to solve partial di¡er-
ential wave equations (e.g. Clayton & Engquist 1977; Reynolds
1978; Keys 1985; Dablain 1986; Higdon 1991; Peng & ToksÎz
1994). The best of these methods are successful (re£ected
wave amplitude is not larger than 5 per cent of incident wave
amplitude) at eliminating boundary re£ections for incidence
angles up to about 400 (Higdon 1991) and 600 (Peng & ToksÎz
1994). However, these methods are not directly applicable to
PLSI simulations because no partial di¡erential equations are
directly solved in the PLSI method. Therefore, a new absorb-
ing boundary condition must be designed for this method. We
introduce an absorbing boundary condition that gives zero-
valued microscopic re£ection coe¤cients at the boundaries of
a model and adds additional viscous layers at the boundaries
in order to reduce arti¢cial boundary re£ections. Numerical
examples are given to demonstrate the ability of the absorbing
boundary condition to eliminate arti¢cial boundary re£ections.
Free surfaces such as the surface of the ocean or Earth are

often required in wave propagation problems. Several kinds
of free-surface conditions have been developed for classical
¢nite di¡erence or Chebychev spectral methods (e.g. Rodrigues
& Mora 1993; Tessmer & Kosslo¡ 1994). Like the case of
absorbing boundary conditions, these are not directly appli-
cable to the PLSI method because no partial di¡erential
equations are directly solved in the PLSI method. We propose
four methods for modelling free-surface re£ections. The ¢rst
three methods are based on a modi¢cation of the quasi-particle
collision process. They are analogous to the methods for
modelling interactions of lattice gas particles with solid
boundaries proposed by Lavallëe et al. (1991) [other boundary
conditions for the lattice gas and lattice Boltzmann methods
can be found in Cornubert et al. (1991) and Ziegler (1993)].
These methods require a free surface to be exactly located
along lattice nodes. A fourth approach requires a modi¢cation
of the scattering step (that is, re£ection step, because no
transmission occurs at the free surface) to simulate re£ections
from a free surface that occurs between lattice nodes. This
method allows a free surface to be located at any position on a
lattice. Numerical examples using these methods demonstrate
their ability to simulate free-surface re£ections accurately.
The results of PLSI simulations are compared with analytical
solutions and we ¢nd a close agreement between the two. A
detailed comparison among the PLSI method, analytical and
other known solutions is given by Huang & Fehler (1998).

2 THE PHONONIC LATTICE SOLID BY
INTERPOLATION

In this section, we give a brief description of the PLSI
method (Huang 1994; Huang & Mora 1994a). The method
is a lattice-Boltzmann-based approach to wave propagation in
heterogeneous acoustic media. It is similar to the lattice gas
method that is used to model idealized gas particles, but di¡ers
fundamentally in that quasi-particles in the PLSI method carry
wave¢elds rather than mass and propagate through a hetero-
geneous medium. The PLSI simulates the physical processes
of wave propagation. The number density of quasi-particles at
each time step is obtained by calculating the contributions of
four steps: (1) transportation step (movement along the links
between lattice nodes), (2) transmission step, (3) re£ection
step, and (4) collision step.

2.1 Transportation step

We ¢rst consider the case when a lattice link is homogeneous
so the transmission and re£ection steps are not required. For
the 2-D PLSI method, we use a triangular lattice with each
node on the lattice connected to other nodes located at equally
spaced 600 azimuths. For the transportation step of quasi-
particles along a homogeneous lattice link in the a-direction
(a~1, 2, . . . , 6), there is a group of subnodes between each
pair of nodes, as shown in Fig. 1(a). The spacing of the sub-
nodes is chosen such that quasi-particles move from one

Figure 1. Illustration of quasi-particle movement along a lattice link.
In (b) and (c), the interface is located at xI , which can be at any location
between lattice nodes x{*xa and x.
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subnode to the next in each time step *t. Thus, the subnode
spacing varies spatially as velocity varies. In Fig. 1(a), the
lattice nodes are located at x{*xa and x, and the subnodes are
located at x1, x2, . . . , etc. Quasi-particles at x{*xa move to x1
in one time step. During subsequent time steps, quasi-particles
move to x2, x3, etc. Therefore, at time t, the number density at
xj ( j~1, 2, . . .) is given byeNa(xj , t)~Na(x{*xa, t{j*t) . (1)

The quasi-particles at x1 will move to lattice node at x during
the next time step and their number density eNa(x1, t) is calcu-
lated by interpolating the number densities of quasi-particles
at the surrounding subnodes. The contribution of the trans-
portation step to the number density of quasi-particles moving
in the a-direction at x at time tz*t is therefore given byeNa(x, tz*t)~ eNa(x1, t) . (2)

For the movement of quasi-particles in the a-direction along
a homogeneous lattice link between lattice nodes at x and
xz*xa, a new set of subnodes is set up along the lattice link
and the number density at xz*xa is calculated in the same
manner as described above for calculating the number density
at x using the number density at x{*xa. For each node on the
triangular lattice, such calculations are conducted for each of
the homogeneous lattice links along six directions.

2.2 Transmission and re£ection steps

For the case when a lattice link is inhomogeneous, that is, there
is an interface at some location along the lattice link, trans-
mission and re£ection steps must be taken into account during
quasi-particle movements along the lattice link. These steps
account for the changes caused by spatial variations in velocity
and/or density (Figs 1b and c). As illustrated in Fig. 1(b),
quasi-particles move from x{*xa in the a-direction to the
interface at xI with a speed of ca(x{*xa), transmit through
the interface where the number density of quasi-particles is
multiplied by the transmission coe¤cient and then move to the
lattice node at x with a speed cazb=2(x), which is the speed in
the direction opposite to the a-direction, namely the speed
on the other side of the interface. The transmission coe¤cient
is obtained from

Ta(x{*xa; x)~
2Zazb=2(x)

Zazb=2(x)zZa(x{*xa)
, (3)

where Za(x)~o(x)ca(x)/
����
D
p

is the impedance, o(x) is the
medium density, ca(x)/

����
D
p

is the macroscopic wave speed of
the medium (Mora 1992) and D is the number of space
dimensions. Fig. 1(c) shows that quasi-particles move from x in
the azb/2-direction to the interface at xI with a speed cazb=2(x),
are re£ected by the interface where the number density of
quasi-particles is multiplied by the re£ection coe¤cient and
then move to the lattice node at x with the same speed. The
re£ection coe¤cient is given by

Razb=2(x; x{*xa)~{Ra(x{*xa; x)

~{
Zazb=2(x){Za(x{*xa)
Zazb=2(x)zZa(x{*xa)

. (4)

The movements of quasi-particles along links between a
lattice node and the interface are the same as that along a

homogeneous link (Fig. 1a). Therefore, the same interpolation
algorithm used for a homogeneous link can be used to obtain
the number densities of the incident quasi-particles and those
of the quasi-particles at x1 (i.e. eNT

a (x1, t) for the transmission
and eNR

a (x1, t) for the re£ection) that will arrive at x during
the next time step. Each transmission and re£ection step
requires two interpolations. Huang & Mora (1994a) pro-
posed two alternative ways to obtained the number densities of
quasi-particles at x1 using only one interpolation for each
transmission and re£ection step.

2.3 Collision step

Quasi-particles arriving at a lattice node from di¡erent directions
at the same time collide with each other. After the collision
processes, the number density Na(x, tz*t) of quasi-particles
moving in the a-direction at x at time tz*t is given by

Na(x, tz*t)~ eNa(x1, t)z*Nc
a(x, t) , (5)

where a~1, 2, . . . , 6. For an inhomogeneous lattice link,eNa(x1, t) in eq. (5) is given byeNa(x1, t)~ eNT
a (x1, t)z eNR

a (x1, t) , (6)

where the terms eNT
a and eNR

a are the transmitted and re£ected
number densities, respectively. In eq. (5), the term *Nc

a(x, t)
is the rate of change of the quasi-particle number density due to
the collision process (see Higuera 1988),

*Nc
a(x, t)~

X
S,S0

(S0a{Sa)A(S?S0)
Y
b

nSb
b (1znb)

S0b , (7)

with

nb~dzNb(x, t) (b~1, 2, . . . , b) , (8)

where the term d is the background number density, the
number density Nb of quasi-particles carrying wave¢elds is a
small perturbation relative to the background number density
d, and the Boolean variables Sa and S0a de¢ne input and output
states with a transition probability of A(S?S0). The input
con¢guration is characterized by a set of numbers S~fSag,
with Sa~0 or 1 for a~1, 2, . . . , 6, that indicates whether the
direction a contributes any particles to the collision (Sa~1)
or not (Sa~0). Analogously, S0~fS0ag with S0a~0 or 1 for
a~1, 2, . . . , 6 indicates the distribution of the outgoing particles
among all directions of the lattice.
We use the ¢rst set of Frisch^Hasslacher^Pomeau collision

rules (referred to as the FHP-I collision rules) (see Frisch et al.
1986) for the 2-D case (see Fig. 2). These rules account for the
head-on double collisions and the symmetric triple collisions.
For instance, the collision term for the direction a~1 is
given by

*Nc
1(x, t)~

1
2
[{n1n4(h2h5zh3h6)zh1h4(n2n5zn3n6)]

z
1
3
(n2n4n6h1h3h5{h2h4h6n1n3n5) , (9)

with

ha~1zna (a~1, 2, . . . , 6) . (10)

The terms in eq. (9) account for the collision process described
in the following. The ¢rst term is the result of the head-on
collision of quasi-particles arriving in the 1- and 4-directions
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and leaving in both the 2- and 5-directions and the 3- and
6-directions with a transition probability of 1/2 after the
collision (see Fig. 2). Since this collision process removes
particles from the 1-direction, the term is negative. The second
term is the increase in number density in the 1-direction due
to the head-on collisions of particles arriving from the 2- and
5-directions and the 3- and 6-directions. The third and fourth
terms account for symmetric triple collisions. The third term
is the collision of particles arriving in the 2-, 4- and 6-directions
that scatter into the 1-, 3- and 5-directions (see Fig. 2). This
term is positive since it adds number density in the 1-direction.
The last term is for particles arriving from the 1-, 3- and
5-directions that scatter into the 2-, 4- and 6-directions.
This removes particles from the 1-direction. The transition
probabilities for the FHP-I rules are 1/2 for head-on collisions
and 1/3 for symmetric triple collisions. The rate of change
of the number density in other directions due to the FHP-I
collisions can be obtained by rotating the subscripts of physical
quantities in eq. (9).
Higuera (1988) showed that the viscosity l of the medium is

related to the value of d by

l~
1

12d(1zd)
{

1
8
. (11)

Eq. (11) indicates that the viscosity vanishes for d~
�������������
11/12
p

{

1/2&0:457427. We usually choose the value of d appropriate
for zero viscosity. However, we will use a non-zero viscosity as
part of our absorbing boundary condition.

In the macroscopic limit, the PLSI method leads to the
acoustic wave equation for heterogeneous media (Huang &
Mora 1994a). The advantage of the PLSI method is that it can
easily handle models with sharp interfaces, complex surface
topography and strong velocity contrast inclusions, including
cavities. These features are very di¤cult for classical ¢nite
di¡erence solutions to the wave equation to simulate reliably.
An extension of the PLSI method, termed the phononic lattice
solid with £uids, has been proposed and shown to be a reliable
method for modelling seismic wave propagation in porous
media where the pores contain £uids (Huang & Mora 1994b).
No PLSI version for elastic waves in heterogeneous media is

available yet. Maillot (1994) developed a semi-microscopic
approach for modelling elastic wave propagation in hetero-
geneous media. A ¢nite di¡erence scheme is used in Maillot's
method. Recently, Qian &Deng (1997) used a lattice Bhatnager^
Gross^Krook (BGK) model to simulate shear waves in a
homogeneous viscous medium. Ultimately, it is necessary to
develop a lattice-Boltzmann-based method capable of handling
P waves, S waves and converted waves in heterogeneous
media to simulate elastic wave propagation in solids at the
microscopic scale.

3 ABSORBING BOUNDARY CONDITION

For a lattice node at a model boundary, no quasi-particles exist
outside the model; therefore, there are no transmission and
transportation steps at boundaries. Boundary artefacts arise
only from the re£ection and collision steps. To eliminate the
contribution from the re£ection step to these artefacts, we set
the microscopic re£ection coe¤cients to zero at boundaries.
In the following, we perform a numerical test to study the
e¡ectiveness of zero-valued microscopic re£ection coe¤cients.

3.1 Test of zero-valued re£ection coe¤cients at
absorbing boundaries

A homogeneous model de¢ned on a 160|160 triangular lattice
was used for the PLSI simulation. The quasi-particle speed was
0.4 and the density of the medium was 1.0. A pressure source
with a ¢rst derivative of Gaussian time history was introduced
at lattice node (80, 80). It had an amplitude of 0.010 and a
time delay of 60 time steps. The fundamental frequency of
the source was such that it generated waves with a wavelength
of approximately 16 lattice spacings. Receivers were located
along a horizontal line at a depth of 40 vertical lattice spacings
from the upper boundary of the model. The background
number density of quasi-particles is 0.457427. Zero-valued
re£ection coe¤cients were set at all boundaries of the model.
Computations were made using the PLSI method for 900 time
steps. Fig. 3(a) depicts the seismograms (i.e. pressure ¢elds)
recorded at the receivers, ampli¢ed by a factor of t0:7, where t
is the time step. In addition to the direct wave, one can see
from Fig. 3(a) that some weak boundary re£ections are still
visible after the direct wave. This indicates that setting zero-
valued re£ection coe¤cients at boundaries is not adequate for
eliminating the arti¢cial boundary re£ections. We will intro-
duce viscous absorbing boundary layers to the model to further
reduce these artefacts.

Figure 2. Illustration of the FHP-I collision rules: head-on double
collision (upper panel) and symmetric triple collision (lower panel).
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3.2 Viscous absorbing boundary layers

The only source of the arti¢cial boundary re£ections in
Fig. 3(a) is the contribution of the quasi-particle collision
process at the boundaries. We introduce a viscous layer at
the absorbing boundaries in an attempt to reduce the ampli-
tude of the arti¢cial boundary re£ections. The viscosity of a
lattice solid model may be adjusted by selection of the back-
ground number density of quasi-particles. For a speci¢ed set of
collision rules, a particular value of the background number
density can be chosen such that the viscosity approaches
zero (see eq. 11). When the background number density is
less than this particular value, the viscosity becomes positive
and its value increases as the background number density
decreases. Beyond this value, the viscosity becomes negative
(non-physical) and its absolute value increases with the back-
ground number density. Therefore, we add a viscous layer (i.e. a
layer with positive viscosity) to the boundaries of a model to
absorb the arti¢cial boundary re£ections by an appropriate
choice of background number density. This layer is called a
viscous absorbing boundary layer. To avoid the re£ection from
the `interface' between the edge of a model and the edge of a
viscous absorbing boundary layer (this interface is henceforth
called a boundary interface), the viscosity of the absorbing
boundary layer increases smoothly from zero (or the value of
the medium) at the boundary interface up to a given value
at the outer edge of the absorbing boundary layer. Numerically,
the background number density of the boundary layer is varied
using some smooth function such as a Hanning taper. In the
calculations presented in this paper, we use a Hanning taper to
vary the number density smoothly from 0.457427 in the interior
region to zero at the boundary of the computational domain.
The microscopic re£ection coe¤cients at the outer edge of the
boundary layer are set to zero.
A viscous boundary layer with a thickness of 40 vertical or

horizontal lattice spacings was added to each boundary of the
model used in the above numerical test and consequently the
PLSI calculations were carried out on a 240|240 triangular
lattice. The same pressure source used above was introduced at
lattice node (120, 120). Receivers were located along a hori-
zontal line at a depth of 80 vertical lattice spacings from the

upper boundary of the model. No receivers were placed in
absorbing boundary layers. All other parameters used in the
PLSI simulation remained the same as those used in the ¢rst
numerical test. Computations were made using the PLSI
method for 900 time steps. The corresponding seismograms
(i.e. pressure) recorded at the receivers are displayed in Fig. 3(b)
at the same scale as Fig. 3(a). Arti¢cial boundary re£ections
are no longer visible.
In summary, the absorbing boundary condition for the PLSI

method is designed by

(1) setting the microscopic re£ection coe¤cients at
boundaries of a model to zero, and
(2) adding viscous layers to the boundaries.

Fig. 4 shows a comparison between the above seismograms
obtained with the absorbing boundary condition and those
obtained using an analytical solution of the 2-D acoustic wave
equation for a homogeneous medium. No time ampli¢cation
was used in the ¢gure. It demonstrates that the PLSI solution
agrees very well with the analytical solution.

Figure 3. The ampli¢ed seismograms recorded during the PLSI calculations for a homogeneous model with (a) zero-valued microscopic re£ection
coe¤cients at the boundaries and (b) zero-valued microscopic re£ection coe¤cients plus viscous boundary layers.

Figure 4. Comparison between the seismograms shown in Fig. 3(b)
but without time ampli¢cation and those obtained using an analytical
solution. Solid lines are for the PLSI solutions and dots are for the
analytical solution.
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4 INCIDENCE ANGLE DEPENDENCE OF
THE ABSORBING BOUNDARY CONDITION

In the following, we study the incidence angle dependence of
re£ections from the absorbing boundary condition introduced
above. The incidence angle b is de¢ned as the angle between
the boundary normal direction and the ray path, as shown in
Fig. 5. A homogeneous model de¢ned on an 80|320 tri-
angular lattice without viscous absorbing boundary layers was
used for the PLSI simulation of wave propagation. A pressure
source with the same characteristics as the source used in the
previous simulation was introduced at lattice node (40, 280).
All other parameters were the same as those of the previous
numerical examples. Receivers were located along horizontal
lines at lattice depths of 280, 250, 200, 150 and 10 from the
upper boundary of the model. The corresponding incidence
angles b for boundary re£ections recorded at receivers located
at the right (or left) boundary of the model were 0.00, 33.00,
60.00, 70.40 and 80.30, respectively. Computations were made
using the PLSI method for 1200 time steps. The seismograms
are displayed in Figs 6(a1)^(e1) using a time-step-dependent
gain of t0:7.
Next, viscous boundary layers with the same thickness

and properties as used in the PLSI simulation corresponding
to Fig. 3(b) were added to all model boundaries. The PLSI
computations with the absorbing boundary condition were
made again for 1200 time steps. The corresponding ampli¢ed
seismograms are displayed in Figs 6(a2)^(e2) at the same
scale as used in Figs 6(a1)^(e1). Comparing each pair of ¢gures,
one can see that there are no visible boundary re£ections
in Figs 6(a2)^(c2) that correspond to the incidence angles
of 0.00^600. For the case of the maximum incidence angle of
70.40 (Fig. 6d2), weak boundary re£ections are visible but
much smaller in amplitude than those in Fig. 6(d1). When the

incidence angle increases up to 80.30 (Fig. 6e2), the boundary
re£ections from the left and right boundaries of the model
become visible.

5 FOUR METHODS FOR MODELLING
FREE-SURFACE REFLECTIONS

It is important to model free-surface re£ections when simu-
lating wave propagation through realistic models of the Earth.
Classical ¢nite di¡erence methods to solve partial di¡erential
wave equations describing wave phenomena in continuum
media often have di¤culty in handling free-surface boundary
conditions, particularly when the free surface is irregular
(Komatitsch et al. 1996; Ohminato & Chouet 1997). We
propose four methods for modelling free-surface re£ections
in PLSI simulations (see Fig. 7). In each panel of Fig. 7, only
a small part of a free surface in a 2-D triangular lattice is
depicted. In the ¢rst method, quasi-particles arriving at a free
surface in a certain direction will be specularly bounced back to
another direction. We refer to this as the specular bouncing
method. For example, as shown in Fig. 7(a), quasi-particles
moving in direction 2 will be bounced to direction 6 (see lattice
node A) and those moving in direction 3 will be bounced to
direction 5 (see lattice node B). These re£ections are performed
with a change of sign in the number density perturbation.
An alternative method is termed backward bouncing I

(see Fig. 7b). In this case, quasi-particles will be bounced back
along the opposite direction to the incidence direction, coupled
with a change in sign of the number density perturbation.
For instance, quasi-particles moving in direction 2 will be
bounced to direction 5 and those moving in direction 3 will
be bounced to direction 6, as shown at lattice nodes A and B,
respectively, in Fig. 7(b).
For the simulation of free-surface re£ections, it seems that

the specular bouncing method should be more suitable than the
backward bouncing I method.
In lattice gas simulations, the corresponding so-called

`bounce-back' re£ection method is commonly used for the
study of interactions of £uid £ows with solid boundaries
(Lavallëe et al. 1991). However, Lavallëe et al. (1991) pointed
out that there are good reasons to examine other types of
re£ections from solid boundaries. One reason stems from
consideration of experiments at the molecular level. Knudsen
(1934) conducted an experiment where molecules were directed
towards a wall at a ¢xed incidence angle and observed that
molecules were randomly scattered into all directions. In a
lattice gas, this would correspond to a combination of the
specular and bounce-back re£ection methods. The second reason
given by Lavallëe et al. (1991) is that with purely deterministic
interactions with the wall, the Boltzmann assumption that
no correlation exists between particles prior to collision is
not valid. Note, however, that the hypothesis is correct in a
statistical sense for a combination of 50 per cent probability of
the bounce-back method and 50 per cent probability of the
specular re£ection method.
When modelling free-surface re£ections using the PLSI

method, one way to account for the molecular observations of
Knudsen (1934) is to combine the specular bouncing method
and the backward bouncing I method to yield a third method
(see Fig. 7c), which we term the combined bouncing method.
In this case, quasi-particles arriving at the free surface in

Figure 5. Schematic illustration of a homogeneous model without
viscous absorbing boundary layers used for the study of the incidence
angle dependence of the absorbing boundary condition. The plus sign
represents the position of the pressure source and the angle b is the
incidence angle at the right-hand boundary of the model.
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directions 2 or 3 will be equally bounced back to directions 5
and 6 with a number density perturbation sign change, as
shown, respectively, at lattice nodes A and B in Fig. 7(c). The
above three methods can be considered as special collision
rules for quasi-particles at a free surface.
When a free surface is not exactly located along lattice

nodes, it is handled in the same way as interfaces within a
model (see Fig. 7d). For example, as shown in Fig. 7(d), quasi-
particles moving in direction 2 at lattice node A move to the
free surface and are re£ected back along direction 5 with a
re£ection coe¤cient of {1. Similarly, quasi-particles moving
in direction 3 to the free surface are re£ected backwards with
a re£ection coe¤cient of {1, as shown at lattice node B
in Fig. 7(d). For this case, the process describing the quasi-
particle behaviour at the free surface is similar to the backward
bouncing I method. Therefore, this method for modelling
free-surface re£ections is termed the backward bouncing II
method.
Note that in each of the above methods for modelling free-

surface re£ections, the process of quasi-particle interaction

with a free surface can occur at lattice nodes at any location.
Therefore, these methods do not have any particular restrictions
on the shape of a free surface. In other words, these methods
can be applied to plane or irregular free surfaces.

6 NUMERICAL SIMULATIONS OF
FREE-SURFACE REFLECTIONS

A homogeneous medium de¢ned on a 240|200 triangular
lattice with a free surface at the upper boundary of the model
and the absorbing boundary condition at the left, right and
lower boundaries was used in all the following numerical
examples to simulate free-surface re£ections. Each viscous
absorbing boundary layer has a thickness of 40 vertical or
horizontal lattice spacings and the same properties as those
used to calculate Figs 6(a2)^(e2). A pressure source with a ¢rst-
derivative Gaussian time history, an amplitude of 0.010 and
a time delay of 60 time steps was introduced at lattice node
(120, 80). It generated waves with a wavelength of approxi-
mately 16 lattice spacings. The quasi-particle speed is 0.4 and

Figure 6. Comparisons of the ampli¢ed seismograms (i.e. pressure) recorded during the PLSI calculations to simulate wave propagation from a
pressure source in a homogeneous model. (a1)^(e1) are results obtained using zero-valued microscopic re£ection coe¤cients for a model de¢ned on an
80|320 triangular lattice with a pressure source at lattice node (40, 280). (a2)^(e2) are the corresponding results obtained using viscous boundary
layers in addition to zero-valued microscopic re£ection coe¤cients. The maximum incidence angles are for boundary re£ections recorded at receivers
located at the left or right boundaries of the model.
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the density of the medium is 1.0 . The background number
density of quasi-particles is 0.457427 so the viscosity approaches
zero (see eq. 11). Seismograms were recorded at receivers
located along a horizontal line at a depth of 40 vertical lattice
spacings from the upper boundary of the model. No receivers
were located in absorbing boundary layers. PLSI computations
were run for 800 time steps.

First, the specular bouncing method was used during
the PLSI simulation. The direct and re£ected waves from the
free surface can be identi¢ed in a snapshot of pressure at
350 time steps shown in Fig. 8, where the plus sign represents
the position of the pressure source. The ¢gure shows that the
wave re£ected from the free surface has changed its polarity
relative to the incidence wave. The solid lines in Fig. 9(a) depict

Figure 6. (Continued.)
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the seismograms recorded at the receivers during the above
PLSI simulation with the absorbing boundary condition. The
lines show the direct waves and the reverse polarity waves
re£ected from the free surface as expected. In the next two
PLSI simulations, the backward bouncing I and the combined
bouncing methods were used respectively to simulate free-
surface re£ections. The corresponding seismograms showing
pressure at the receivers are displayed in Figs 9(b) and (c) with
solid lines.
For the case where the free surface was located along a

horizontal line below the ¢rst row of the lattice with a distance
of 1/2 vertical lattice spacing in the above model, the back-
ward bouncing II method was used to simulate free-surface
re£ections.The resulting seismograms are displayed in Fig. 9(d)
with solid lines.
Analytical solutions for all the above simulations are shown

in Fig. 9 with dots. Comparisons between the PLSI solutions
and the analytical solutions indicate that our four proposed

methods can accurately model free-surface re£ections during
PLSI simulations.

7 CONCLUSIONS AND DISCUSSION

We have proposed an absorbing boundary condition for the
PLSI method to simulate wave propagation in unbounded
heterogeneous media. The microscopic re£ection coe¤cients at
boundaries of a model are set to zero.Viscous boundary layers
are added to the model boundaries to absorb the remnants of
arti¢cial boundary re£ections. Numerical examples demonstrate
that arti¢cial boundary re£ections can be eliminated almost
completely when the incidence angle is less than approximately
700. Beyond this angle, the remanent arti¢cial boundary
re£ections become visible.
We have four proposed methods for modelling free-surface

re£ections during PLSI simulations. The ¢rst three methods
are termed the specular bouncing, the backward bouncing I
and the combined bouncing methods. They are performed
during the collision step of quasi-particles at a free surface.
They can be used only when a free surface is located exactly
along lattice nodes. Numerical examples demonstrate that,
like methods to simulate interactions of £uid £ows with solid
boundaries in lattice gas simulations, not only is the specular
bouncing method appropriate for modelling macroscopic free-
surface re£ections in PLSI simulations, but the backward
bouncing and the combined bouncing methods are also appli-
cable. In other words, at the microscopic scale it does not
matter which one of the above methods is used for modelling
free-surface re£ections. Combinations of these methods can be
used for modelling free-surface re£ections when a free surface
is located along lattice nodes but not lattice links. For cases
where the free surface is located at any position on a lattice, we
have proposed the backward bouncing II method to simulate
free-surface re£ections. It is carried out in the scattering step.
Our four proposedmethods for modelling free-surface re£ections
can be applied to both plane and irregular free surfaces.
The phononic lattice solid with £uids (PLSF) method

(Huang 1994; Huang & Mora 1994b) is a lattice-Boltzmann-
based method for modelling non-linear solid^£uid inter-
actions. It takes into account lattice node movements induced
by the passage of a macroscopic wave. Our proposed absorb-
ing and free-surface conditions for the PLSI method are
also suitable to the PLSF because both methods simulate the
same microscopic physical processes of wave propagation,
that is, transportation, re£ection, transmission and collision of
quasi-particles.
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Figure 7. Illustration of four methods for modelling free-surface
re£ections in PLSI simulations. The specular bouncing (a), backward
bouncing (b) and combined bouncing (c) methods are used when a
free surface is located exactly along lattice nodes. The backward
bouncing II (d) method is used when the free surface is located at any
position on a lattice. All the bouncing processes are performed with a
change in sign of the number density perturbation. (e) depicts the
labelling of the lattice directions for a node on a 2-D grid.
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Figure 8. A snapshot at 350 time steps during the PLSI simulation to model free-surface re£ections. The plus sign represents the position of the
pressure source. The homogeneous model was de¢ned on a 240|200 triangular lattice. No absorbing boundaries were used in this calculation.
The specular bouncing method was used for modelling the free-surface re£ections.

Figure 9. Seismograms (solid lines) recorded at receivers located at a depth of 40 vertical lattice spacings from the free surface during the PLSI
simulations. The dots represent the corresponding analytical solutions. For the free-surface re£ections during the PLSI simulations, the specular
bouncing (a), backward bouncing I (b), combined bouncing (c) and backward bouncing II (d) methods were used.
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