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An analytical expression for the von Neumann entropy of the Laughlin wave function is obtained for
any possible bipartition between the particles described by this wave function, for a filling fraction � � 1.
Also, for a filling fraction � � 1=m, where m is an odd integer, an upper bound on this entropy is
exhibited. These results yield a bound on the smallest possible size of the matrices for an exact
representation of the Laughlin ansatz in terms of a matrix-product state. An analytical matrix-product
state representation of this state is proposed in terms of representations of the Clifford algebra. For � � 1,
this representation is shown to be asymptotically optimal in the limit of a large number of particles.
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The puzzling behavior of a cold gas of electrons con-
fined in two spatial dimensions, and subjected to the effect
of transverse magnetic fields, is the origin of two of the
most studied phenomena in condensed matter physics: the
integer and the fractional quantum Hall effects [1,2]. While
it is possible to give a satisfactory explanation for the
properties of the integer quantum Hall effect with filling
fraction � � 1, by means of transport and related models
[3], a complete understanding of the fractional case is still
missing. It is commonly believed that the interactions be-
tween the particles are essentially responsible for this situ-
ation. A relevant approach, in this respect, is the Laughlin
ansatz for the wave function of the ground state of the
system [4]. While so far this state has only been proven to
be an exact eigenstate of very specific Hamiltonians [5]
and for some specific values of the filling fraction, it con-
tains the relevant properties that the ground state of the real
system must have. The Laughlin Wave Function (LWF)
has also been turned to be a valuable ansatz in describing
the physics of rapidly rotating small atomic Bose-Einstein
condensates [6]. However, to check that the LWF is indeed
the ground state of the fractional quantum Hall effect
seems to be a difficult (computational) problem that has,
so far, only been solved for systems made of a small
number of particles, typically of the order of 10 [5].

In this Letter, we wish to provide some clues on why this
problem is so difficult, in the light of recent developments
in the fields of quantum information science and many-
body physics. It is now known that a profound relation
exists between the difficulty to simulate numerically a
quantum system in a given state and the von Neumann
entropy between parts of the system this state exhibits,
which can be understood in terms of the so-called
Matrix-Product States (MPS) [7]. With this relation in
mind, we have computed the bipartite von Neumann en-
tropy of a system as described by the Laughlin ansatz (� �
1). As we shall discuss, this computation is instructive in
understanding the nature of the correlations exhibited by a
system in such a state. To our knowledge, the behavior of
the von Neumann entropy was known only for the case of

one particle versus the rest and in very specific situations
[8]. In addition, we will provide an MPS representation for
this state, which is optimal in the thermodynamical limit.
This representation will then be extended to some non-
integer values of the filling fraction �.

The LWF for n particles and filling fraction � reads [4]

 ���z1; . . . ; zn� �N ��n�
Y
i<j

�zi � zj�1=�
Yn
i�1

e�jzij
2=2; (1)

where zj, j � 1; . . . ; n stands for the position of the particle
j in the x-y plane written as a single complex coordinate
zj � xj � iyj. Note that, but in a few cases, the computa-
tion of the normalization constant, N ��n� seems to be a
very difficult problem [9].

It is convenient to introduce an orthonormal monopar-
ticle basis defined as

 �a�zi� �
1���������
�a!
p zai e

�jzij2=2 a � 0; . . . ; n� 1: (2)

Using this basis, the LWF, for � � 1, can be expressed
as a Slater determinant:

 �1�z1; . . . ; zn� �
1�����
n!
p

Xn�1

a1;...;an�0

�a1...an�a1
�z1� . . .�an�zn�;

(3)

where � denotes the Levi-Civita completely antisymmetric
tensor in n dimensions, with the convention �0;1;...;n�1 �
�1.

The above expressions show that it is possible to cor-
rectly describe the quantum state by means of a local
Hilbert space of dimension n for each particle. Since we
have n particles, the total dimension of the complete
Hilbert space scales then as nn. This superexponential
scaling is at the heart of the difficulty to validate the ansatz
(1) by means of an exact diagonalization [5].

Let us now compute the von Neumann entropy for any
subset of k particles for a system of n indistinguishable
particles in the state �1�z1; . . . ; zn�. Note that this
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von Neumann entropy cannot be interpreted as the number
of distillable EPR pairs. Because of the symmetrization, it
is impossible to associate a label with the particles and
perform the appropriate distillation operations.

The reduced density matrix for a subset of k particles out
of n reads

 �k;n � �k;n�w1; . . . ; wk; z1; . . . ; zk�

�
Z
dzk�1 . . . dzn��1�w1; . . . ; wk; zk�1; . . . ; zn�

��1�z1; . . . ; zk; zk�1; . . . ; zn�: (4)

From the orthonormality of the monoparticle basis, we
get

 �k;n �
1

n!

X
a;b;c

�a1...akck�1...cn�b1...bkck�1...cn

���a1
�w1��b1

�z1� . . .��ak�wk��bk�zk�: (5)

This density matrix can be written in a diagonal form by
introducing the following set of orthonormal basis for the
subset of k particles:

 �c�z� �
1�����
k!
p �a1...akck�1...cn�a1

�z1� . . .�ak�zk�; (6)

where �z� � �z1; . . . ; zk� and where the indices are sorted
such that ck�1 < . . .< cn and, thus, the combined index c
ranges from 1 to �nk�. It is then possible to see that all
eigenvalues of �k;n are identical, that is

 �k;n �
1
n
k

� � Xnk� �
c�1

��c�w��c�z�: (7)

The von Neumann entropy then reads

 Sk;n � �Tr��k;nlog2�k;n� � log2
n
k

� �
; (8)

and gets its maximum value for a bipartition of the system
into two pieces of equal number of particles:

 Sk;n 	 S�n=2�;n 
 n�
1

2
log2

n�
2
: (9)

Equation (9) shows that the effective dimension of the
Hilbert space for half a Laughlin gas is O�2n�, which is a
weaker scaling than the naive growth, O�nn=2�, of the
Hilbert space for n=2 particles.

Let us now perform a similar computation in the case
� � 1=m, when m � 2s� 1 is an odd positive integer
different from 1. As explained in Ref. [9], ���z1; . . . ; zn�
can be expanded in terms of mutually orthogonal Slater
determinants:

 ���z1 .. .zn��
Yn
i�1

e�jzij
2=2�

X
l1;...;ln

g�s�l1...ln

����������������
zl11 . . . zln1
..
. ..

. ..
.

zl1n . . . zlnn

����������������
;

(10)

where the indices l1; . . . ; ln are constrained by 0 	
l1 < . . .< ln 	 �2s� 1��n� 1�.

Let A�n; s� denote the number of coefficients in this
expansion. The rank �k of the reduced density matrix of
any subset of k particles is bounded as

 �k 	 A�n; s�
n
k

� �
: (11)

Indeed, as we have seen in the study of the case � � 1, �nk�
is the Schmidt rank of each of the individual Slater deter-
minants, and the Schmidt rank of a sum of kets is smaller
than or equal to the sum of the ranks of individual kets. As
abundantly discussed in Ref. [9], to give a closed form for
A�n; s� seems to be a very hard problem. Fortunately, an
upper bound on A�n; s� can be derived as follows. Because
of the constraints between the indices, the expansion (10)
does not feature more than ��2s� 1��n� 1� � 1�n terms.
This trivial bound could be reached, would each index be
allowed to range from 0 to �2s� 1��n� 1� independently
from the values taken by the other indices. But one can
further constraint A�n; s�: since a given permutation of the
columns of a determinant produces the same determinant
(up to a sign factor), we have

 A�n; s� 	 ��2s� 1��n� 1� � 1�n=n! (12)

Therefore, for k � n=2 and in the large n limit,

 �n=2 	
�2s� 1�nnn

nn
2n � �4s� 2�n; (13)

and the von Neumann entropy then obeys

 S�n=2�;n 	 n�logm� log2�: (14)

This bound can actually be slightly improved upon using
the fact that all indices l0; . . . ; ln�1 assume different values.

Let us now derive explicit MPS representations of the
LWF, starting with the case � � 1. The dimensions of the
matrices in an MPS representation of a given quantum state
are related to the von Neumann entropy of bipartitions of
the system when the particles it is made of are ordered on a
line [7]. According to our previous calculation, an MPS
representation of the LWF in terms of matrices of size
O�2n� should be possible:

 ���1�z1 . . . zn� �
1�����
n!
p

Xn�1

a1;...;an�0

Tr�A�1�a1 . . .A�n�an�

��a1
�z1� . . .�an�zn�; (15)

where the matrix A�i�ai is associated with the particle i
being in the monoparticle state �ai . These matrices have
a size which is the same for all values of i, ai: �� �. We
will now see that the properties of Clifford algebras are
well suited in order to find these matrices. The Clifford
algebra Cl�0; n� is defined by

 f�a; �bg � 2	ab a; b � 0; . . . ; n� 1; (16)
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where each matrix �a
� has indices 
;� � 1; . . . ; � (see,
for example, [10]).

Let us start with the case where n is even. The repre-
sentation theory of the Clifford algebra dictates that � �
2n=2. The matrices �a
� provide the following MPS con-
struction:

 �a1...an �
�1

�2i�n=2
Tr��a1 . . .�an�5�; (17)

where �5 � ��i�
n=2�0 . . .�n�1. This result emerges from

the basic trace properties of the matrices �5 and �a, a �
0; . . . ; n� 1, and shows that all the matrices A�i�ai can be
taken the same for all particles but one. For example:

 A�i�ai � �ai i � 1; . . . ; n� 1; A�n�an � �an�5:

(18)

Our construction shows that, in spite of the symmetry of
the system, the MPS representation is not made of a set of
identical matrices.

The MPS construction (18) is asymptotically optimal in
the sense that the matrices have, in the limit of large n, the
minimal size. To begin with, let us first compute how large
should the matrices be in an open boundary MPS repre-
sentation. Given a bipartition of the system into a ‘‘left’’
and a ‘‘right’’ part, corresponding, respectively, to the k
first and n� k last particles of the bipartition, the state (15)
can be rewritten as

 

X
i;j

X�

�1

L�i�1;
R
�j�

;1’

L
i �z1; . . . ; zk�’Rj �zk�1; . . . ; zn�; (19)

where ’Li (resp. ’Rj ) denotes some pure state for the left
(resp. right) part of the system. The latter state (19) can be
rewritten as

P�

�1 ~’L
�z1; . . . ; zk�~’

R

�zk�1; . . . ; zn�, so the

rank of the density matrix of the left (or right) system is
bounded by �. Therefore, the maximal von Neumann en-
tropy for that bipartition is Smax � log2�.

In the case of a periodic boundary representation, the
state (15) is rewritten as

P�

;��1 ~’L
;��z1; . . . ; zk� �

’R
;��zk�1; . . . ; zn�, so that the rank of either reduced den-
sity matrix is now bounded by �2. Therefore, if S denotes
the actual von Neumann entropy of the bipartition, we have

 � 
 2S=2 periodic boundary MPS: (20)

The effective rank of a bipartition has contributions
coming from the two borders. As we have already seen,
in our case the maximum possible entropy over all biparti-
tions corresponds to S�n=2�;n 
 n, which in turn implies that
the dimension of the matrices of the Clifford algebra
precisely matches the lower bound provided by this en-
tropy for large n

 � � 2�1=2�S�n=2�;n 
 2n=2: (21)

Therefore, the representation (18) is optimal in the limit of
large n values.

Explicit representation of the MPS construction can be
obtained from the chain of isomorphisms

 Cl �0; n� 2� � Cl�0; 2� � Cl�0; n�: (22)

For n � 2, set �0 � �x, �1 � �y and �5 � �z. A repre-
sentation for n� 2 is constructed from a representation of
n as follows:

 �i
�n�2� � 1 � �i

�n�; i � 0; . . . ; n� 1;

�i
�n�2� � �i�n

�2� � �5;�n�; i � n; n� 1:
(23)

A representation of the Clifford algebra for the case n
odd can be simply derived from a representation for n� 1,
upon taking

 �i�n� � �i�n�1�; i � 0; . . . ; n� 2; �n�1
�n� � �5�n�1�:

(24)

Then, it can be shown that �5�n� � ���
ni3=2 and that the

antisymmetric tensor is given by

 �a1...an �
�i1=2

�2i��n�1�=2
Tr��a1 . . .�an�: (25)

It is also possible to extend the MPS construction for
� � 1 to � � 1

m , where m is an integer. The basic idea is to
use the property of the product of traces
Tr�A1 . . .An�Tr�B1 . . .Bn� � Tr��A1 � B1� . . . �An � Bn��
in a recursive way. Let us exemplify the construction in the
case of 1=� � 2, (bosonic statistics).

Up to a global prefactor and a set of particle-dependent
factors, the problem of finding a faithful MPS representa-
tion essentially reduces to representing

 Tr ��a
�1�
1 . . .�a

�1�
n �5�Tr��a

�2�
1 . . .�a

�2�
n �5�

��a�1�1 �a
�2�
1
�z1� . . .�a�1�n �a

�2�
n
�zn�: (26)

The structure of the coefficients is then correctly repre-
sented by

 Tr ���1�c1 . . . ��n�cn�5�; (27)

where, for all i,

 �c1=2 �
X

a1�a2�c

����������������������
a1 � a2

a1

� �s
�a1 � �a2 ; �5

1=2 � ��
5��2:

(28)

where the indices ci have range f0; . . . ; �n� 1�=�g, that is
higher powers of zi are involved than for � � 1.

It follows that the dimensions of the combined matrices
produces an effective � � 2n. In general, an MPS repre-
sentation of the LWF with filling fraction � � 1=m for
integer m can be defined in terms of the matrices �5

1=m �

��5��m,

 �c1=m �
X

a1�����am�c

������������������������������������
�a1 � � � � � am�!
a1! � � � am!

s
�a1 � � � � � �am;

(29)
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yielding an effective � � 2mn=2. This value of � is far
above what one could expect to be the minimum from
Eq. (14) so that a much more economical construction
should exist. Indeed, in the case n � 2, we have found
the following construction. The matrices �c1=m can be
viewed as acting on the m-fold tensor product representa-
tion of SU(2). Define �c

1=m � Gy�c1=mG, where G is a
projector onto the spin-m=2 irreducible subspace con-
tained in �1=2��m (a piece of Clebsch-Gordan matrix).
After some algebra, we find that the explicit form of each
matrix has just a single entry 1 in its antidiagonal,
�c

1=m�c�1;n�c��1, and the rest is 0. Further let �5
1=m

denote anm� 1�m� 1 matrix whose diagonal elements
are defined as ��5

1=m�ii � ���
i�1� mi�1� and whose off-

diagonal elements are zero. We have numerically checked
�c

1=m and �5 yield an exact matrix-product representation
of �� in the case n � 2 for m � 1 . . . 15, and we believe
that they also do for arbitrary values of m. Note that for
n � 2, the von Neumann entropy of the state of one par-
ticle can be easily calculated for any value of � � 1=m.
One gets

 S1=m �
Xm
j�0

m
j

� �
log2

m
j

� �
:

Clearly the size of the new matrices is now m� 1 instead
of 2m, that is exponentially more economical. This repre-
sentation has an interest as a starting point to get intuition
on more involved cases. But, as such, it is not very useful in
practice since the computation of a mean value hV1 � V2i
requires an effort that scales asO�m2�, which is the same as
if using the Schmidt decomposition for ��.

For some filling fractions �, the foregoing analysis can
be easily extended to study excited states of systems whose
ground state is described by an LWF. Let us consider the
simplest case of one quasiparticle localized at a position
zA. The corresponding wave function reads [6]

 ��zA�� �z1; . . . ; zn� �
Yn
i�1

�zi � zA����z1; . . . ; zn�: (30)

Now since

 

Yn
i�1

�zi � zA� �
�iA;i1...inziAA z

i1
1 . . . zinn

�i1...inzi11 . . . zinn
;

we have that ��zA��0 �z1; . . . ; zn� �
�iA;i1...inziAA z

i1
1 . . . zinn ���z1; . . . ; zn�, with �0 � �=��� 1�.

With calculations akin to the ones performed above, an
MPS representation of ��zA��0 is easily derived. Defining
�0�zA� �

Pn
iA�0 �

iAziAA � 1, we have (up to normalization):

 ��zA��0 �z1; . . . ;zn��Tr��0�zA��
a1 . . .�an�5��a1

�z1� . ..�an�zn�:

(31)

MPS representations of m-quasiparticle excited states can
be computed likewise.

In summary, we have computed the von Neumann en-
tropy of a Laughlin gas for any bipartition (k, n� k) of the
system under study and for various values of the filling
fraction �. We have seen that this entropy grows at most
linearly with n and logarithmically with �. Since this
quantity can be related to the difficulty of numerically
simulating the gas, this computation sheds new light on
why such systems are so difficult to study. Next, we have
provided an MPS representation of the Laughlin wave
function, that is asymptotically optimal in the case � �
1. We believe this representation can be exploited to com-
pute various quantities related to the LWF, such as its norm.
This will be the subject of further investigation.
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Note added.—After completion of our work, we became
aware of Ref. [11] whose results have some overlap with
ours.
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