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Abstract

A 25MJ/kg CQ—Ny expansion tunnel condition has been de-
veloped for the X2 impulse facility at the University of Quise
land. A hybrid Lagrangian and Navier—Stokes computational
simulation technique is found to give good correlation ve
perimentally measured shock speeds and pressure traces. Th
use of an inertial diaphragm model for describing secondary
diaphragm rupture is found to estimate between 4% and 25%
more CQ recombination over the test time than the widely ac-
cepted holding-time model. The obtained freestream cimmdit

are assessed for application to proposed bluntbody ssecipy

and subscale aeroshell experiments. The chemically amd-vib
tionally excited freestream test gas is found to prevenciexa
thermochemical similarity from being achieved, and thersgr
radiation—flowfield coupling characteristic of Mars aenuicee
conditions cannot be reproduced experimentally.

Introduction

ADIATIVE heating is an important consideration for the de-

sign of aeroshells to be used for proposed aerocapture mis-
sions. Atmospheric interface velocities for viable manaed
rocapture missions to Mars have been estimated to be between
6.0 km/s and 8.6 km/s, with radiation contributing at lea3¥s3
of the incident heat flux at velocities over 8.5 km/s [1]. Tloe a
cepted Martian atmospheric composition as determined &y th
Viking 1 lander is 95.7% C@ 2.7% N, and 1.6% Ar by vol-
ume. At aerocapture conditions GQuickly dissociates behind
the shock layer into CO and O, while substanital dissocia-
tion also occurs. Additional exchange reactions involimese
species leads to the production of C, CQ, &d CN, all of
which are known to be strong radiators [2]. In addition, low
freestream densities and high velocities induce a stathesf t
mochemical nonequilibrium in the aeroshell shock layer- Re
ducing the uncertainty of nonequilibrium radiation preitins
has been identified as one of the highest priorities in ptayet
entry gas dynamics today [3].

A series of experiments are being undertaken in the X2 im-
pulse facility to provide a physical reference for the comapu
tional modelling of radiating shock layers. Two distinct des

of operation have been developed — (a) non-reflected shock
tube operation, and (b) expansion tunnel operation. Whie t
non-reflected shock tube mode can provide accurate repiicat

of true flight stagnation streamline conditions, the expams
tunnel mode of operation allows for investigation of ratfigt
shock layers formed over subscale aeroshell models and-blun
body test articles. A sting-mounted subscale aeroshelkirind

the X2 test section is illustrated in Figure 1. Approximaadia-

tive similarity with the true flight conditions can be achéeMby
matching the binary scaling parametgt, [4]. This methodol-

ogy has been employed for the experimental measurement of
radiative and convective transfer rates to a Titan aerocapt
model using thin-film gauges in the larger X3 facility at theitJ
versity of Queensland [5].
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The binary scaling rationale, however, breaks down fomgtyp
radiating and nonequilibrium flowfields. This paper aims to
assess the suitability of a 25 MJ/kg @&, expansion tunnel
condition for bluntbody spectroscopy and subscale aelmshe
periments. Detailed CFD simulations of the complete X2 fa-
cility are performed and compared against experimentaty o
tained pressure measurements. This paper builds on pgeviou
work involving large-scale axisymmetric, finite-rate chistry
simulations of the X2 [6] and larger X3 facilities [7]. Sp&ci
ically, extensions are made to model a reacting,€@® mix-
ture and investigate the extent of thermal nonequilibriumirdy

the expansion of the test gas through the nozzle. The oltaine
freestream conditions are then used to investigate thefissdo
scale models for representing true flight conditions.
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Figure 1: Schematic of a sting-mounted subscale aeroshell
model in the X2 expansion tunnel test section.

Experimental description

The X2 impulse facility

A schematic and space-time diagram of the X2 impulse facil-
ity operated as an expansion tunnel is shown in Figure 2. The
facility is driven by a 35 kg single-stage piston and curyeap-
erates with a compression ratio of 1:500 in the driver tubdee T
primary diaphragms are 1.2 mm cold rolled steel and are dcore
to ensure clean rupture at 15 MPa. The 85 mm bore shock and
expansion tubes are 3.4m and 5.2 m in length respectively. Fo
the present work, a Mach 10 full capture hypersonic nozzle de
signed by Scott [8] was attached to the end of the acceleratio
tube. The hypersonic nozzle has an area ratio of 6 and tyypical
gives a coreflow diameter in excess of 140 mm.

A total of 9 PCB pressure transducers are flush-mounted
throughout the shock and expansion tubes, and allow thedteco
ing of static pressure histories and subsequent shock sfeed
termination. An additional pair of static pressure trarss

are installed at the exit plane of the nozzle. During the Heve
opment of the conditions, a Pitot rake spanning 140 mm of the
flow with 9 transducers was installed in the test section.
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Figure 2: Schematic and space-time diagram of the X2 imgalsbty operated as an expansion tunnel.

25 MJ/kg CO »—N> condition

A 25MJ/kg CQ-N, expansion tunnel condition with
freestream density of 1.6 gfand velocity of 6.4 km/s has been
developed for the X2 impulse facility. A summary of the ini-
tial fill conditions, experimentally measured shock spegis
computationally simulated freestream conditions are show
Table 1. The simulated Mars test gas is conservatively taken
be 96% CQ — 4% N, by volume. Scored primary diaphragms
have recently been implemented to minimise debris and dam-
age to models and sensors in the test section. Further reduct
of debris and carbon based contaminants was achieved throug
the use of 1Qm aluminium sheets in place of & Mylar at

the secondary diaphragm location. A total of 109 shots targe
ting this condition have been conducted in the X2 facilitgov
the past 12 months. A sample population of 23 shots with Pitot
and static pressure measurements of the test flow are taken to
be representative of the nominal condition — the experimen-
tal values shown in Table 1 are the means of this population.
The calculated freestream conditions are obtained fronbadhy
simulation technique to be described in the proceedindsect

A chemical kinetic model for CO  >—N» mixtures

The chemical kinetics of the CON, test gas needs to be de-
scribed over a wide density and enthalpy range for the ptesen
work. Whilst mixtures of equilibrium and ideal gases ardisuf
cient to describe the free-piston compression and higtspres
shock tube, nonequilibrium processes are significant iricive
pressure, high Mach number flow downstream of the secondary
diaphragm. The test gas will be in a state of chemical nonequi
librium through the unsteady expansion following diaptmag
rupture, whilst the thermal modes are anticipated to be ui-eq
librium. Conversely, frozen chemistry and thermal nonélui
rium are expected as the test gas expands steadily throegh th
hypersonic nozzle and into the dump-tank. Finally, both-the
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mal and chemical nonequilibrium will occur in the bluntbody
shock layer. An extensive review of 10 thermochemical medel
for the Martian atmosphere was conducted in 2006 by Ndind-
ababhizi et al [9]. The two-temperature model and extensve r
action scheme of Park et al [10] performed well and is widely
accepted as a benchmark model due to its reliability andivela
simplicity. This model has been implemented for the present
work with an improved thermochemical coupling module.

Single-temperature formulation

A single-temperature C£-N, reaction scheme is required for
the viscous Navier-Stokes simulation of the expansion tun-
nel. The extent of thermal nonequilibrium through the nezz|
expansion will be investigated using a simplified, quas-on
dimensional, space-marching analysis. The stagnatedjasst
upstream of the secondary diaphragm just prior to rupture co
tains negligible ionic species, and therefore all ionicctems
can be omitted for the expansion tunnel simulations. The neu
tral dissociation and exchange reactions considered bk, Par
with the exception of those involving the NCO molecule which
is a minor species, are reactions 1 through 16 as listed in Ta-
ble 2. The forward rates for all reactions are calculatedugh

the generalised Arrhenius formulation with the rate comista
provided by Park et al [10], and backward rates obtained from
the respective equilibrium constants. The £8, test gas is
treated as a mix of thermally perfect species. Viscositytaed

mal conductivity are calculated using the curve fits and espr
sions for mixtures of thermally perfect gases used by NASA's
Chemical Equilibrium with Applications (CEA) program [11]

Two-temperature formulation

The two-temperature model considers the subdivision af the
mal energy into two distinct modes — translational and ro-
tational energy in the ‘transrotational’ mode with tempara



Fill conditions

Reservoir 1.28 MPa Air

Compression tube 30 kPa 25% Ar - 75% He

Shock tube 3.5kPa 96% GG 4% N,

Acceleration tube 8 Pa Air
Diaphragms

Primary diaphragm Scored 1.2 mm steel

Secondary diaphragm 181 Mylar (or) 10pm Al
M easured Shock speeds

Us st 3240+ 50 m/s

Usat 6340+ 230 m/s
Simulated Shock speeds

U5731 3300:t 50 m/S

Usat 6310+ 220 m/s
M easured freestream conditions

Pstatic 500+ 170 Pa

Testtime 150us
Simulated freestream conditions

Total enthalpyhiotal 24.7 MJ/kg

Effective flight velocity,ve 7030 m/s

Velocity, u 6400+ 150 m/s

Density,p 1.63+0.3g/n?

TemperatureT 860+ 100K

CO, mole fraction Xco, 0.36+0.04

Mach number, M 15+0.5

Unit Reynold’s number, Re 2.7010°m~1

Table 1: Fill conditions, shock speeds and freestream tiondi
for the 25 MJ/kg CG-N, X2 expansion tunnel condition.

Tir, vibrational and electronic energy in the ‘vibroelectr@ni
mode with temperaturé,e. All molecules are described vibra-
tionally as truncated harmonic oscillators, and electralty by

the ground and first excited states only. The collisionabene
ters of N, CO and CQ with N, O, C, b, CO and CQ are
considered. The Landau-Teller model is implemented for de-
scribing vibrational relaxation towards the transrotatibtem-
perature for each of these encounters. The induction tise
obtained through the Millikan and White [12] expressionhwit
the high-temperature correction for induction phenomendea
vised by Park [2]. The coupled vibration-chemistry-viliwat
(CVCV) model of Knab et al [13] has previously been imple-
mented inl i bgas2 for application to diatomic molecules with
unique vibrational temperatures. Modifications have beadem

to permit the use of this thermochemical coupling module for
polyatomic CQ molecules in the present work.

X2 expansion tunnel simulations

The computational approach for expansion tunnel simuiatio
implemented here considers four distinct stages — (1) free-
piston compression and primary diaphragm rupture, (2) high
pressure, low Mach number shock tube flow, (3) secondary di-
aphragm rupture, and (4) low pressure, high Mach number ac-
celeration tube, hypersonic nozzle and dumptank expansion
The first three stages involve all the important flow procssse
occurring at reasonably high pressuresx([100 kPa) and low
Mach numbers (M< 4). The in-house quasi-one-dimensional
Lagrangian codé1d2 [14] performs well in this regime, and is
therefore used for simulating the X2 expansion tunnel flow up
to and including the secondary diaphragm rupture.

Free-piston compression and shock tube flow

The quasi-one-dimensional nature of thed2geometry can
result in boundary layer heat loss being significantly under
estimated. Previous attempts at modelling the free-piston-
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Reactions Energy of reaction
Dissociation reactions
1 ChL+M<«<=CO+0+M -526 kJ/mol
2 CO+M<C+0+M -1073 kJ/mol
3 N +M<«<=N+N+M -941 kJ/mol
4 O+M«—=0+0+M -497 kJ/mol
5 NO+M<«<=N+O+M -628 kJ/mol
6 CN+M<=C+N+M -590 kJ/mol
7 GC+M«—=C+C+M -581 kJ/mol
Exchange reactions
8 NO+O<«<= N+0O, -162 kJ/mol
9 No+O<«<=N+0O, -319 kJ/mol
10 CO+0—=C+0O, -575 kJ/mol
11 CO+C«<Cy+0O -48 kd/mol
12 CO+N<=CN+O -321 kJ/mol
13 N, + C<=CN+N -193 kJ/mol
14 CN+O«<=NO+C -121 kJ/mol
15 CN+C<=Cy+N -11 kJ/mol
16 CQ+0<+= 0,+CO -231 kJ/mol
Associative ionisation reactions
17 N+ O<«= NO" +¢e” -265 kJ/mol
18 0+0+=0j +e" -670 kJ/mol
19 C+0+=CO"+e -275 kJ/mol
Charge exchange reactions
20 NO" + C<= NO +C" -193 kJ/mol
21 O +0<=0"+0, -150 kJ/mol
22 NO' + N < Ot +N -106 kJ/mol
23 NO" +0 <=0 +N -404 kJ/mol
24 CO+C «<CO"+C -261 kJ/mol
25 O +Cr«<=0f +C -78 kJ/mol
Electron-impact ionisation reactions
26 C+e <<= Cr+e +e -1087 kJ/mol
27 O+ <= 0" +e +e -1318 kJ/mol

Table 2: Neutral and ionic chemical reactions included & th
CO, — Ny reaction scheme [10].

pression of the driver gas have demonstrated this inadgguac
with the driver gas temperature at primary diaphragm rugotur
being unreasonably high. THeld2 simulation of the shock
tube flow is therefore begun at the moment of primary di-
aphragm rupture. The driver gas pressure and slug-length at
rupture are obtained from an idealised model of the fretpis
compression, whilst the temperature is obtained paracadiyi

by matching the experimentally measured primary shockdpee
Momentum loss at the primary diaphragm station area change i
accounted for through a loss-per-unit-length fad¢prof 0.25.
The CQ—Nj, test gas is described by an equilibrium equation-
of-state using the curve fits provided by the CEA program,[11]
as are the respective transport coefficients. The Ar—Heedriv
gas is described as a viscous mixture of ideal gases.

Light secondary diaphragm rupture

When the primary shock through the stagnant test gas reaches
the light secondary diaphragm, the first few millimeters of
shock-processed test gas are stagnated by the resultiecteef|
shock. For the condition at hand the ratio of the stagnated to
freestream density of the test gas is approximatefy: 10—
thus, taking area change into account and using the fre@stre
conditions from Table 1, the observed 1j5§of test flow origi-
nates from within the first 2 mm of stagnated test gas. It fadlo
that the subsequent expansion of this very small test gas vol
ume through the acceleration tube and nozzle must be mddelle
accurately.

Diaphragms are typically modelled ihld2 as fixed-wall
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Reflected shock
Tl
= - - -
£ 2 -
= e
N . Secondary shock
L Diaphragm
. Contact surface
'
/ i
i h Primary shock
L
Axial position, x
(a) Holding time model
)
£
=

Shock
Gas particle path
Diaphragm path

Axial position, x

(b) Inertial diaphragm model

Figure 3: Space-time diagrams of light secondary diaphragm
rupture in an expansion tube (adapted from Bakos and Morgan
[15]).

boundary conditions that can be triggered by exceeding a use
specified pressure difference between the two adjacent gas
slugs. Once triggered, the fixed-wall boundary conditiday s

in place for small period of time to allow the reflected shogk t
form, and then are removed to allow the adjacent gas slugs to
interact. This method of modelling diaphragms is referred t
as the holding-time model, and adequately captures the- phys
ical processes for most conditions. Bakos and Morgan [15]
demonstrated the limitations of the holding-time modebtigh
comparision with an inertial diaphragm model. Space-tiege r
resentations of both the holding-time and inertial diaghta
models are shown in Figure 3. The inertial diaphragm model
represents the diaphragm as an ideal piston — the diaphragm
shears cleanly at the tube wall, remains planar during its mo
tion and provides only inertial resistance to the expandasy

gas. Where a test gas particle immediately upstream of the se
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ondary diaphragm experiences an infinite rate of expangien u
der the holding-time model, the inertial diaphragm modelgh

the contact surface must accelerate to an asymptotic liveit o

a finite period of time. The duration a test gas particle spémd

the unsteady expansion directly determines the degreeeof th
mochemical relaxation experienced — large expansion rates
will result in frozen thermochemistry, while low expansiates

will tend towards equilibrium.

Fixed wall BC Secondary diaphragm Supersonic outflow BC

3

Stagnated test gas
P =10.3 MPa
T=4370K

¥

Air accelerator gas
P=8Pa
T=296K

85 mm

20 mm 1000 mm

Figure 5: Computational geometry for nonequilibrium La-
grangian simulations of thermochemical relaxation thiotlge
unsteady expansion.

Simulations of the unsteady expansion are performed with
the L1d2 code modified to handle gases in thermochemical
nonequilibrium. The high temperature correction for eétasbl-
lisions is omitted as it is not applicable in the relativelpder-

ate temperature range encounter€d<( 5000 K). A schematic

of theL1d2 geometry is shown in Figure 5. The reflected shock
processed test gas is represented as a 20 mm slug at the-stagna
tion conditions determined by the equilibriurhid2 simulations

of the shock tube. The selection of such a large slug length wa
done on the assumption that the reflected shock will protess t
first 2 mm of eventual test gas before the tail of the expansion
wave catches up. Therefore any pressure and entropy rélief e
fect on the reservoir of stagnated test gas is not capturedidy
analysis.

Acceleration tube, nozzle and dumptank flow

Another in-house codatbcns2 (a Multi-Block Compressible
Navier-Stokes solver) [16], is used for the low pressurghhi
Mach number acceleration tube, nozzle and dumptank flow.
nmbens?2 integrates the cell-centred finite-volume formulation of
the Navier-Stokes equations and has a shock-capturing abil
ity through the use of a limited reconstruction scheme and an
upwind-biased flux calculator. The computational domain is
subdivided into a number of interconnected blocks, as-illus
trated in Figure 4, which allows the calculation to be paral-
lelised over a cluster computer for improved computatiometi
This code has been used with success in the past for varieus ex
pansion tube [6, 7] and shock tube [17] conditions, usindy bot
equilibrium and finite-rate chemistry gas-models.

Although the holding-time secondary diaphragm rupture ehod
is expected to underestimate the thermochemical relaxatio



through the unsteady expansion, it provides a simple pre-
rupture flowfield that can be easily used as an initial coaditi
for the mbcns2 simulation. Using a holding-time of 18 the
stagnated test gas slug is calculated to be 4 mm long at miptur

A 4mm block thus precedes the acceleration tube, as shown

in Figure 4, which is filled with the equilibrium stagnatedte
gas conditions. The upstream face of this block is a trahsien
inflow boundary condition, applying the one-dimensionaiflo
solution from thelL1d2 simulation uniformally over the inflow
plane.

The single-temperature formulation of Park’s &@l, reaction
scheme is implemented for the Navier—Stokes simulation. Al
the neutral dissociation and exchange reactions listedleT2
(reactions 1 to 16) are included in the Navier—Stokes simula
tions. A simplified analysis of the steady nozzle expanson i
performed with the two-temperature gas model to assess-the v
brational state of the final test gas. A quasi-one-dimeradion
space-marching approach is adopted using the standardreons
vation equations for steady flow with an area change.

Bluntbody shock layer simulation

Theposhax (POst SHock relAXation) program is implemented
to calculate the one-dimensional shock relaxation problem
along the stagnation streamline of hypothetical bluntbtedy
articles. As the equilibrium post-shock temperature iseexgd

to be approximately 7000 K, ionisation and radiation may be
significant phenomena. The additional ionic reactionscfrea
tions 17 through 27 in Table 2) are therefore included in the r
action scheme, and radiation is coupled to the flowfield. Aspe
trally resolved radiation model has been developed under th
assumption of an optically-thin flowfield. The electronigpe
lations of both molecules and atoms are assumed to be dedcrib
by a Boltzmann distribution at the vibroelectronic tempera
Tve. Radiation is coupled to the flowfield solver through the
radiative source termQ;,q, and appears in both the total and
vibroelectronic energy conservation equations.

Radiator Transitions Source
CN B?st — X2zt (Violet) Jones [18]
A2 — X2t (Red) Golden [19]
Cco A2M — X1t (Fourth Positive)  Golden [19]
Co d3ng — a3ny (Swan) Golden [19]
C 42 bound-bound transitions Wiese [20]
0] 40 bound-bound transitions Wiese [20]

Table 3: Molecular band systems and atomic lines included in
the spectrally resolved, optically thin radiation model.

The molecular band systems and atomic lines considereein th
present analysis are summarised in Table 3. These tramsitio
were identified by Park et al [10] as contributing the bulk of
incident radiation to an aerocapture vehicle at 8 km/s. Atom
bound-free and free-free transitions are not consideretiif
analysis yet may be significant if substantial levels ofsatibn

are achieved.

Results and discussion

Lagrangian shock tube simulation

A driver slug length of 170 mm and piston velocity of 50 m/s
at primary diaphragm rupture was determined through an ide-
alised model of the free-piston compression. A driver skrg-
perature of 2800 K was selected through the matching of ex-
perimental conditions in a parametric analysis. A compamis

of theL1d2 and experimental static pressure history from shot
x2s248 is shown in Figure 6. Although the experimental data

shows a higher initial pressure rise for transducer ST1lglexc

lent agreement is shown for the first 8§@of flow 0.5m down-

stream at ST3.
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Figure 6: Comparision of static pressure traces from theokis
L1d2 CFD simulation with §iver = 2800K and shot x2s248
experimental data in the shock tube.

Secondary diaphragm rupture analysis

Equilibrium, nonequilibrium chemistry and nonequilibmiu
thermochemistry gas-models were implemented in the aisalys
of the secondary diaphragm rupture and subsequent unsteady
expansion. For the inertial-diaphragm simulations, thetact
surface was found to reach 95% of the assymptotic velocity
300us after rupture. The species concentrations at this time
were therefore taken to be representative of the fully edpén
conditions.
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Figure 7: Fully expanded test gas €Mass fractions following
secondary diaphragm rupture=¢ trypture +300us).

COp mass fraction distributions &t= tyypture+ 300usfor each

of the Lagrangian simulations conducted are shown in Fig-
ure 10. Tye was found to equilibriate very quickly t&,, and
there is little difference between the G@nass fractions ob-
tained from the nonequilibrium chemistry and thermochem-
istry simulations. The equilibrium gas-model simulaticare
seen to predict unrealistically high levels of recombioatias
the chemistry is decoupled from the transient evolutionhef t
unsteady-expansion. The equilibrium results have no physi
relevance and will not be considered further.

Of considerable interest is the disparity shown betweerirthe
ertial and holding-time diaphragm models. The holdingetim
model predicts lower levels of CQecombination, with a much
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Figure 8: Comparision of computational and experimentespures through the acceleration tube and nozzle.

more pronounced variation over the slug when compared to the
relatively uniform inertial-diaphragm results. This shothat

the holding-time model predicts unrealistically large axgion
rates for the test gas particles immediately upstream ofé¢lce
ondary diaphragm prior to rupture. The holding-time recemb
nation levels begin to approach that of the inertial diaghra
simulations only at the very end of the test slug. From tha-an
ysis it can be seen implementing a holding-time rupture rhode
for the condition at hand will result in Cevels being under-
predicted by between 25% and 4% over the test time.

Navier-Stokes expansion tunnel simulation

Viscous Navier-Stokes simulations of the expansion tufioel
were conducted with finite-rate chemistry and a pre-rupture
flowfield described by thé1d2 solution with a holding-time
secondary diaphragm. Initial simulations with 874500 cells

in the acceleration tube and a stagnated test gas slug lehgth
2mm resulted in unphysical pockets of hot, low density gas
forming along the axisymmetric axis. Increasing the cedtdi
tribution to 43 x 5155 (1 mm squares, average) reduced this
phenomena slightly, however disturbances were still oleskr
during the test time. The test gas slug length was increased t
4 mm, corresponding to a hold-time of 1% and the distur-
bances no longer formed during the test time. The stabifity o
the flow during the test time for this final simulation is illus
trated in the contours of pressure through the nozzle, Eigur

A comparision of therbcns2 solution with experimentally ob-
tained pressure traces is shown in Figure 8. The freestream c
ditions from this simulations are shown in Table 1. The simu-
lated secondary shock is seen to agree well with that frorh sho
x2s247 which is close to the mean of the sample population. Ex
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cellent agreement with experiment is shown for both statit a
Pitot pressure at the nozzle exit for the first 26®f flow. The
simulated Pitot pressure profile 100 mm downstream of the noz
zle exit shows reasonable agreement with that obtaineddhro
the experimental Pitot pressure survey. For the centrant@®0
of flow a test article is likely to occupy slight property vation
exists, most noticeably at the extremities which has Pitesp
sure 10% higher than at the central axis. Overall, the nanequ
librium nmbcns2 simulation shows sufficient correlation with ex-
periment to justify use of the obtained freestream conatifor
simulating the bluntbody shock layer.

Nonequilibrium nozzle expansion analysis

The nozzle entrance conditions from the finite-reiens2 sim-
ulation were used as the initial conditions for thermal roprie
librium, quasi-one-dimensional simulations of the steadg-
zle expansion. The physical contour of the nozzle was used to
calculate the flow area at each axial location, although ét-re
ity boundary layer development can result in the apparezd ar
being considerably smaller. The temperature profiles shawn
Figure 10 indicate the the transrotational and vibroetettr
modes have insufficient time to completely equilibriateinigir
the expansion, although the nonequilibrium temperatundg o
differ from the equilibrium temperature k1%. Such a small
deviation from equilibrium is not anticipated to have sfgrant
influence on post-shock flow behaviour.

Radiating shock layer analysis

The freestream conditions obtained from the finite-rdatens 2
simulation, as shown Table 1, are used for one-dimensional
space-marching analysis’s of the near post-shock regicedif
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Figure 10: Test gas temperature evolution through the hkyper
sonic nozzle for both single- and two-temperature gas-tsode

ating shock layers formed over hypothetical test artic(epti-
cally thin and radiatively coupled flowfields have been as=iim
for all simulations, and therefore the maximum possibleéaad
tive cooling effect is modelled.

The post-shock flow behaviour for hypothetical test models
with various nose radii and corresponding flight conditions
based on binary-scaling are compared in Figure 11. A flight
length scald_f|ign; of 1000 mm has been selected for all con-
ditions — through matching of the binary-scaling parameter
between flight and experiment, the flight density for eactenos
radii is determined. An effective flight velocityd = \/2hotal)

of 7030 m/s is used for all conditions. An ideal experiment is
also defined to assess the influence of thermochemicallyeeci
freestream flow — this is a hypothetical binary-scaled cthodi
where the freestream temperature, composition and vgleit
identical to that encountered in flight. The trends in noretim
sionalised distance to peak intensikyeax for various length
scale ratios are illustrated in Figure 11a. The ideal expeni
and flight conditions match up almost exactly, indicatindi+a
ation coupling has little influence on the initial excitatipro-
cessesxpeakdistances from the experiment conditions are con-
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1200us

Static pressure contours through the hypersagzla during the first 10Qsof test time.

sistently further than for the flight conditions, with thdatve
difference remaining constant for the full range of lengthle
ratios. The radiative heat flux,q obtained from a tangent-slab
analysis at the estimated wall location4l0) is shown in Fig-

ure 11b. The ideal and experiment condition trends are very
similar over the majority of the length scale ratios conséde
while the flight radiative heat flux levels are consistentiyér.

This indicates radiation-flowfield coupling is much stronfye

the flight cases than in the subscale experiment — this is to be
expected as the flight Goulard numbers are much higher due to
the scaling up of density in the experiments. At length scale
ratios below 1:50 experimental radiative heat flux levels ar
over twice the anticipated flight levels, while at lengthleca
ratios above 1:10 flight levels are only overestimated by 20%
or less. These results indicate that a thermochemicallitezkc
freestream and the disparity in radiation-flowfield couglin-
troduced by binary-scaling prevent similiarity with fligifrtom
being achieved.

Concluding remarks

A hybrid Lagrangian and Navier—Stokes simulation techaiqu
has been shown to perform adequately for a 25MJ/kg-€0O
N> expansion tunnel condition. The unsteady expansion of
the test gas following secondary diaphragm rupture is, how-
ever, incorrectly described by a holding-time rupture mode
Future simulations of this condition will implement an iner
tial diaphragm model to describe the pre-rupture flowfield fo
Navier—Stokes simulations of the acceleration tube, moand
dumptank flow. Slight thermal nonequilibrium is shown to de-
velop through the steady nozzle expansion, Wik and Tiy
deviating by up tot+1% from the equilibrium temperaturt.

As this deviation is much smaller than the simulated vaorati

of T over the test time, the assumption of thermal equilibrium
is adequate. The obtained freestream conditions have been
assessed for application to proposed bluntbody specipgsco
and subscale aeroshell experiments through a one-dinmeisio
space-marching shock layer analysis. The chemically and vi
brationally excited freestream test gas is found to preegatt
thermochemical similarity from being achieved, and thersgr
radiation—flowfield coupling predicted for the flight condits
cannot be reproduced experimentally. Irrespective of exac
thermochemical similiarity with flight, expansion tunnedvls
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Figure 11: Comparision of subscale and flight shock layeapaters for various length-scale ratios.

provide a valuable experimental reference for the couptihg
chemical kinetic and radiation models to flowfield solverst-F
ther analysis needs to be conducted to determine the appropr
ateness of validating chemical kinetic models againstrigina
scaled conditions for application to true flight conditions
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