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## Preface

In blind source separation (BSS) problems one observes $M$ mixtures of $m$ sources and aims to recover the original sources from the available observations, where the blindness refers to the fact that neither the sources nor the mixing weights are known. BSS appears in many different applications and is a widely discussed topic in the signal processing, but also in the statistics literature. A prominent example is the separation of a mixture of audio or speech signals, which has been picked up by several microphones, simultaneously. In this case the different speech signals correspond to the sources and the recordings of the microphones to the mixture of signals with unknown mixing weights. From this mixture the individual signals have to be separated. To ensure identifiability various assumptions on the sources exist. Among the most well known are stochastic independence, as in independent component analysis (Comon, 1994), non-negativity, as in non-negative matrix factorization (Lee and Seung, 1999), and sparsity of the signals (Li et al., 2006).

Fundamental to this thesis is a different assumption which has received relatively few attention so far: It is assumed that the sources take only values in a known finite set, called the alphabet. This is denoted as finite alphabet blind separation (FABS). FABS occurs in many applications, for instance in digital communications with mixtures of multilevel pulse amplitude modulated digital signals (Talwar et al., 1996; Sampath et al., 2001). The main motivation for this thesis, however, comes from cancer genetics, where one aims to infer copy number aberrations of different clones in a tumor (Liu et al., 2013).

The first part of this thesis in Chapter 2 provides identifiability conditions for FABS. In Chapter 3 FABS is considered in a statistical change-point regression setting for single mixtures ( $M=$ 1). Estimators for sources and mixing weights with almost optimal convergence rates and confidence statements for all quantities are derived. Moreover, a consistent model selection procedure and lower confidence bounds for the number of sources are proposed. For arbitrary number of sources $M$ (without a change-point regression structure) FABS can be reformulated as a linear model where the design matrix is only known up to a selection matrix, a model which recently has perceived great interest (Marques et al., 2009; Unnikrishnan et al., 2015; Pananjady et al., 2016, 2017). When the number of sources $m$ is fixed and both, number of observations and mixtures $M$, tend to infinity, in Chapter 4 minimax prediction and estimation rates are obtained. The theoretical results of this thesis are accompanied by algorithms in Chapter 5, a simulation study in Chapter 6, and a real data example from cancer genetics in Chapter 7. An outlook and discussion for further research is given in Chapter 8.

Previous publications Large parts of this thesis have already been published in (Behr and Munk, 2017a), (Behr et al., 2017), and (Behr and Munk, 2017b). Behr and Munk (2017a) consider the identifiability issue, Behr et al. (2017) consider FABS in a statistical change-point regression setting, and Behr and Munk (2017b) consider minimax rates for FABS with multiple mixtures. More precisely, parts of Chapter 1, Section 2.1, Section 2.3.1, and Section 2.4.1 are taken from (Behr and Munk, 2017a) with few modifications. Parts of Chapter 1, some parts of Section 2.2, Chapter 3 (apart from Section 3.6), some parts of Section 5.1, Section 6.1, and the first part of Chapter 7 are taken from (Behr et al., 2017) with few modifications. Parts of Chapter 1, some parts of Section 2.2 and 2.3, Chapter 4, Section 5.2, Section 6.3, and parts of Chapter 8 are taken from the preprint (Behr and Munk, 2017b) with few modifications.
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## CHAPTER 1

## Introduction

This thesis provides statistical methodology for the Finite Alphabet Blind Separation (FABS) problem, where one aims to recover the underlying unknown mixing weights and unknown finite alphabet sources from a linear mixture. More precisely, for a given (ordered) set $\mathfrak{A}=$ $\left\{a_{1}, \ldots, a_{k}\right\} \subset \mathbb{R}$ of distinctive values $a_{1}<\ldots<a_{k}$, denoted as the alphabet, we consider the mixture structure

$$
\begin{equation*}
g=f \omega=\sum_{i=1}^{m} f^{i} \omega_{i}, \tag{1.1}
\end{equation*}
$$

with sources $\boldsymbol{f}=\left(\boldsymbol{f}^{1}, \ldots, \boldsymbol{f}^{m}\right) \in \mathfrak{2}^{n \times m}$, which are known to take only values in the given alphabet $\mathfrak{A}$. The mixing weights $\boldsymbol{\omega}=\left(\boldsymbol{\omega}_{1}, \ldots, \boldsymbol{\omega}_{m}\right)^{\top} \in \mathbb{R}^{m \times M}$ are arbitrary numbers. Further, $n$ is the number of samples, $\boldsymbol{m}$ is the number of sources, and $M$ is the number of mixtures. The aim in FABS is to infer from (a possibly noisy version of) the mixture $\boldsymbol{g}$ and the alphabet $\mathfrak{U}$

1. the number of sources $\boldsymbol{m}$,
2. the mixing weights $\boldsymbol{\omega}=\left(\omega_{1}, \ldots, \omega_{m}\right)^{\top}$,
3. and the sources $f=\left(f^{1}, \ldots, f^{m}\right)$.

Before introducing FABS further, including details on identifiability, statistical modeling, and inference, we give some motivating examples.

### 1.1 Applications

FABS appears in many different areas, for instance in digital communications and multiuser detection (Proakis, 2007; Talwar et al., 1996; Verdu, 1998; Zhang and Kassam, 2001; Sampath et al., 2001). In wireless digital communication, several digital signals (e.g., binary signal with $\mathfrak{A}=\{0,1\}$ ) are modulated (e.g., with pulse amplitude modulation (PAM)), transmitted through several wireless channels (each having different channel response), and received by (several) antennas. In signal processing this is known as MIMO (multiple input multiple output) and (ignoring time shifts, i.e., considering instantaneous mixtures) can be described by FABS when the channel response is unknown, see (Talwar et al., 1996; Love et al., 2008). Here, the $\boldsymbol{m}$ sources correspond to $\boldsymbol{m}$ digital signals $\boldsymbol{f}^{1}, \ldots, \boldsymbol{f}^{m}$ and the $M$ mixing vectors $\boldsymbol{\omega}_{\cdot 1}, \ldots, \boldsymbol{\omega}_{\cdot M}$ correspond to the response of $M$ different channels. The $M$ mixture signals $\boldsymbol{g}_{\cdot 1}, \ldots, \boldsymbol{g}_{\cdot}$ correspond to the received signals at $M$ different antennas (usually corrupted by noise).


Figure 1.1: Illustration of a FABS problem in cancer genetics.

The major motivation, however, for this thesis comes from a cooperation with the Wellcome Trust Centre for Human Genetics at the University of Oxford in the field of cancer genetics, namely, from assigning copy number aberrations (CNA's) in cell samples taken from tumors to its clones (Yau et al., 2011; Carter et al., 2012; Liu et al., 2013; Ha et al., 2014). In Chapter 7, we decompose a cancer tumor into its clones with the proposed method.

CNA's refer to stretches of DNA in the genome of cancer cells which are under copy number (CN) variation, that is, some parts of the genome are either deleted or multiplied (relative to the inherited germline state present in normal tissue). This is illustrated in Figure 1.1. The yellow cartoon represents normal tissue (healthy cells). Each region of its DNA appears exactly twice, as there are two copies of each chromosome. Hence, the green, red, and blue marked regions in its DNA all have CN 2. The orange cartoon represents tumor cells with a duplication of the red region. Hence, its red region has CN 3 , while the blue and the green region have (normal) CN 2. The pink cartoon represents tumor cells with a deletion of the blue region in its DNA. Hence, its blue region has CN 1 , while the green and red region have CN 2 . In total, the CN of a tumor (that is the number of copies of DNA stretches at a certain locus) of a single clone's genome is a step function mapping chromosomal loci to a value $i \in\{0,1, \ldots, k\}$ corresponding to $i$ copies of DNA at a locus, with reasonable biological knowledge of $k$. For instance, in the data example which will be analyzed in Chapter 7 the maximal CN is $k=5$. CNA's are known to be key drivers of tumor progression through the deletion of "tumor suppressing" genes and the duplication of genes involved in processes such as cell signaling and division. Understanding where, when and how CNA's occur during tumorgenesis, and their consequences, is a highly active and important area of cancer research, see e.g., (Beroukhim et al., 2010).

CNA's can be measures with whole genome sequencing (WGS), where the DNA is fragmented into pieces, the single pieces are sequenced using short "reads", and the reads are aligned to a reference genome by a computer. Thus, for example, in a region with CN 1 there are (on average) only half as many reads aligned as in a region with CN 2 (see Figure 1.1 for an illustration). Modern high-throughput technologies allow for routine WGS of cancer samples and major international efforts are underway to characterize the genetic make up of all cancers,
for example The Cancer Genome Atlas, http://cancergenome.nih.gov/.
A key component of complexity in cancer genetics is the "clonal" structure of many tumors (heterogeneity), which relates to the fact that tumors usually contain distinct cell populations of genetic sub-types (clones) each with a distinct CNA profile, see e.g., (Greaves and Maley, 2012; Shah et al., 2012). This is illustrated in Figure 1.1, where the tumor sample originates from three different types of DNA: the normal tissue (represented by the yellow cartoon) and two different cancer clones each with different CNA's (represented by the orange and pink cartoon). High-throughput sequencing technologies act by bulk measurement of large numbers of pooled cells in a single sample, extracted by a micro-dissection biopsy (or blood sample for hematological cancers). Hence, for WGS data of a heterogeneous tumor the number of reads at a certain locus is proportional to the sum of the CN's of the single clones at that locus weighted by the relative proportion of each clone in the cell sample.
Summing up, with the notation of FABS in (1.1), in this example the number of sources $\boldsymbol{m}$ corresponds to the number of clones (plus normal tissue), the source functions $f^{i}$ correspond to the CN profile of the single clones (with CN's only taking values in the finite alphabet $\{0,1,2, \ldots, k\})$, the mixing weights $\omega_{i}$ correspond to the relative proportion of the clone in the tumor, and the mixture $\boldsymbol{g}$ corresponds to the overall CN of the tumor. If a cell sample of a tumor is taken at several locations or time points (each with a possibly different relative proportion of the single clones), this correspond to FABS with several mixtures, where $M$ is the number of different probes.
The estimation of the mixed function $\boldsymbol{g}$, i.e., estimating the locations of varying overall CN's, has perceived considerable interest in the past, see (Olshen et al., 2004; Zhang and Siegmund, 2007; Tibshirani and Wang, 2008; Jeng et al., 2010; Chen et al., 2011; Yau et al., 2011; Niu and Zhang, 2012; Frick et al., 2014; Du et al., 2015). However, the corresponding demixing problem, that is, jointly estimating the number of clones, their proportion, and their CNAs, has been only recognized more recently as an important issue and hence received very little attention in a statistical context so far and is a major motivation for this thesis.
We illustrate the ability of the procedure which will be proposed in this thesis (called SLAM) to recover the number of clones, their relative proportion, and their CNA's by utilizing it on real genetic sequencing data (see Chapter 7). In collaboration with the University of Oxford, we analyzed a data set from a colorectal cancer, which comes from two different clones and normal tissue. The data has the special feature that sequencing data of the single clones is available, something which is not the case for patient cancer samples. Figure 1.2 shows raw data of chromosomes 4, 5, 6, 18 and 20. The $x$-axis represents the position on the chromosome and the $y$-axis the number of reads at a certain position (recall the illustration in Figure 1.1). The top row shows data which comes from normal tissue (germline) and the subsequent rows show two different clones. As sequencing produces artifacts, we preprocess the data with a smoothing filter and binning (see Chapter 7 for details). Dividing the data by the average number of reads per CN , which is 26 for normal tissue and 14 for the clones in this example, yields baseline correction. The resulting data is displayed in Figure 1.3, where the first row shows a mixture with mixing weights $\boldsymbol{\omega}^{\top}=\left(\boldsymbol{\omega}_{\text {Normal }}, \boldsymbol{\omega}_{\text {Clone1 }}, \boldsymbol{\omega}_{\mathrm{Clone} 2}\right)=(0.2,0.35,0.45)$. Only the


Figure 1.2: Raw WGS data from cell line LS411. Displayed are chromosomes 4,5,6,18, and 20. The $x$-axis represents the position on the chromosome and the $y$-axis the number of reads at a certain position. Top row: germline data. Row 2 and 3: two different clones.


Figure 1.3: Preprocessed WGS data from Figure 1.2. Top row: total CN of the mixture with $\boldsymbol{\omega}^{\top}=\left(\boldsymbol{\omega}_{\text {Normal }}, \omega_{\text {Clone1 }}, \omega_{\text {Clone2 }}\right)=(0.2,0.35,0.45)$. Second row: germline data. Row 3 and 4: two different clones. The red lines show SLAM's estimates. Threshold parameters, as explained in the following, were $q_{n}(\alpha)=-0.15$ (selected with MVT-method from Section 3.5) and $q_{n}(\beta)=20$.
data in the first row of Figure 1.3 enters the estimation procedure, the data of the single clones in subsequent rows serves as ground truth and is used for validation only. SLAM estimates the
number of components $\boldsymbol{m}=3$ correctly, the mixing weights as $\hat{\omega}=(0.11,0.36,0.52)$, and the CNA profile as the red lines in Figure 1.3. This shows that SLAM can provides accurate estimates for the number of clonal components, their relative proportion, and their CNA profiles, something which has not been obtainable prior to now.

### 1.2 Finite alphabet blind separation

In the following, we introduce FABS in more detail. In FABS the unknown weights $\boldsymbol{\omega}$ and unknown sources $\boldsymbol{f}$ are not identifiable from the mixture $\boldsymbol{g}$, in general, even if the number of sources $\boldsymbol{m}$ is known. Consequently, in order to to achieve the goals 1.-3. the first major task in FABS is to impose conditions on both, $\boldsymbol{\omega}$ and $\boldsymbol{f}$, which guarantee identifiability and stable recovery, see Section 1.3.1 and Chapter 2. Motivated from the application in cancer genetics, where $\boldsymbol{\omega}$ corresponds to physical mixing proportions, we assume that the weights $\boldsymbol{\omega}_{i}$ are positive and sum up to one. This assumption simplifies identifiability conditions to decompose $\boldsymbol{\omega}$ and $\boldsymbol{f}$ uniquely. Results for arbitrary weights are given in Section 2.4.1. More precisely, for a given number of sources $\boldsymbol{m}$ and a given number of mixtures $M$, the set of possible mixing weights $\boldsymbol{\omega}$ is defined as

$$
\begin{equation*}
\Omega_{m, M}:=\left\{\omega \in \mathbb{R}_{+}^{m \times M}: 0<\left\|\omega_{1} \cdot\right\| \leq \ldots \leq\left\|\omega_{m} \cdot\right\|, \sum_{i=1}^{m} \omega_{i j}=1 \forall j=1, \ldots, M\right\} \tag{1.2}
\end{equation*}
$$

For a single mixture ( $M=1$ ) we define $\Omega_{m}:=\Omega_{m, 1}$. Note that a fixed ordering of the rowsums is necessary as otherwise for any permutation matrix $P$ one finds that $\boldsymbol{g}=\boldsymbol{f} \boldsymbol{\omega}=\boldsymbol{f} P P^{-1} \boldsymbol{\omega}$ with $\boldsymbol{\omega}$ and $P^{-1} \omega$ both valid mixing weights. We address FABS for two statistical settings.

1. A univariate change-point (c.p.) regression setting with one mixture $(M=1)$. That is, the weights $\omega_{i}$ in (1.1) are one-dimensional such that a single mixture $\boldsymbol{g}$ of the sources $f^{1}, \ldots, f^{m}$ is observed. In this setting, the sources $\boldsymbol{f}^{i}$ and the mixture $\boldsymbol{g}$ are assumed to be piecewise constant functions mapping from the interval $[0,1)$ to $\mathbb{R}$. This allows to allocate local information about the unknown weights $\boldsymbol{\omega}$ and sources $\boldsymbol{f}$ from the step function $\boldsymbol{g}$. Such a setting appears, for instance, in the CNA-example explained in Section 1.1, where a piecewise constant source function $f^{i}$ corresponds to the CNA profile of a clone in some tumor, from which a single $(M=1)$ probe is available.
2. Multivariate $F A B S$ with several mixtures $(M \geq 1)$. That is, the weights $\boldsymbol{\omega}_{i}$ in (1.1) are $M$ dimensional such that one observes $M$ mixtures $\boldsymbol{g} \cdot \mathbf{1}, \ldots, \boldsymbol{g}_{\cdot M}$ of the sources $\boldsymbol{f}^{1}, \ldots, \boldsymbol{f}^{m}$. Here, $\boldsymbol{f}$ is regarded as an arbitrary matrix in $\mathfrak{A}^{n \times m}$ (without c.p. structure). Such a setting appears, for instance, in wireless digital communications (recall Section 1.1), where MIMO techniques use several antennas $(M \geq 1)$ to separate digital $(\mathfrak{H}=\{0,1\})$ signals $\boldsymbol{f}^{i}$ from $\boldsymbol{m}$ sources, each being an arbitrary sequence of 0 's and 1 's.

Change-point regression setting The Statistical Blind Separation Regression (SBSR) model assumes independent observations

$$
\begin{equation*}
Y_{j}=\boldsymbol{g}\left(x_{j}\right)+\epsilon_{j}, \quad j=1, \ldots, n \tag{1.3}
\end{equation*}
$$

for fixed sampling points $x_{j}:=(j-1) / n$ and independent, identically distributed (i.i.d.), additive Gaussian error terms $\left(\epsilon_{1}, \ldots, \epsilon_{n}\right)^{\top} \sim \mathcal{N}\left(0, \sigma^{2} I_{n \times n}\right)$, with standard deviation $\sigma>0$. The true underlying regression function $\boldsymbol{g}$ is assumed to be of FABS mixture structure as in (1.1). The $\boldsymbol{m}$ source functions $\boldsymbol{f}^{i}, i=1, \ldots, \boldsymbol{m}$, consist of arrays of constant segments, i.e., step functions with unknown jump sizes, numbers, and locations of c.p.'s. More precisely, for an alphabet $\mathfrak{A}$ each source function is in the class of step functions on $[0,1)$

$$
\begin{equation*}
\mathcal{S}(\mathfrak{H}):=\left\{\sum_{j=0}^{K} \theta_{j} \mathbb{1}_{\left[\tau_{j}, \tau_{j+1}\right)}: \theta_{j} \in \mathfrak{A}, 0=\tau_{0}<\ldots<\tau_{K}<\tau_{K+1}=1, K \in \mathbb{N}\right\} . \tag{1.4}
\end{equation*}
$$

Note that this implies that for each source function the number $K\left(f^{i}\right)$ of c.p.'s is assumed to be finite, possibly different, and unknown. We assume $\theta_{j} \neq \theta_{j+1}$ for $j=0, \ldots, K$ to ensure identifiability of the c.p.'s $\tau_{j}$. Moreover, define the set of all possible (linear) mixtures with $\boldsymbol{m}$ components each in $\mathcal{S}(\mathfrak{H})$ as

$$
\begin{equation*}
\mathcal{M}_{m}:=\mathcal{M}_{\boldsymbol{m}}(\mathfrak{H})=\left\{f \omega=\sum_{i=1}^{m} \omega_{i} f^{i}: \omega \in \Omega_{m} \text { and } f \in \mathcal{S}(\mathfrak{H})^{m}\right\} \tag{1.5}
\end{equation*}
$$

For a set $\tilde{\Omega} \subset \Omega_{m}$ we define $\mathcal{M}_{m}(\mathfrak{H}, \tilde{\Omega})$ analogously.


Figure 1.4: Mixture $\boldsymbol{g}=0.11 \boldsymbol{f}^{1}+0.29 \boldsymbol{f}^{2}+0.6 \boldsymbol{f}^{3}$ with observations $Y$ (gray dots), and sources $\boldsymbol{f}^{1}, \boldsymbol{f}^{2}, \boldsymbol{f}^{3}$ from Example 1.2.1 (from top to bottom). A separable region is marked blue.

Example 1.2.1. In Figure 1.4 a mixture $\boldsymbol{g}$ with $\boldsymbol{\omega}^{\top}=(0.11,0.29,0.6)$ of $\boldsymbol{m}=3$ sources $\boldsymbol{f}^{1}$, $\boldsymbol{f}^{2}, \boldsymbol{f}^{3}$, taking values in the alphabet $\mathfrak{H}=\{0,1,2\}$, is displayed. Normal noise with $\sigma=0.22$ is added according to the $\operatorname{SBSR}$ model (1.3), $n=7680$. The marked blue region shows a separable region, which guarantees identifiability of $\boldsymbol{\omega}$ from $\boldsymbol{g}$ (see Section 1.3.1).

In Chapter 3 for the SBSR model we will address estimation of

1. the number of source components $\boldsymbol{m}$,
2. the weights $\boldsymbol{\omega}=\left(\boldsymbol{\omega}_{1}, \ldots, \omega_{m}\right)^{\top}$ and
3. the source functions $\boldsymbol{f}^{i}, i=1, \ldots, \boldsymbol{m}$, i.e. their
(a) number of c.p.'s $K\left(\boldsymbol{f}^{i}\right)$,
(b) c.p. locations $\tau_{j}^{i}, j=1, \ldots, K\left(f^{i}\right)$, and
(c) function values $f^{i}(x)(\in \mathfrak{H})$ at locations $x \in[0,1)$.

In addition, we will construct
4. uniform lower confidence bounds for $\boldsymbol{m}$,
5. uniform confidence regions $C_{1-\alpha}$ for the weights $\boldsymbol{\omega}$, and
6. asymptotically uniform multivariate confidence bands for the sources $f=\left(f^{1}, \ldots, f^{m}\right)$.

Multivariate FABS FABS can be considered in a multivariate matrix factorization setting, where the sources $\boldsymbol{f}$ are associated with an unknown matrix $\boldsymbol{F} \in \mathfrak{H}^{n \times m}$ and the mixing weights with an unknown matrix $\boldsymbol{\omega} \in \Omega_{m, M} \subset \mathbb{R}^{m \times M}$. In Multivariate finite Alphabet Blind Separation (MABS) one models an observation matrix $Y \in \mathbb{R}^{n \times M}$ as

$$
\begin{equation*}
Y=\boldsymbol{F} \boldsymbol{\omega}+Z \tag{1.6}
\end{equation*}
$$

with unknown source matrix $\boldsymbol{F} \in \mathfrak{A}^{n \times m}$, unknown weight matrix $\boldsymbol{\omega} \in \Omega_{\boldsymbol{m}, M}$, and additive noise matrix $Z \in \mathbb{R}^{n \times M}$, which in this work is assumed to be i.i.d. Gaussian, that is $Z_{i j} \sim \mathcal{N}\left(0, \sigma^{2}\right)$ for $i=1, \ldots n, j=1, \ldots, M$. Note that this corresponds to a multivariate linear model with design matrix $\boldsymbol{F}$ and parameter matrix $\boldsymbol{\omega}$, with the additional difficulty that the design matrix $\boldsymbol{F}$ is not completely known. Namely, only a finite set of possible values (the alphabet) for the entries of the design matrix $\boldsymbol{F}$ is given.

### 1.3 Main results

This section gives an overview of the main results of this thesis. Throughout the following bold letters $\boldsymbol{m}, \boldsymbol{f}$ (or $\boldsymbol{F}$ ), $\boldsymbol{\omega}, \boldsymbol{g}$ denote the underlying truth of the observations $Y$ in (1.3) and (1.6), respectively. For simplicity, we use the same notation in Chapter 2, where identifiability of FABS is analyzed (independent of a specific data model as in (1.3) and (1.6)), to distinguish between two different mixtures $(\boldsymbol{f}, \boldsymbol{\omega})$ and $(f, \omega)$. Moreover, throughout the following, we assume a fixed, given (ordered) alphabet $\mathfrak{A}$, where w.l.o.g. $a_{1}=0$ and $a_{2}=1$, that is

$$
\begin{equation*}
\mathfrak{A}=\left\{0,1, a_{3}, \ldots, a_{k}\right\} \quad \text { with } \quad 1<a_{3}<\ldots<a_{k} . \tag{1.7}
\end{equation*}
$$

Otherwise, one may instead consider the observations $\left(Y_{j}-a_{1}\right) /\left(a_{2}-a_{1}\right)$ with alphabet $\mathfrak{A}=$ $\left\{0,1, \frac{a_{3}-a_{1}}{a_{2}-a_{1}}, \ldots, \frac{a_{k}-a_{1}}{a_{2}-a_{1}}\right\}$ in (1.3) and (1.6).

### 1.3.1 Identifiability

A minimal requirement underlying any recovery algorithm of $\boldsymbol{m}, \boldsymbol{f}$ and $\boldsymbol{\omega}$ from (a possibly noisy version of) $\boldsymbol{g}$ in (1.1) to be valid is identifiability, that is, a unique decomposition of the mixture $\boldsymbol{g}$ into finite alphabet sources $\boldsymbol{f}$ and weights $\boldsymbol{\omega}$. For illustration, consider a binary alphabet $\mathfrak{A}=\{0,1\}$ with two sources $\boldsymbol{m}=2$ and a single mixture $M=1$. The red line in Figure 1.5 shows an example of a possible mixture $\boldsymbol{g}$. The question is as following: Is it possible to uniquely recover the underlying weights $\boldsymbol{\omega}$ and sources $\boldsymbol{f}$ from the mixture $\boldsymbol{g}=\boldsymbol{f} \boldsymbol{\omega}$ ? Or may there exist $(\omega, f) \neq(\boldsymbol{\omega}, \boldsymbol{f})$ such that $\boldsymbol{g}=\boldsymbol{f} \boldsymbol{\omega}=f \omega$ ? In this example the answer is simple: The smallest possible function value for $\boldsymbol{g}$ is 0 , which corresponds to both sources taking the smallest alphabet value $f^{1}=f^{2}=0$. Analog, when $f^{1}=0$ and $f^{2}=1, g$ takes the second smallest possible value, namely $\boldsymbol{\omega}_{1}$ (recall that $0 \leq \boldsymbol{\omega}_{1} \leq \boldsymbol{\omega}_{2}$ and $\boldsymbol{\omega}_{1}+\boldsymbol{\omega}_{2}=1$ ). Similar, the third smallest value for $\boldsymbol{g}$ equals $\boldsymbol{\omega}_{2}$ with $\boldsymbol{f}^{1}=0, \boldsymbol{f}^{2}=1$ and the largest value equals 1 with $f^{1}=f^{2}=1$. Thus, one can (almost) always uniquely identify $\boldsymbol{\omega}$ and $f$ from $\boldsymbol{g}$. There are just two situations where this goes wrong:

1. If $\boldsymbol{\omega}_{1}=\boldsymbol{\omega}_{2}$, one cannot distinguish from $\boldsymbol{g}$ whether $\boldsymbol{f}^{1}=0, \boldsymbol{f}^{2}=1$ or $\boldsymbol{f}^{1}=1, \boldsymbol{f}^{2}=0$.
2. If $\boldsymbol{f}^{1}=\boldsymbol{f}^{2}$, one cannot obtain $\omega_{1}, \boldsymbol{\omega}_{2}$.

Consequently, in order to guarantee identifiability (in this simple example), we have to assume that these two situations do not occur. That is, we need to exclude from the parameter space the single weight vector $\boldsymbol{\omega}=(0.5,0.5)$ (the only one with $\left.\boldsymbol{\omega}_{1}=\boldsymbol{\omega}_{2}\right)$ and sources $\boldsymbol{f}=\left(\boldsymbol{f}^{1}, \boldsymbol{f}^{2}\right)$ with equal components $f^{1}=f^{2}$ (or equivalently $\omega_{1}, \omega_{2} \notin \operatorname{imag}(g)$ ). Clearly, this is not very restrictive, in most situations.
Now we turn to the general case, of arbitrary $\mathfrak{A}, \boldsymbol{m}$, and $M$. It turns out that identifiability has a complete combinatorial characterization via the given alphabet, see Section 2.1.1 (Theorem 2.1.3), and that the above assumptions can be extended to a universal (for any $\mathfrak{A}, \boldsymbol{m}, M$ ) simple sufficient condition, called separability, which guarantees identifiability even when the number of sources $\boldsymbol{m}$ is unknown (see Section 2.1.2, Theorem 2.1.5, Theorem 2.1.9).
First, we discuss conditions on $\boldsymbol{\omega}$. For fixed $\boldsymbol{\omega}$ the mixture $\boldsymbol{g}$ can take any of at most $k^{\boldsymbol{m}}$ (recall that the alphabet $\mathfrak{A}$ has size $k$ ) values of the form $e \boldsymbol{\omega}=\sum_{i=1}^{m} e_{i} \boldsymbol{\omega}_{i}$ with $e=\left(e_{1}, \ldots, e_{m}\right) \in \mathfrak{A}^{m}$ (elements in $\mathfrak{A}^{m}$ are considered as row vectors). Clearly, if for any two $e \neq e^{\prime} \in \mathfrak{A}^{m}$ it holds that $e \boldsymbol{\omega}=e^{\prime} \boldsymbol{\omega}$, then $\boldsymbol{f}$ is not identifiable as it cannot be distinguished from $\boldsymbol{g}$ whether $\boldsymbol{f}=e$ or $\boldsymbol{f}=e^{\prime}$. For the situation where $e \boldsymbol{\omega}$ is corrupted by noise as in the $\operatorname{SBSR}$ (1.3) and MABS model (1.6), it is important to understand stability when any two of these values are very close, that is, $\left\|e \boldsymbol{\omega}-e^{\prime} \boldsymbol{\omega}\right\|<\delta$ for small $\delta>0$. We denote the minimal distance between any two of these values, which depends on $\boldsymbol{\omega}$, as alphabet separation boundary (ASB),

$$
\begin{equation*}
A S B(\boldsymbol{\omega})=A S B(\boldsymbol{\omega}, \mathfrak{X}):=\min _{e \neq e^{\prime} \in \mathfrak{2} m}\left\|e \boldsymbol{\omega}-e^{\prime} \boldsymbol{\omega}\right\| \tag{1.8}
\end{equation*}
$$



Figure 1.5: Example of a mixture $\boldsymbol{g}$ (red line) from the SBSR model (1.3) with $\mathfrak{A}=\{0,1\}, \boldsymbol{m}=$ $2, M=1$. The ordering structure of the possible different function values of $\boldsymbol{g}$ is illustrated.

Note that for $\mathfrak{A}=\{0,1\}, \boldsymbol{m}=2, M=1$ as in Figure 1.5 the condition $A S B(\boldsymbol{\omega})>0$ is equivalent to $\boldsymbol{\omega}_{1} \neq \boldsymbol{\omega}_{2}$. Further, note that in the c.p. setting of the SBSR model (1.3) $A S B(\boldsymbol{\omega})>0$ implies that any jump in the source vector $f$ (i.e., at least one source $f^{i}$ jumps) occurs as well in the mixture $\boldsymbol{g}=\boldsymbol{f} \boldsymbol{\omega}$ and that $A S B(\boldsymbol{\omega})$ coincides with the minimal possible jump height of $\boldsymbol{g}$. Clearly, as $\boldsymbol{m} \nearrow \infty$ the ASB converges to 0 , as it describes the minimal distance between $k^{\boldsymbol{m}}$ values in the bounded set $\left[0, a_{k}\right]^{M}$ (see Theorem 2.3.10). For instance, in SBSR with $M=1$ this gives $A S B(\omega) \leq a_{k} /\left(k^{m}-1\right)$, which corresponds to the minimal jump height and, hence, scales with the standard deviation $\sigma$. Thus, no method can detect $\boldsymbol{m}$ signals when $\sigma \notin O\left(k^{-m}\right)$. This shows that for practical applications of FABS the number of sources should be small (relative to the noise variance with $\boldsymbol{m} \lesssim \ln (1 / \sigma)$ ).

Second, we discuss conditions on $\boldsymbol{f}$. In order to identify $\boldsymbol{\omega}$ from $\boldsymbol{g}$ it is necessary that the sources differ sufficiently much. For instance, if $f^{1}=\ldots=f^{m}$ then $g=f^{1}$ irrespective of $\boldsymbol{\omega}$. The separability ${ }^{1}$ condition (see Section 2.1 .2 ) provides a sufficient variability of $\boldsymbol{f}$ which guarantees identifiability, in particular even when the number of sources $\boldsymbol{m}$ is unknown. Separability guarantees that for each $i=1, \ldots, \boldsymbol{m}$ there exists some $j=1, \ldots, n$ where $\boldsymbol{f}^{i}$ takes the second smallest alphabet value and all other sources take the smallest alphabet value. Note that, as the alphabet is of the form (1.7), this is equivalent to

$$
\begin{equation*}
\boldsymbol{\omega}_{1}, \ldots, \boldsymbol{\omega}_{\boldsymbol{m}} \in\left\{\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}\right\} \quad \Leftrightarrow \quad e^{1}, \ldots, e^{\boldsymbol{m}} \in\left\{\boldsymbol{f}_{1 .}, \ldots, \boldsymbol{f}_{n \cdot}\right\} \tag{1.9}
\end{equation*}
$$

[^0]where $e^{i}$ denotes the $i$-th unit vector. Note that this is analog to $\boldsymbol{f}^{1} \neq \boldsymbol{f}^{2}$ for $\mathfrak{A}=\{0,1\}, \boldsymbol{m}=$ $2, M=1$ as in Figure 1.5. In Figure 1.4 a separable region is marked blue.

In summary, a pair $(\boldsymbol{\omega}, \boldsymbol{f})$ in FABS is denoted as $\delta$-separable if $A S B(\boldsymbol{\omega}) \geq \delta$ and (1.9) holds for the sources $\boldsymbol{f}$. In Section 2.2 we quantify how difficult it is to recover the sources $\boldsymbol{f}$ in dependence on $\delta$. It turns out that $\delta$-separability regularizes FABS via the parameter $\delta$ and yields exact recovery for the sources $\boldsymbol{f}$ (as well as for the number of sources $\boldsymbol{m}$ ) in a neighborhood of the mixture $\boldsymbol{g}$, that is for $(\boldsymbol{\omega}, \boldsymbol{f}),(\omega, f)$ both $\delta$-separable

$$
\begin{equation*}
\max _{j=1, \ldots, n}\left\|(\boldsymbol{f} \boldsymbol{\omega})_{j .}-(f \omega)_{j \cdot}\right\|<c(\delta) \Rightarrow \boldsymbol{f}=f \text { and } \max _{i=1, \ldots, m}\left\|\boldsymbol{\omega}_{i}-\omega_{i}\right\|<c(\delta) \tag{1.10}
\end{equation*}
$$

where $c(\delta) \rightarrow 0$ as $\delta \rightarrow 0$, see Theorem 2.2.3 and 2.2.5.
Imposing $\delta$-separability in FABS naturally leads to the question how restrictive this condition is, which is the topic of Section 2.3. Clearly, this depends on the specific weights $\boldsymbol{\omega}$ and sources $\boldsymbol{f}$. It turns out that in many practical situations it is not very restrictive. For instance, when $\boldsymbol{f}$ is modeled as a Markov process, it is separable with probability converging exponentially fast to one, see Theorem 2.3.1, and when $\boldsymbol{\omega}$ is drawn uniformly, then $A S B(\boldsymbol{\omega}) \geq \delta$ with probability $1-O(\delta)$, where the constant depends on the specific alphabet, see Theorem 2.3.4. Moreover, this remains true even when $\boldsymbol{m}$ is unknown, see Theorem 2.3.12.

### 1.3.2 FABS for change-point regression

In the following, the main results of Chapter 3 on the SBSR model (1.3) are presented. In a first step, it is assumed that the number of sources $\boldsymbol{m}$ in (1.1) is known and $\boldsymbol{\omega}$ and $\boldsymbol{f}$ are inferred conditioned on the correct model dimension $\boldsymbol{m}$. In a second step, a model selector for $\boldsymbol{m}$ is proposed (see Section 3.6). In order to guarantee identifiability, we employ $\delta$-separability. To regularize the separability condition on $\boldsymbol{f}$ in (1.9) we further introduce a minimal scale $\lambda$ (minimal interval length between successive jumps). Thus, for given $\delta, \lambda>0$, given standard deviation $\sigma$, a given finite alphabet $\mathfrak{A}$ as in (1.7), and given number of sources $\boldsymbol{m} \in \mathbb{N}$ we consider the SBSR model (1.3) with

$$
\begin{equation*}
\boldsymbol{g} \in \mathcal{M}_{m}^{\delta, \lambda}:=\left\{f \omega: f \in \mathcal{S}(\mathfrak{H})_{\lambda}^{m}, \omega \in \Omega_{m} \text { with } A S B(\omega) \geq \delta\right\} \tag{1.11}
\end{equation*}
$$

and

$$
\begin{align*}
\mathcal{S}(\mathfrak{A})_{\lambda}^{m}:= & \left\{\sum_{j=0}^{K} \theta_{j} \mathbb{1}_{\left[\tau_{j}, \tau_{j+1}\right)}: \theta_{j} \in \mathfrak{A}^{m}, \tau_{i+1}-\tau_{i} \geq \lambda,\right.  \tag{1.12}\\
& \left.\tau_{0}=0, \tau_{K+1}=1, e^{1}, \ldots, e^{m} \in\left\{\theta_{0}, \ldots, \theta_{K}\right\}, K \in \mathbb{N}\right\} .
\end{align*}
$$

Note that the condition $e^{1}, \ldots, e^{m} \in\left\{\theta_{0}, \ldots, \theta_{K}\right\}$ in (1.12) coincides with separability in (1.9).


Figure 1.6: Observations $Y$ from Example 1.2.1 (gray dots), together with true underlying mixture $\boldsymbol{g}$ (red line). The blue line shows the c.p. estimate from Frick et al. (2014), which does not incorporate the mixture structure. The red line shows the estimate with the proposed method (see Figure 1.9 for the estimate of $\boldsymbol{f}$ ). The blue areas display a region where $\boldsymbol{g}$ has a small jump (red line), which is not detected by the c.p. estimator (Frick et al., 2014) (blue line), but by the proposed method (black line). The bottom plots show a zoom in of the blue regions.

## First attempts

In order to motivate the (quite involved) methodology to recover all quantities in (1.1) simultaneously, some attempts which may come to mind at first glance are briefly discussed. As a first approach to estimate $\boldsymbol{\omega}$ and $\boldsymbol{f}$ from the data $Y$ in the $\operatorname{SBSR}$ model (1.3), one might pre-estimate the mixture $\boldsymbol{g}$ with some standard c.p. procedure, ignoring its underlying mixture structure, and then try to reconstruct $\boldsymbol{\omega}$ and $\boldsymbol{f}$ afterwards. One problem is that the resulting step function cannot be decomposed into weights $\omega \in \Omega_{m}$ and sources $f \in \mathcal{S}^{m}(\mathfrak{H})$, in general, as the given alphabet $\mathfrak{A}$ leads to restrictions on the function values of $\boldsymbol{g}$. But already for the initial step of reconstructing the mixture $\boldsymbol{g}$ itself, a standard c.p. estimation procedure (which ignores the mixture structure) is unfavorable as it discards important information on the possible function values of $\boldsymbol{g}$ (induced by $\mathfrak{A}$ ). For example, if $\boldsymbol{g}$ has a small jump in some region, this might be easily missed (see Figure 1.6 for an example). Consequently, subsequent estimation of $f$ and $\boldsymbol{\omega}$ will fail as well. In contrast, a procedure which takes the mixture structure explicitly into account right from its beginning is expected to have better detection power for a jump. As a conclusion, considering SBSR as a standard c.p. problem discards important information and does not allow for demixing, in general.

A second approach, which comes to mind, is to first use some clustering algorithm to preestimate the function values of $\boldsymbol{g}$, ignoring its serial c.p. structure, and infer the mixing weights $\boldsymbol{\omega}$ from this. This pre-clustering approach has been pursued in several papers (Diamantaras, 2006; Li et al., 2003; Gu et al., 2010) for the particular case of a binary alphabet, i.e., $k=2$. However, as the number of possible function values of $\boldsymbol{g}$ equals $k^{m}$ (recall that $k$ is the size


Figure 1.7: Histogram of the data from Example 1.2 .1 with 20,100 , and 200 equidistant bins, respectively (from left to right). The vertical red lines indicate the true function values (modes) of $\boldsymbol{g}$ which have to be identified.
of the alphabet), recovery of these values in a statistical context by clustering is a difficult task in general, as it amounts to estimate the location of (at most) $k^{m}$ modes correctly from the marginal distributions of the observations $Y_{j}$. In fact, this corresponds to mode hunting with potentially large number of modes which is known to be a hard problem, see e.g., (Cheng and Hall, 1999; Tibshirani et al., 2001; Dümbgen and Walther, 2008). We illustrate the difficulty of this in Figure 1.7 employing histograms of the $Y_{j}$ 's in Example 1.2.1 with different bin widths. From this, it becomes obvious that a pre-clustering approach is not feasible for the present data. Summing up, ignoring either of both, the c.p. and the finite alphabet mixture structure, in a first pre-estimation step discards important information, which is indispensable for statistically efficient recovery. It should be emphasized that we are not aware of any existing method taking both aspects into account, in contrast to the method presented in this thesis, called SLAM (Separates Linear Alphabet Mixtures), which is briefly described now.
In a first step, a confidence region $C_{1-\alpha}$ and an estimator for $\omega$ is constructed. This can be characterized by the acceptance region of a specific multiscale test with test statistic $T_{n}(Y, \boldsymbol{g})$, which is particularly well suited to capture both, c.p. and mixture structure, of $\boldsymbol{g}$. The confidence level is determined by a threshold $q_{n}(\alpha)$ such that for any $\boldsymbol{g}=\sum_{i=1}^{m} \omega_{i} \boldsymbol{f}^{i} \in \mathcal{M}_{m}^{\delta, \lambda}$ in (3.17)

$$
\begin{equation*}
\left\{\boldsymbol{\omega} \in \mathcal{C}_{1-\alpha}(Y)\right\} \supseteq\left\{T_{n}(Y, \boldsymbol{g}) \leq q_{n}(\alpha)\right\} . \tag{1.13}
\end{equation*}
$$

In a second step, we estimate $f$ based on a multiscale constraint again. In the following this procedure is introduced in more detail. The multiscale approach underlying SLAM is crucial as jumps of $\boldsymbol{f}$ potentially can occur at any location and scale (interval length).

## Multiscale statistic and confidence boxes underlying SLAM

Recall that a reasonable estimator must explore both, the c.p. and the finite alphabet structure. Roughly speaking, c.p. structure means that observations which are close to each other (on the time scale) are more likely to share the same distribution than observations which are far apart. To explore this structure, one has to allocate local information (on single intervals). As the jump locations may occur at any place, it becomes necessary to do this in a multiscale


Figure 1.8: Illustration of SLAM.
fashion, that is, allocating local information on all different intervals (scales) simultaneously, see e.g., (Siegmund and Yakir, 2000; Dümbgen and Spokoiny, 2001; Davies and Kovac, 2001; Dümbgen and Walther, 2008; Frick et al., 2014). This is illustrated in Figure 1.8.

Let $\left.\boldsymbol{g}\right|_{\left[x_{i}, x_{j}\right]} \equiv g_{i j}$ denote that $\boldsymbol{g}$ is constant on some interval $\left[x_{i}, x_{j}\right]$ with function value $g_{i j}$. In order to allocate local information on a single interval $\left[x_{i}, x_{j}\right] \subset[0,1)$, we consider for some given (test) value $g_{i j} \in \mathbb{R}$ the local hypothesis testing problem

$$
\begin{equation*}
H_{0}:\left.\boldsymbol{g}\right|_{\left[x_{i}, x_{j}\right]} \equiv g_{i j} \quad \text { vs. } \quad H_{1}:\left.\boldsymbol{g}\right|_{\left[x_{i}, x_{j}\right]} \not \equiv g_{i j} \tag{1.14}
\end{equation*}
$$

A natural test-statistic for this testing problem is the log-likelihood ratio test statistic

$$
\begin{equation*}
T_{i}^{j}\left(Y_{i}, \ldots, Y_{j}, g_{i j}\right)=\frac{\left(\sum_{l=i}^{j} Y_{l}-g_{i j}\right)^{2}}{2 \sigma^{2}(j-i+1)} \tag{1.15}
\end{equation*}
$$

We then combine the local testing problems in (1.14) and define in our context the multiscale statistic $T_{n}$ for some candidate function $g$ (which may depend on $Y$ ) as

$$
\begin{equation*}
T_{n}(Y, g):=\max _{\substack{\left.1 \leq i \leq j \leq n \\ g \mid\left[x_{i}, x_{j}\right]\\\right] \\ g_{i j}}} \frac{\left|\sum_{l=i}^{j} Y_{l}-g_{i j}\right|}{\sigma \sqrt{j-i+1}}-\operatorname{pen}(j-i+1), \tag{1.16}
\end{equation*}
$$

with penalty terms $\operatorname{pen}(j-i+1):=\sqrt{2(\ln (n /(j-i+1))+1)}$. The maximum in (1.16) is understood to be taken only over those intervals $\left[x_{i}, x_{j}\right]$ on which $g$ is constant with value $g_{i j}=g\left(x_{i}\right)$. The calibration term pen $(\cdot)$ serves as a balancing of different scales in a way that the maximum in (1.16) is equally likely attained on all scales, see (Dümbgen and Spokoiny, 2001; Frick et al., 2014). Other scale penalizations can be employed as well, see e.g. (Walther, 2010), but, for the ease of brevity, will not be discussed here. Note that, as the multiscale statistic in (1.16) is defined as the maximum of the local test statistics in (1.15) (up to the penalization term), a test function $g$ is accepted (that is, $T_{n}(Y, g) \leq q$ for some threshold $q$ depending on the significance level) if and only if all local tests accept on intervals where $g$ is constant. The function values of $g$ determine the local testing problems (the value $g_{i j}$ in
(1.14)) on the single scales $\left[x_{i}, x_{j}\right]$. The penalization term adjusts the thresholds (levels) of the different local tests.

Recall that a test can always be inverted into a confidence statement and vice versa. Thus, the local tests of the multiscale test in (1.16) can be inverted into local confidence statements. More precisely, with the notation $\bar{Y}_{i}^{j}:=\sum_{l=i}^{j} Y_{l} /(j-i+1)$, the statistic $T_{n}(Y, g)$ in (1.16) has the following geometric interpretation:

$$
\begin{equation*}
T_{n}(Y, g) \leq q \Leftrightarrow g_{i j} \in B(i, j) \forall 1 \leq i \leq j \leq n \text { with }\left.g\right|_{\left[x_{i}, x_{j}\right]} \equiv g_{i j} \tag{1.17}
\end{equation*}
$$

for $q \in \mathbb{R}$, with intervals

$$
\begin{equation*}
B(i, j):=\left[\bar{Y}_{i}^{j}-\frac{q+\operatorname{pen}(j-i+1)}{\sqrt{j-i+1} / \sigma}, \bar{Y}_{i}^{j}+\frac{q+\operatorname{pen}(j-i+1)}{\sqrt{j-i+1} / \sigma}\right] \tag{1.18}
\end{equation*}
$$

The boxes $B(i, j)$ correspond to local confidence intervals for the underlying signal $\left.g\right|_{\left[x_{i}, x_{j}\right]}$ on the intervals $\left[x_{i}, x_{j}\right]$. This is illustrated in Figure 1.8 , where the gray boxes in the zoom-in correspond to confidence intervals $B(i, j)$ on the interval $\left[x_{i}, x_{j}\right]$. For $g$ to be accepted (that is $\left.T_{n}(Y, g) \leq q\right)$ it must be covered by $\left[x_{i}, x_{j}\right] \times B(i, j)$ whenever it is constant on $\left[x_{i}, x_{j}\right]$.

In the following we will make use of the fact that the distribution of $T_{n}(Y, \boldsymbol{g})$, with $\boldsymbol{g}$ the true signal from the SBSR model (1.3), can be bounded from above with that of $T_{n}:=T_{n}(\epsilon, 0)$, with $\epsilon$ as in (1.3). It is known that $T_{n} \xrightarrow{\mathcal{D}} L(\mathbb{B})<\infty$ a.s. as $n \rightarrow \infty$, a certain functional of the Brownian motion B, see (Dümbgen and Spokoiny, 2001; Dümbgen et al., 2006). Note that the distribution of $T_{n}(\epsilon, 0)$ does not depend on the (unknown) $\boldsymbol{f}$ and $\boldsymbol{\omega}$ anymore. As this distribution is not explicitly accessible and to be more accurate for small $n$ ( $\leq 5000$ say) the finite sample distribution of $T_{n}$ can be easily obtained by Monte Carlo simulations. From this one obtains $q_{n}(\alpha), \alpha \in(0,1)$, the $(1-\alpha)$-quantile of $T_{n}$. We then obtain

$$
\begin{equation*}
\inf _{\boldsymbol{g} \in \mathcal{M}_{m}} \mathbf{P}\left(T_{n}(Y, \boldsymbol{g}) \leq q_{n}(\alpha)\right) \geq 1-\alpha \tag{1.19}
\end{equation*}
$$

Hence, for the intervals in (1.18) with $q=q_{n}(\alpha)$ it follows that for all $\boldsymbol{g} \in \mathcal{M}_{\boldsymbol{m}}$

$$
\begin{equation*}
\mathbf{P}\left(g_{i j} \in B(i, j) \forall 1 \leq i \leq j \leq n \text { with }\left.\boldsymbol{g}\right|_{\left[x_{i}, x_{j}\right]} \equiv g_{i j}\right) \geq 1-\alpha \tag{1.20}
\end{equation*}
$$

We use the notation $B(i, j)$ for both, the intervals in (1.18) and the boxes $[i, j] \times B(i, j)$.

## Inference about the weights

We will now use the system of boxes $\mathfrak{B}:=\{B(i, j): 1 \leq i \leq j \leq n\}$ from (1.18) with $q=q_{n}(\alpha)$ as in (1.19) to construct a confidence region $C_{1-\alpha}$ for $\omega$ such that (1.13) holds, which ensures

$$
\begin{equation*}
\inf _{\boldsymbol{g} \in \mathcal{M}_{m}^{\delta, n}} \mathbf{P}\left(\boldsymbol{\omega} \in C_{1-\alpha}\right) \geq 1-\alpha \tag{1.21}
\end{equation*}
$$

To this end, separability in (1.9) is crucial. It ensures that the weights $\boldsymbol{\omega}_{i}$ are present somewhere in the signal $\boldsymbol{g}$ (see Figure 1.8). Thus, the boxes $\mathfrak{B}$ capture (local) information about $\boldsymbol{\omega}_{i}$. More precisely, we will show that any $B^{\star} \in \mathfrak{B}^{m}$ (denoted as the space of $\boldsymbol{m}$-boxes) which corresponds to a separable region directly provides a confidence set $C_{1-\alpha}^{\star}=B^{\star}$ for $\omega$. However, as the underlying signal $\boldsymbol{f}$ is unknown and hence, it is unknown where exactly the signal is separable, $B^{\star}$ cannot be determined directly. Therefore, we will construct a covering $\mathfrak{B}^{\star} \subset \mathfrak{B}^{m}$ with $B^{\star} \in \mathfrak{B}^{\star}$ (conditioned on $T_{n}(Y, \boldsymbol{g})$ ) such that the resulting confidence set

$$
\begin{equation*}
C_{1-\alpha}:=\bigcup_{B \in \mathfrak{B}^{\star}} B \tag{1.22}
\end{equation*}
$$

has minimal volume (up to a log-factor) (see Section 3.4). The construction of $\mathfrak{B}^{\star}$ is done by applying certain reduction rules on the set $\mathfrak{B}^{m}$ reducing it to a smaller set $\mathfrak{B}^{\star} \subset \mathfrak{B}^{m}$ with $B^{\star} \in \mathfrak{B}^{\star}$. This is summarized in the CRW (Confidence Region for the Weights) algorithm in Figure 3.1, which constitutes the first part of SLAM. In Example 1.2 .1 for $\alpha=0.1$ this gives $C_{0.9}=[0.00,0.33] \times[0.07,0.41] \times[0.39,0.71]$ as a confidence box for $\boldsymbol{\omega}=\left(\boldsymbol{\omega}_{1}, \boldsymbol{\omega}_{2}, \boldsymbol{\omega}_{3}\right)^{\top}$ which covers the true value $\boldsymbol{\omega}=(0.11,0.29,0.60)^{\top}$ in this case. SLAM now estimates $\boldsymbol{\omega}$ by

$$
\begin{equation*}
\hat{\omega}:=\underset{\omega \in C_{1-\alpha}}{\operatorname{argmax}} A S B(\omega) \tag{1.23}
\end{equation*}
$$

(1.23) can be computed with linear programming (see Theorem 5.1.1). Alternatively, for a finite sample size $n$, as the boxes $B(i, j)$ from (1.18) are constructed in a symmetric way, for $C_{1-\alpha}=:\left[\underline{\omega}_{1}, \bar{\omega}_{1}\right] \times \ldots \times\left[\underline{\omega}_{m}, \bar{\omega}_{m}\right]$ one may as well simply estimate $\boldsymbol{\omega}$ by

$$
\begin{equation*}
\hat{\omega}:=\frac{1}{\sum_{i=1}^{m}\left(\underline{\omega}_{i}+\bar{\omega}_{i}\right)}\left(\underline{\omega}_{1}+\bar{\omega}_{1}, \ldots, \underline{\omega}_{m}+\bar{\omega}_{m}\right) \tag{1.24}
\end{equation*}
$$

In Example 1.2.1 (1.24) gives for $\alpha=0.1 \hat{\omega}=(0.17,0.25,0.58)^{\top}$.

On the one hand, when being interested in confidence statements, the threshold $q$ in (1.17) and (1.18), respectively, is chosen as the $(1-\alpha)$-quantile of the statistic $T_{n}$ as in (1.19). On the other hand, when being interested in estimation, $q$ and $\alpha$, respectively, can be seen as tuning parameters. It turns out that specific (optimal) choices will lead to (almost) optimal estimation rates. Thus, for all following considerations, define $\alpha_{n}$ and $\beta_{n}$ via

$$
\begin{equation*}
\alpha_{n}:=\exp \left(-c_{1} \ln ^{2}(n)\right), \quad q_{n}\left(\beta_{n}\right):=c_{3} q_{n}\left(\alpha_{n}\right)+c_{4} \tag{1.25}
\end{equation*}
$$

with $q_{n}\left(\alpha_{n}\right), q_{n}\left(\beta_{n}\right)$ the $\left(1-\alpha_{n}\right)$ - and $\left(1-\beta_{n}\right)$-quantiles of $T_{n}$ as in (1.19), for some constants $c_{1}=c_{1}(\delta), c_{3}, c_{4}=c_{4}(\lambda)$, to be specified later in (3.13). Both, $q_{n}\left(\alpha_{n}\right)$ and $q_{n}\left(\beta_{n}\right)$, grow with rate $O(\delta \ln (n) / \sigma)$ (see proof of Theorem 3.4.2). Then, in addition to uniform coverage in (1.21), for $\alpha=\alpha_{n}$ in (1.25) we show in Corollary 3.4.3 that the confidence region $C_{1-\alpha_{n}}$ from (1.22) covers the unknown weight vector $\omega$ with maximal distance shrinking of order $\ln (n) / \sqrt{n}$ with
probability tending to one at a superpolynomial rate, that is

$$
\mathbf{P}\left(\overline{\operatorname{dist}}\left(\omega, C_{1-\alpha_{n}}(Y)\right)<c_{2} \frac{\ln (n)}{\sqrt{n}}\right) \geq 1-\exp \left(-c_{1} \ln ^{2}(n)\right)
$$

for all $n \geq N^{\star}$, for some constants $c_{1}=c_{1}(\delta), c_{2}=c_{2}(\delta, \lambda)$ (see (3.13)) and some explicit $N^{\star}=N^{\star}(\lambda, \delta) \in \mathbb{N}$ (see (3.14) and (3.15)), where for $D \subset \mathbb{R}^{m}$ and $d \in \mathbb{R}^{m}$

$$
\begin{equation*}
\overline{\operatorname{dist}}(d, D):=\sup _{\tilde{d} \in D}\|d-\tilde{d}\|_{\infty} \tag{1.26}
\end{equation*}
$$

## Inference about the source functions

Once the mixing weights $\boldsymbol{\omega}$ have been estimated by $\hat{\omega}$, SLAM estimates $\boldsymbol{f}$ in two steps. First, the number of c.p.'s $K(\boldsymbol{g})$ of $\boldsymbol{g}=\boldsymbol{f} \boldsymbol{\omega} \in \mathcal{M}_{m}^{\delta, \lambda}$ is estimated by solving the constrained optimization problem

$$
\begin{equation*}
\hat{K}:=\min _{g \in \mathcal{M}_{m}(\mathfrak{A}, \hat{\omega})} K(g) \quad \text { s.t. } \quad T_{n}(Y, g) \leq q_{n}(\beta) \tag{1.27}
\end{equation*}
$$

This means that SLAM chooses $\hat{f}$ as parsimonious as possible (with as few jumps as possible), while still fulfilling the multiscale constraint $T_{n}(Y, \hat{f} \hat{\omega}) \leq q_{n}(\beta)$. This multiscale constraint, on the r.h.s. of (1.27), is the same as for $\mathcal{C}_{1-\alpha}(Y)$ in (1.22), but with a possibly different confidence level $1-\beta$. Finally, we estimate $f^{1}, \ldots, f^{m}$ as the constrained maximum likelihood estimator

$$
\begin{equation*}
\hat{f}=\left(\hat{f}^{1}, \ldots, \hat{f}^{m}\right)^{\top}:=\underset{f \in \mathcal{H}(\beta)}{\operatorname{argmax}} \sum_{i=1}^{n} \ln \left(\phi_{f \hat{\omega}\left(x_{i}\right)}\left(Y_{i}\right)\right), \tag{1.28}
\end{equation*}
$$

where $\phi_{\mu}$ denotes the density of the normal distribution with mean $\mu$ and variance $\sigma^{2}$ and

$$
\begin{equation*}
\mathcal{H}(\beta):=\left\{f \in \mathcal{S}(\mathfrak{H})^{m}: T_{n}(Y, f \hat{\omega}) \leq q_{n}(\beta) \text { and } K(f \hat{\omega})=\hat{K}\right\} \tag{1.29}
\end{equation*}
$$

Note that this procedure even increases the detection power for $\boldsymbol{g}$ itself as it explicitly takes into account the finite alphabet for the estimation of the c.p.s. This is illustrated in Figure 1.8. The zoom-in on the right shows a region where the true underlying signal has a small jump. However, without the finite alphabet constraint, one can find a constant signal (the blue line in the right version of the zoom-in) which is covered by all confidence boxes (for sake of clarity only three of them are plotted). SLAM, however, explicitly takes into account the finite alphabet, which implies that (after having estimated $\boldsymbol{\omega}$ ) only finitely many function values for $\boldsymbol{g}$ are possible. As there is no constant signal, which only takes one of these values and is covered by the confidence boxes $B(i, j)$, SLAM detects this jump.
Again, choosing the confidence levels $\alpha$ and $\beta$ in an optimal way, with $\alpha=\alpha_{n}$ and $\beta=\beta_{n}$ as in (1.25), in Section 3.4 (see Theorem 3.4.2) we show that with probability at least $1-\alpha_{n}$, for $n$ large enough, the SLAM estimator $\hat{f}$ in (1.28) estimates for all $i=1, \ldots, \boldsymbol{m}$

1. the respective number of c.p.'s $K\left(\boldsymbol{f}^{i}\right)$ correctly,
2. all c.p. locations with rate $\ln ^{2}(n) / n$ simultaneously, and


Figure 1.9: First row: $\boldsymbol{g}$ (red dotted line), $\hat{g}$ (black line) with $\hat{\omega}=(0.11,0.26,0.63)^{\top}$, and data $Y$ (gray) from Example 1.2.1. Subsequent rows: $\boldsymbol{f}^{i}$ (red line) and SLAM's estimate $\hat{f}^{i}$ (gray/black line) for $q_{n}(\alpha)=0.2$ and $q_{n}(\beta)=2.1$. Gray shades of $\hat{f}^{i}$ indicate the confidence for the given segment (recall $\mathfrak{A}=\{0,1,2\}$ ): a maximal deviation of two (light gray), one (gray), and no deviation (black) at confidence level $\beta=0.01$. The blue area displays a constant region of $\boldsymbol{g}$ where $\hat{g}$ includes a (wrong) jump and its effect on estimation of the sources.
3. the function values of $\boldsymbol{f}^{i}$ exactly (up to the uncertainty in the c.p. locations).

Obviously, the rate in 2 . is optimal up to possible log-factors as the sampling rate is $1 / n$. From Theorem 3.4.2 it follows further (see Remark 3.4.4) that the minimax detection rates are even achieved (again up to possible log-factors) when $\delta, \lambda \rightarrow 0$ (as $n \rightarrow \infty$ ). Further, in Theorem 3.3.1 we show that a slight modification $\tilde{\mathcal{H}}(\beta)$ of $\mathcal{H}(\beta)$ in (1.29) constitutes an asymptotically uniform (for given ASB $\delta$ and minimal scale $\lambda$ ) multivariate confidence band for $\boldsymbol{f}$.
To illustrate, Figure 1.9 depicts SLAM's estimates of the mixture $\hat{g}=\hat{f} \hat{\omega}$, with $\hat{\omega}=(0.11,0.26$, $0.63)^{\top}$, and the source functions $\hat{f}^{1}, \hat{f}^{2}, \hat{f}^{3}$ from (1.28) with $Y$ as in Example 1.2.1, $\beta=0.01$ (corresponding to $q_{n}(\beta)=2.1$ ), and an automatic choice of $\alpha$, the Minial Valid Threshold (MVT)-selection method explained in Section 3.5. In order to visualize $\tilde{\mathcal{H}}(\beta)$, we illustrate the provided confidence in gray scale encoding the projections of $\tilde{\mathcal{H}}(\beta)$.

SLAM is also applicable in the non-blind case, where the mixing weights $\boldsymbol{\omega}$ are known. Then, the sources $\boldsymbol{f}$ may directly be estimated as in (1.27) and (1.28) with $\hat{\omega}$ replaced by $\boldsymbol{\omega}$. This yields the same (almost) optimal estimation rates for the sources $f$, see Remark 3.4.5. Note
that the non-blind setting is equivalent to estimation of step-functions for a known (finite) set of possible function values. This is an interesting task on its own, which has received only few attention in the literature so far and is covered by this thesis as well.

The performance of SLAM is investigated in a simulation study in Section 6.1. We first investigate accuracy of $\hat{\omega}$ and the confidence region $C_{1-\alpha}(Y)$ as in (1.24) and (1.22). We found always higher coverage of $C_{1-\alpha}(Y)$ than the nominal confidence level $1-\alpha$. In line with this, $\hat{\omega}$ appeared to be very stable under the choice of $\alpha$. Second, we investigate SLAM's estimate $\hat{f}$. A major conclusion is that if $\boldsymbol{g}$ is not well estimated in a certain region, this typically will influence the quality of the estimates of $f^{i}$ in this region but not beyond (see the marked lightblue region in Figure 1.9 where the estimator $\hat{g}$ includes a wrong jump in a constant region of $\boldsymbol{g}$ but this error does not propagate serially). This may be explained by the flexible c.p. model $\mathcal{M}_{m}$ together with the multiscale nature of SLAM, which locally "repairs" estimation errors.

## Model selection

When the number of source components $\boldsymbol{m}$ is known the multiscale method SLAM, as introduced above, is able to recover $\boldsymbol{\omega}$ and $\boldsymbol{f}$ at optimal (up to log-factors) rate of convergence. However, in many practical situations $\boldsymbol{m}$ is unknown or only approximately known. In the following, we introduce a selection procedure for $\boldsymbol{m}$.

Example 1.3.1. Figure 1.10 shows realizations of the SBSR model for a binary alphabet $\mathfrak{A}=$ $\{0,1\}, n=1,421$, and standard deviation $\sigma=0.06$. The left part of Figure 1.10 shows an example with $\boldsymbol{m}=3$ source functions $\boldsymbol{f}^{1}, \boldsymbol{f}^{2}, \boldsymbol{f}^{3}$ and mixing weights $\boldsymbol{\omega}=(0.08,0.12,0.8)^{\top}$ and the right part with $\boldsymbol{m}=2$ and $\boldsymbol{\omega}=(0.15,0.85)^{\top}$. The aim is to reconstruct from the observations $Y$ (displayed as gray dots in top row) the unknown number of sources $\boldsymbol{m}$ and based on this the unknown source functions $\boldsymbol{f}^{i}$ (displayed as red solid lines in row 2) and their corresponding mixing weights $\boldsymbol{\omega}$. Note that the true underlying regression functions (red lines in top row), with $\boldsymbol{m}=3$ (left) and $\boldsymbol{m}=2$ (right), respectively, are very similar in this example.

The proposed selector $\hat{m}$ is based on the same multiscale statistic $T_{n}$ (1.16) as in SLAM. For given $\boldsymbol{m}=m$ SLAM yields conditional confidence sets $C_{1-\alpha}^{m}$ for $\boldsymbol{\omega}$. Increasing $m$, increases the number of model parameters and yields a better data fit. Thus, for a fixed confidence level $\alpha$ we propose to select the smallest $m$ such that the corresponding confidence set $C_{1-\alpha}^{m}$ from SLAM is non-empty, that is, the multiscale constraint can be fulfilled with just $m$ sources.
This procedure automatically yields lower confidence bounds for $\boldsymbol{m}$ (see Theorem 3.6.4), i.e., statistical error guarantees for the minimal "model dimension", a task which is in general difficult to obtain. For instance, in the example of the right part of Figure 1.10, even if the significance level $\alpha$ is chosen as small as $1 \%$, the lower confidence bound equals the true number of sources $\hat{m}_{0.99}=2$, which means that with $99 \%$ confidence the observations $Y$ (gray dots in first line of Figure 1.10 (right)) come from at least two sources. In the example from the left part of Figure 1.10 , where the underlying mixture $\boldsymbol{g}$ with $\boldsymbol{m}=3$ is very close to the one from the right side which comes from just two sources, one finds that $\hat{m}_{0.9}=2$. This means that with $90 \%$ confidence it can only be guaranteed that the mixture comes from at least two sources (although


Figure 1.10: Observations $Y$ (gray dots in top rows) according to $\operatorname{SBSR}$ model (1.3), $\sigma=0.06$, $n=1,421$, with true signal $\boldsymbol{g}$ (solid red line in top rows). Separable regions (see (1.9)) are marked blue. Left: $\boldsymbol{m}=3, \boldsymbol{\omega}=(0.08,0.12,0.8)^{\top}$, and $\boldsymbol{f}=\left(\boldsymbol{f}^{1}, \boldsymbol{f}^{2}, \boldsymbol{f}^{3}\right)$ (solid red lines in row 2). The estimator from Theorem 3.6 .11 yields $\hat{m}=3, \hat{\omega}=(0.08,0.11,0.81)^{\top}$, and the black lines for sources (row 3) and mixture (top row). With $\hat{m}_{0.9}=2$ the corresponding estimate is shown as blue line for sources (row 4) and mixture (top row) with $\hat{\omega}=(0.16,0.84)^{\top}$. Right: $\boldsymbol{m}=2, \boldsymbol{\omega}=(0.15,0.85)^{\top}$, and $\boldsymbol{f}=\left(\boldsymbol{f}^{1}, \boldsymbol{f}^{2}\right)$ (solid red lines in row 2 ). The estimator from Theorem 3.6.11 yields $\hat{m}=2, \hat{\omega}=(0.16,0.84)^{\top}$, and the black lines for sources (row 3 ) and mixture (top row). With $\hat{m}=3$ the corresponding estimate is shown as blue line for sources (row 4) and mixture (top row) with $\hat{\omega}=(0.09,0.12,0.79)^{\top}$.
it actually comes from three). Similar as for SLAM, if the confidence level $1-\alpha=1-\alpha_{n}$ is chosen appropriately, with $q\left(\alpha_{n}\right)=c(\lambda, \delta, \sigma) \sqrt{n}$ as in Definition 3.6.8, the proposed selector $\hat{m}=\hat{m}_{1-\alpha_{n}}$ converges exponentially fast to the true $\boldsymbol{m}$, see Theorem 3.6.9. For this estimator, in both examples of Figure 1.10, the true number of sources is estimated correctly. Based on this selection procedure we derive asymptotically optimal (up to log-factors) estimation procedures and confidence statements for $\boldsymbol{\omega}$ and $\boldsymbol{f}$ when $\boldsymbol{m}$ is unknown, using $\hat{m}$ as a plug-in estimator for SLAM (see Theorem 3.6.11 and 3.6.12).
In the left example of Figure 1.10 the corresponding estimate yields $\hat{\omega}=(0.08,0.11,0.81)^{\top}$ and the black lines in row 3 for the sources. One can see that the sources are recovered very accurately, only missing a small jump in the beginning of the signal. The corresponding estimates for number of sources equal to the $90 \%$ lower confidence bound $\hat{m}_{0.9}=2$ yields $\hat{\omega}=(0.16,0.84)^{\top}$ and the blue lines in row 4 . This estimate is still very reasonable, in the sense that it combines the first two sources to a single source function, similar as in the right
example of Figure 1.10. To compensate for the misspecified number of sources, the estimator introduces some additional wrong jumps. Analogously in the right example of Figure 1.10 (with $\boldsymbol{m}=2$ ), if the number of sources is misspecified as $\hat{m}=3$ SLAM (blue lines in row 4) inserts additional wrong jumps. In Section 6.2 we report on simulation results for the SLAM selector. They indicate that it outperforms standard methods like the AIC and BIC procedure, which, in contrast to our method, do not give any statistical guarantees.

### 1.3.3 Multivariate FABS

For the MABS model (1.6) the main contribution of this thesis is to derive an estimator which (almost) attains minimax prediction and estimation rates, where we assume the number of sources $\boldsymbol{m}$, the alphabet $\mathfrak{A}$, and the noise variance $\sigma^{2}$ to be fixed. The aim is to study the influence of all quantities on recovery as $n, M \rightarrow \infty$. Again, in order to guarantee identifiability $\delta$-separability is employed. Note that increasing $M$ makes inference on $\boldsymbol{F}$ in (1.6) easier (we observe more mixtures of the same sources) while inference on $\boldsymbol{\omega}$ more difficult (the dimension of $\boldsymbol{\omega}$ and thus the number of parameters to be estimated increases with $M$ ). In contrast, increasing $n$ makes inference on $\boldsymbol{F}$ more difficult (the dimension of $\boldsymbol{F}$ and thus the number of parameters to be estimated increases with $n$ ) while inference on $\boldsymbol{\omega}$ easier (we observe more samples from the the same mixture matrix $\boldsymbol{\omega}$ ). In Corollary 4.1 .4 we show that the minimax rate for the prediction error is of the form

$$
\begin{equation*}
\frac{\sigma^{2} m}{n}+\frac{\sigma e^{-c \frac{M}{\sigma^{2}}}}{n \sqrt{M}} \lesssim \inf _{\hat{\theta}} \sup _{\boldsymbol{F}, \boldsymbol{\omega}} \mathrm{E}_{\boldsymbol{F} \boldsymbol{\omega}}\left(\frac{\|\hat{\theta}-\boldsymbol{F} \boldsymbol{\omega}\|^{2}}{n M}\right) \lesssim \frac{\sigma^{2} m}{n}+\frac{\sigma e^{-c^{\prime} \frac{M}{\sigma^{2}}}}{n \sqrt{M}} \tag{1.30}
\end{equation*}
$$

whenever $\ln (n) / M \rightarrow 0, M / n \rightarrow 0$, and that the least squares estimator (LSE) achieves this rate. Here $\lesssim$ and $\gtrsim$ denote inequalities up to a universal constant which does not depend on any model parameters and $c, c^{\prime}=c^{\prime}(\boldsymbol{m}, \mathfrak{H})>0$ are positive constants. A major consequence of (1.30) is that when $M \gg \ln (n)$ the unknown design matrix $\boldsymbol{F}$ in the linear model (1.6) does not play much of a role for the prediction error. Exact recovery results as in (1.10) allow to relate the prediction error $\|\hat{\theta}-\boldsymbol{F} \boldsymbol{\omega}\|$ in (1.30) to the estimation error via the metric $d((\boldsymbol{F}, \boldsymbol{\omega}),(F, \omega))=(\sqrt{M} / m) \mathbb{1}_{\boldsymbol{F} \neq F}+\max _{i=1, \ldots, m}\left\|\boldsymbol{\omega}_{i}-\omega_{i}\right\|$. In Theorem 4.2.3 we show that

$$
\begin{equation*}
\sigma^{2} c_{1}+\frac{\sigma}{\sqrt{M}} c_{2} e^{-c \frac{M}{\sigma^{2}}} \lesssim \inf _{\hat{F}, \hat{\omega} \boldsymbol{F}, \boldsymbol{\omega}} \mathrm{E}_{\boldsymbol{F} \boldsymbol{\omega}}\left(\frac{d((\boldsymbol{F}, \boldsymbol{\omega}),(\hat{F}, \hat{\omega}))^{2}}{M}\right) \lesssim \sigma^{2} c_{1}^{\prime}+\frac{\sigma}{\sqrt{M}} c_{2}^{\prime} e^{-c^{\prime} \frac{M}{\sigma^{2}}} \tag{1.31}
\end{equation*}
$$

whenever $\ln (n) / M \rightarrow 0, M / n \rightarrow 0$, with $c_{1}=c_{1}(m, n, \mathfrak{Y}), c_{2}=c_{2}(m, n, \mathfrak{H}), c_{1}^{\prime}=c_{1}^{\prime}(m, \mathfrak{N}), c_{2}^{\prime}=$ $c_{2}^{\prime}(m, \mathfrak{H})>0$ positive constants (and $c_{1}, c_{2} \in o(1)$ as $n \rightarrow \infty$ ), and this rate is achieved by the LSE. A major consequence of (1.31) is that also for the estimation error if $M>\ln (n)$ the unknown $\boldsymbol{F}$ in (1.6) does not play much of a role.

Our theoretical findings show that the LSE achieves optimal rates, both for the prediction error and for the estimation error. Unfortunately, we are not aware of any polynomial time algorithm for exact computation of the LSE. Pananjady et al. (2016) have shown that the LSE for a similar

```
al <- c(0,1)
sources <- rbind(rep(al, each = 100), rep(al[2:1], each = 100))
omega <- c(0.2, 0.8)
y <- as.numeric(omega %*% sources + 0.5 * rnorm(dim(sources)[2]))
estimate <- slamSelect(y, al, lambda = 0.2, delta = 0.1)
confBound <- slamSelect(y, al, lambda = 0.2, delta = 0.1, alpha = 0.1)
est <- slamR(y = y, al = al, m = length(omega), lambda = 0.2, confreg =
TRUE, confband = TRUE, alpha = 0.1, beta = 0.01)
confReg <- attr(est, "confReg")
confBand <- attr(est, "confBand")
```

Figure 1.11: Illustration of function slamSelect and slamR in R-package slamR.
problem (see Section 5.2 for details) is NP-hard to compute. We conjecture that this is the case here, too. In Section 5.2 we propose a simple iterative Lloyd's algorithm to approximate the LSE. Simulations in Section 6.3 suggest similar rates as for the LSE.

### 1.4 Algorithms and implementation

SLAM For given number of sources $\boldsymbol{m}$, SLAM's estimate for $\boldsymbol{\omega}$ as in the SBSR model (1.3) can be computed with polynomial complexity $O\left(n^{2 m+1}\right)$, see (1.23) and Algorithm CRW in Figure 3.1. Using dynamic programming, the final estimate of sources $\boldsymbol{f}$ as in (1.3) can then be computed with a complexity ranging from $O(n)$ and $O\left(n^{2}\right)$ depending on the final solution. The SLAM selector for the number of sources $\boldsymbol{m}$ can be computed in $O\left(n^{2 \hat{m}+1}\right)$ time. As $\hat{m} \leq \boldsymbol{m}$ in most simulations (see Section 6.2), in practice, the overall complexity of SLAM does usually not increase when $\boldsymbol{m}$ is unknown. Details are given in Section 5.1. An R-package including an implementation of SLAM is available ${ }^{2}$. Its two main functions are slamSelect and slamR. The former performs model selection for the number of sources $\boldsymbol{m}$ with the estimator $\hat{m}$ (see Definition 3.6.8) and, given an (estimated) number of sources, the latter estimates the mixing weights $\boldsymbol{\omega}$ and the sources $\boldsymbol{f}$ with the SLAM procedure. slamSelect takes as input the numeric observations $y$, the alphabet al, a minimal scale lambda, and a minimal ASB delta. If, in addition, a confidence level $\alpha$ is specified, the corresponding $1-\alpha$ lower confidence bound is computed. An example is given in Figure 1.11. slamR takes as input the numeric observations $y$, the alphabet al, the true or estimated (with slamSelect) number of sources $m$, and a minimal scale lambda. The threshold parameter $q(\alpha)$ for estimating the mixing weights is chosen according to the MVT-selection method explained in Section 3.5. If confreg $==$ TRUE and alpha is specified, the $1-\alpha$ confidence region $C_{1-\alpha}$ in (1.22) for the mixing weights $\boldsymbol{\omega}$ is computed. If confband $==$ TRUE and beta is specified, the $1-\beta$ confidence band $\tilde{\mathcal{H}}(\beta)$ in (1.29) for the sources $\boldsymbol{f}$ is computed. An example is given in Figure 1.11.

[^1]Clustering algorithm In Section 5.2 a clustering algorithm (see Figure 5.1) which approximates the LSE in the MABS model (1.6) is proposed. It successively updates an estimate for matrices $\boldsymbol{F}$ and $\boldsymbol{\omega}$. Given an estimate $\hat{F}$ the LS solution for $\boldsymbol{\omega}$ can be formulated as a convex optimization problem, where standard solvers exist. On the other hand, given an estimate $\hat{\omega}$, the LS solution for $\boldsymbol{F}$ can be obtained by clustering with given centers $\left\{e \hat{\omega}: e \in \mathfrak{A}^{m}\right\}$. We found that the algorithm terminates very quickly, usually after less than 10 iterations.

### 1.5 Literature survey: contrasted and compared

Finite alphabet blind separation A rigorous statistical modeling, methodology, and theory for the FABS problem was entirely lacking, to best of our knowledge, prior to this work. We are not aware of any other work which provides a characterization of identifiability for FABS and estimates (and confidence statements) in the SBSR and MABS model, respectively, in such a rigorous and general way. However, some specific instances of FABS have been considered. For the binary alphabet $\mathfrak{A}=\{-1,1\}$ FABS has been considered in (Talwar et al., 1996; Pajunen, 1997; Diamantaras and Chassioti, 2000; Diamantaras, 2006; Gu et al., 2010). Diamantaras (2006) also considers a general finite alphabet but only for complex weights. Thus, he only works with a two-dimensional signal. The separability condition (1.9) (see Section 2.1.2) is mainly motivated by results of Diamantaras (2006). Equally spaced alphabets, i.e., $\left\{a_{1}, \ldots, a_{k}\right\}=\left\{a_{0}, a_{0}+T, a_{0}+2 T, \ldots, a_{0}+k T\right\}$ are considered in (Diamantaras and Papadimitriou, 2009; Rostami et al., 2011). Diamantaras (2008) only considers the case $\boldsymbol{m}=2$. Here we treat arbitrary alphabets $\mathfrak{A}=\left\{a_{1}, \ldots, a_{k}\right\} \subset \mathbb{R}$ and number of sources $\boldsymbol{m} \in \mathbb{N}$. Moreover, some authors (Pajunen, 1997; Diamantaras and Papadimitriou, 2009; Rostami et al., 2011) assume a specific distribution on the alphabet, e.g., uniform. Separability only assumes some specific combinations of alphabet values (which are minimal conditions in a sense) to be present in the signal, hence such a specific distribution is not needed.

A related problem is non-negative matrix factorization (NMF) (Lee and Seung, 1999; Donoho and Stodden, 2004; Arora et al., 2012; Bittorf et al., 2012), where one assumes a multivariate signal $Y=\boldsymbol{F} \boldsymbol{\omega}+Z \in \mathbb{R}^{n \times M}$ as in (1.6), but with $\boldsymbol{F}$ and $\boldsymbol{\omega}$ both non-negative (without any alphabet restriction on the sources). In contrast to NMF, the additional finite alphabet restriction imposed here, leads to a model structure more related to a classification problem. NMF with both $\boldsymbol{F}$ and $\boldsymbol{\omega}$ (and possibly also $Y$ ) having entries in a known finite set has been considered for example in (Li, 2005). While NMF shares a structural similarity with the MABS model in (1.6), it is fundamentally different to the SBSR model (1.3). A crucial assumption in NMF is that $m \ll \min (n, M)$, which obviously does not hold in the SBSR model where $M=1$. Indeed, techniques and algorithms for NMF are very different from the ones derived here for the SBSR model, as our multiscale methodology explicitly takes advantage of the one dimensional (i.e., ordered) c.p. structure under the finite alphabet assumption.
The $\delta$-separability condition from Section 1.3 .1 is similar in nature to identifiability conditions for NMF (Donoho and Stodden, 2004; Arora et al., 2012), from where the notation separable originates. However, proofs are very different. Whereas in NMF they are build on geometrical
considerations, in FABS they are build on combinatorics. In order to ensure identifiability in NMF, the " $\alpha$-robust simplicial" condition on the mixing matrix $\omega \in \mathbb{R}_{+}^{m \times M}$ (see e.g., (Bittorf et al., 2012, Definition 2.1)) and the "separability" condition on the source matrix $\boldsymbol{F} \in \mathbb{R}_{+}^{n \times m}$ (see e.g. (Bittorf et al., 2012, Definition 2.2)) are well established. There, the " $\delta$-robust simplicial" condition assumes that the mixing vectors $\omega_{1 .}, \ldots, \omega_{m} \cdot \in \mathbb{R}_{+}^{M}$ constitute vertices of an $\boldsymbol{m}$-simplex with minimal diameter (distance between any vertex and the convex hull of the remaining vertices) $\delta$. This means that different source values $\boldsymbol{F}_{i .} \in \mathbb{R}^{m}$ are mapped to different mixture values $\boldsymbol{F}_{i \cdot} \boldsymbol{\omega} \in \mathbb{R}_{+}^{M}$ by the mixing matrix $\boldsymbol{\omega} \in \mathbb{R}_{+}^{m \times M}$. This condition is analog to the condition $A S B(\boldsymbol{\omega}) \geq \delta$ in (1.8), which ensures that different source values $e \in \mathfrak{A}^{m}$ are mapped to different mixture values $e \boldsymbol{\omega} \in \mathbb{R}$ via the mixing weights $\boldsymbol{\omega} \in \Omega_{m}$, with minimal distance $\delta$ between different mixture values. The "separability" condition in NMF is essentially the same as in (1.9). In both models (NMF and FABS) separability ensures a certain variability of the sources in order to guarantee identifiability of the mixing matrix and vector, respectively, from their mixture. However, whereas in NMF separability only yields identifiability if $M \geq \boldsymbol{m}$, in FABS separability always yields identifiability even for a single linear mixtures $(M=1)$, as it explicitly explores the finite alphabet.
Another related problem is Independent Component Analysis (ICA) (see e.g., (Comon, 1994; Belkin et al., 2013; Arora et al., 2015)), which is based on the stochastic independence of the different sources (assumed to be random). Here we do not make any independence assumption on the different sources. We rather treat them as deterministic and fixed, making ICA not accessible to our problem. Moreover, in contrast to the SBSR model, ICA is not applicable for single linear mixtures $(M=1)$, as the error terms of the single sources then sum up to a single error term and ICA would treat this as one observation. ICA for underdetermined multiple linear mixture models, i.e., $1<\boldsymbol{m}<M$, is treated in (Lee et al., 1999).
Some BSS methods assume second-order stationary (SOS) processes for the sources, see (Tong et al., 1991; Belouchrani et al., 1997). Other BSS methods assume a certain sparsity of the mixing matrix (Spielman et al., 2012) or sparse representations (SR) (Abrard et al., 2001; Bofill and Zibulevsky, 2001; Yilmaz and Rickard, 2004; Li et al., 2006). We stress, that FABS does not make any sparsity assumption in the usual sense, where many coefficients are assumed to be zero. Conceptually related is blind deconvolution (see e.g., (Yellin and Porat, 1993; Li et al., 2003; Diamantaras and Papadimitriou, 2011)), however, the convolution model makes analysis and identifiability severely different. Also related is statistical seriation where $\boldsymbol{F}$ in (1.6) is a permutation matrix which needs to be estimated, see (Flammarion et al., 2016).

Change point regression The estimation of step functions, with unknown number and location of c.p.'s is a widely discussed problems, see e.g., (Tukey, 1961; Carlstein et al., 1994; Olshen et al., 2004; Fearnhead, 2006; Friedrich et al., 2008; Tibshirani and Wang, 2008; Spokoiny, 2009; Harchaoui and Lévy-Leduc, 2010; Jeng et al., 2010; Killick et al., 2012; Zhang and Siegmund, 2012; Niu and Zhang, 2012; Siegmund, 2013; Frick et al., 2014; Matteson and James, 2014; Fryzlewicz, 2014; Du et al., 2015). However, to best of our knowledge the combination with a BSS problem as in the SBSR model (1.3) has not been considered before.

Minimization of the $\ell_{0}$ norm using dynamic programming, which has a long history in c.p. analysis (see e.g., (Bai and Perron, 1998; Fearnhead, 2006; Friedrich et al., 2008; Killick et al., 2012)), for segment estimation under a multiscale constraint has been introduced in (Boysen et al., 2009) (see also (Davies et al., 2012) and (Frick et al., 2014)) and here we extend this to mixtures of segment signals and in particular to a finite alphabet restriction.
To best of our knowledge, the way the problem of clonal separation is treated here is new, see, however, (Yau et al., 2011; Carter et al., 2012; Liu et al., 2013; Roth et al., 2014; Ha et al., 2014; Ding et al., 2014). Methods suggested there all rely on specific prior information about the sources $f$ and cannot be applied to the general SBSR model. Moreover, most of them treat the problem from a Bayesian perspective.

Model selection Estimation of $\boldsymbol{m}$ in the SBSR model can be considered as a model-selection problem, for which many well established procedures exist, in general. The most popular ones include the Akaike Information Criterion (AIC) (Akaike, 1974) and the Bayesian Information Criterion (BIC) (Schwarz, 1978). For a discussion of other criteria see e.g., (Claeskens and Hjort, 2008). However, the regularity conditions (which allow a Taylor expansion of the likelihood) needed for the theoretical justification of the BIC and AIC criterion (see (Schwarz, 1978; Burnham, 2004)) are not satisfied in the SBSR model (see Section 6.2.1 for details and simulations). Moreover, these procedures do not explore the specific structure of FABS and, in particular, they do not provide any statistical guarantees for the selected number of components. Note that already for $\boldsymbol{m}=1$ this becomes apparent as then the problem boils down to c.p. estimation, where determining the number of jumps is also recognized as a model selection step and these criteria are well known to fail, see (Zhang and Siegmund, 2007, 2012).
Model selection for the number of sources, as it is considered in this thesis for the SBSR model, has also been considered for other BSS problems. A maximum likelihood procedure for estimating the number of sources in ICA is, for instance, considered in (Penny et al., 2001). They argue that, whereas usually model selection with maximum likelihood leads to an overestimation of model parameters (i.e. overestimation of $\boldsymbol{m}$ ), this is not the case for ICA. This is because for ICA adding more sources will at some point decrease the likelihood as the independence condition will be violated if too many sources are added. Such an approach cannot be transferred to the SBSR model as no probabilistic assumption is made on the sources, in particular no independence assumption. Heuristic approachs for estimating the number of sources in NMF are given in (Brunet et al., 2004; Kim and Park, 2008). As they use a randomized initialization in their iterative NMF algorithm, each run will result in a different factorization. They propose to compute for different number of sources several realizations and choose the $m$ where the factorizations were most stable. As SLAM does not include a random component, this heuristic approach cannot be used for estimating $\boldsymbol{m}$ in this context. A Bayesian approach for estimating the number of sources in NMF is considered in (Schmidt et al., 2009). There are also some heuristic approaches for estimating the number of sources for methods which are build on sparse representations (SR), see e.g., (Bofill and Zibulevsky, 2001; Yilmaz and Rickard, 2004; Li et al., 2006). However, all these approaches explore the particular sparseness
assumption and the fact that several mixtures are observed, which is both not the case in the SBSR model.

Linear models with unknown design Most related to the work on the multivariate linear model (1.6) in this thesis is (Pananjady et al., 2017), who consider model (1.6) with $\boldsymbol{F}$ being unknown up to a permutation matrix. They derive minimax prediction rates for this model and show that the LSE obtains the optimal rates (up to log-factors). They also consider the case where $\boldsymbol{F}$ is unknown up to a selection matrix (i.e. not every row of $\boldsymbol{F}$ necessarily appears in the data $Y$ and some rows might be selected several times). One can rewrite (1.6) in an analog way, to obtain a MABS model as in (1.6) where the design matrix equals $\boldsymbol{F}=\boldsymbol{\Pi} A$, with $\boldsymbol{\Pi}$ an unknown selection matrix and $A$ being the matrix where the rows constitute of all different combinations of alphabet values. Thus, one can consider (1.6) as a special case of the model considered in (Pananjady et al., 2017). Pananjady et al. (2017) derive minimax prediction rates of the form

$$
\begin{equation*}
\inf _{\hat{\theta}} \sup _{\Pi A \omega} \mathrm{E}_{\Pi A \omega}\left(\frac{1}{n M}\|\hat{\theta}-\Pi A \omega\|^{2}\right) \approx \frac{\sigma^{2} m}{n}+\frac{\sigma^{2}(\ln (n))}{M} \tag{1.32}
\end{equation*}
$$

where the log-term only appears in their upper bound. In our situation, where we assume a specific finite alphabet for the design matrix, thus a specific matrix $A$, the second term in the minimax rate becomes exponential in $M$ instead of parametric. The rate (1.32) is obtained in (Pananjady et al., 2017) by treating the whole matrix $\Pi A$ as unknown. Here we explicitly exploit a specific structure of $A$ and thus obtain a faster rate. Note that, just as in our setting (see (1.30)), Pananjady et al. (2017) obtain with (1.32) that whenever $\ln (n) \gg M$ the unknown permutation $\Pi$ does not play much of a role for the prediction error. Another major difference is that Pananjady et al. (2017) do not impose any identifiability conditions on $\boldsymbol{F}=\boldsymbol{\Pi} A$ and $\boldsymbol{\omega}$ in (1.6). Thus, in contrast to results of this thesis, they do not obtain any bounds for the estimation error. By regularizing the model in an appropriate way, we obtain the minimax estimation rate for $M \rightarrow \infty$ for $\boldsymbol{F}$ and $\boldsymbol{\omega}$ up to constants and show that it is achieved by the LSE.
Pananjady et al. (2016) already considered a similar problem as Pananjady et al. (2017) but with $M=1$ (not general $M \geq 1$ as in (1.6)) and for permutation matrices $\Pi$ only (not for selection matrices as in MABS). There they assumed a random design $A$ with Gaussian entries, in contrast to MABS where $A$ is a specific fixed matrix. They focus on the estimation of the unknown permutation $\Pi$ (and not on joint estimation of $\omega$ and $\Pi$ as in this work) and give a sharp condition on the signal to noise ratio $\|\boldsymbol{\omega}\| / \sigma$ and the number of observations $n$ under which it is possible to exactly recover the permutation $\Pi$ and they show that the LSE recovers $\Pi$ whenever this is possible. Marques et al. (2009) consider a similar model as Pananjady et al. (2017) in the context of object recognition, where $m=3$ and $M=2$. There $m=3$ corresponds to the dimension of an object, $M=2$ to the dimension of a photo of this object, and the unknown mixture matrix $\boldsymbol{\omega}$ to an unknown camera perspective. They also focus on recovery of the unknown permutation $\Pi$. Their results basically require that sufficiently many of the $n$ permutations are known in advance. Unnikrishnan et al. (2015) study a similar model as Pananjady et al. (2016) but mainly focus on the noiseless case. They also consider a random
design for $A$ (in contrast to MABS) with i.i.d. entries drawn from a continuous distribution. They focus on recovery of $\boldsymbol{\omega}$ (not on $\boldsymbol{\Pi}$ ) and show that whenever $n>2 m$ with probability one $\boldsymbol{\omega}$ can be recovered from the (noiseless) observations $Y$.

### 1.6 Summary

The following summarizes the main contributions of this thesis.

- We introduce statistical models for Finite Alphabet Blind Separation (FABS). A problem, which appears in many different areas, like digital communications and cancer genetics, but for which rigorous theory was almost entirely lacking prior to this work.
- We are the first to provide a complete characterization of identifiability for FABS, also for the case where the number of source components $\boldsymbol{m}$ is unknown.
- In a c.p. regression setting, as, e.g., in cancer genetics, we obtain confidence statements and the SLAM-estimators with (up to log-factors) optimal rates for all quantities.
- In particular, we show with a data example from cancer genetics that SLAM provides accurately estimates for the number of clonal components, their relative proportion, and their CNA profiles, something which has not been obtainable prior to now.
- We provide software, the R package slamR, with an efficient implementation of SLAM.
- We study multivariate FABS, as, e.g., in digital communications. We derive minimax rates when number of observations (length of signal) $n$ and mixtures (receivers) $M$ tend to infinity. This reveals that signals are recovered exactly by an order of $\ln (n)$ receivers.
- In a broader sense, this thesis reveals that finite alphabet structures can significantly improve statistical efficiency and recoverability and may be seen as a new type of sparsity.


## CHAPTER 2

## Identifiability and model-regularization

### 2.1 Identifiability

In the following we analyze identifiability of the weights $\omega$ and the sources $f$ from the mixture $\boldsymbol{g}$ in FABS (1.1). First, we consider the situation where the number of source components $\boldsymbol{m}$ is given. Second, the case where $m$ is unknown is treated. To this end, note that a serial structure of sources $\boldsymbol{f}$, e.g., a c.p.-structure as in the SBSR model, is irrelevant for identifiability. Thus, in this chapter the sources $f$ are w.l.o.g. considered as a matrix with elements in the finite alphabet $\mathfrak{A}$. Moreover, note that multiple observed values leave the identification problem invariant, i.e., do not contribute further to identifiability. Hence, w.l.o.g. all observations $\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}$ are assumed to be pairwise different. Note, that this implies $n \leq k^{m}=\left|\mathfrak{I}^{m}\right|$.

Definition 2.1.1 (Identifiable mixtures). Consider the FABS model (1.1) with $M$ mixtures, $n$ observations, and a given number of source components $\boldsymbol{m}$. A pair $(\boldsymbol{\omega}, \boldsymbol{f})$ of weights $\boldsymbol{\omega} \in$ $\Omega_{m, M}$ and sources $f \in \mathfrak{A}^{n \times m}$ is identifiable from its mixture $g:=f \omega$, if there exists exactly one $(\omega, f) \in \Omega_{m, M} \times \mathfrak{H}^{n \times m}$ such that $\boldsymbol{g}=f \omega$.

Example 2.1.2. To illustrate the problem and notation, consider a simple example of FABS, where $\boldsymbol{m}=2, M=1$, and the alphabet is binary with $\mathfrak{A}=\{0,1\}$. That means we consider mixing vectors $\boldsymbol{\omega}=\left(\boldsymbol{\omega}_{1}, \boldsymbol{\omega}_{2}\right)$ with $\boldsymbol{\omega}_{1}, \boldsymbol{\omega}_{2} \in \mathbb{R}_{+}$and $\boldsymbol{\omega}_{1}+\boldsymbol{\omega}_{2}=1$ and two different sources $\boldsymbol{f}_{\cdot 1}=$ $\left(\boldsymbol{f}_{11}, \ldots, \boldsymbol{f}_{n 1}\right), \boldsymbol{f}_{\cdot 2}=\left(\boldsymbol{f}_{12}, \ldots, \boldsymbol{f}_{n 2}\right)$ with $\boldsymbol{f}_{i j} \in\{0,1\}$ for $i=1,2$ and $j=1, \ldots, n$. The question we would like to answer is, under which conditions on $\boldsymbol{\omega}$ and $\boldsymbol{f}$ is $(\boldsymbol{\omega}, \boldsymbol{f})$ uniquely determined via $\boldsymbol{g}:=\boldsymbol{f} \boldsymbol{\omega}$. For a given observation $\boldsymbol{g}_{j}$ the underlying source vector $\boldsymbol{f}_{j}=\left(\boldsymbol{f}_{j 1}, \boldsymbol{f}_{j 2}\right)$ equals one of the four different values

$$
\begin{equation*}
(0,0),(1,0),(0,1),(1,1) \tag{2.1}
\end{equation*}
$$

and hence,

$$
\begin{equation*}
\boldsymbol{g}_{j} \in\left\{0, \boldsymbol{\omega}_{1}, \boldsymbol{\omega}_{2}, 1\right\} . \tag{2.2}
\end{equation*}
$$

Clearly, if any two of the four values in the set on the r.h.s. of (2.2) coincide, then two different source values in (2.1) lead to the same mixture value for $\boldsymbol{g}_{j}$ and hence the sources are not identifiable, i.e., they cannot be distinguished. Consequently, a necessary condition for identifiability
is that all values in the r.h.s. of (2.2) are different, which is equivalent to

$$
\begin{equation*}
\boldsymbol{\omega}_{1} \neq \boldsymbol{\omega}_{2} \quad \text { and } \quad 0<\boldsymbol{\omega}_{1}, \boldsymbol{\omega}_{2}<1 . \tag{2.3}
\end{equation*}
$$

In other words, it is necessary that the alphabet values in $\mathfrak{A}^{m}$ are well separated via the mixing weights $\boldsymbol{\omega}$. For arbitrary alphabets and number of sources this is characterized by the necessary condition that $A S B(\boldsymbol{\omega})=A S B(\boldsymbol{\omega}, \mathfrak{A})>0$ as in (1.8). Further, we may assume w.l.o.g. that $\boldsymbol{\omega}_{1}<\boldsymbol{\omega}_{2}$, i.e., we denote that source as $\boldsymbol{f}_{1}$. which comes with the smaller weight. (2.3) alone, however, is necessary but not sufficient for identifiability. For instance, if $\boldsymbol{f}_{\cdot 1}=\boldsymbol{f}_{\cdot 2}$ then $\boldsymbol{g}_{j} \in$ $\{0,1\}$ and hence, $\boldsymbol{\omega}$ is not identifiable from $\boldsymbol{g}$. In this simple example, it is easy to check that a necessary and sufficient variability of $\boldsymbol{f}_{\cdot 1}$ and $\boldsymbol{f}_{\cdot 1}$ is that $\boldsymbol{f}$ either takes the value $(1,0)$ (i.e., $\boldsymbol{g}_{j}=\boldsymbol{\omega}_{1}$ for some $j=1, \ldots, n$ ) or ( 0,1 ) (i.e., $\boldsymbol{g}_{j}=\boldsymbol{\omega}_{2}$ for some $j=1, \ldots, n$ ) as by (2.3) and $\boldsymbol{\omega}_{1}+\boldsymbol{\omega}_{2}=1$ it always follows that $0<\boldsymbol{\omega}_{1}<1 / 2<\boldsymbol{\omega}_{2}=1-\boldsymbol{\omega}_{1}<1$. In other words, it is necessary and sufficient that $\omega_{i} \in \operatorname{imag}(\boldsymbol{g})$, which coincides with separability in (1.9).

### 2.1.1 Combinatorial characterisation of identifiability

The following theorem characterized identifiability in the FABS as a purely combinatorial issue. To this end, let $S_{m}^{n}$ be the collection of injective maps from $\{1, \ldots, \boldsymbol{m}\}$ to $\{1, \ldots, n\}$, i.e., for $\rho \in S_{\boldsymbol{m}}^{n}$ the vector $\left(\boldsymbol{g}_{\rho(1)}, \ldots, \boldsymbol{g}_{\rho(\boldsymbol{m})}\right)$ corresponds to a selection of elements from $\left\{\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}\right\}$ (recall that they are assumed to be pairwise different).

Theorem 2.1.3. Consider the FABS model (1.1) for $M$ mixtures, $n$ observations, and given number of source components $\boldsymbol{m}$, with $\boldsymbol{g}=\left(\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}\right)^{\top}=\boldsymbol{f} \boldsymbol{\omega}$ and $(\boldsymbol{\omega}, \boldsymbol{f}) \in \Omega_{\boldsymbol{m}, M} \times \mathfrak{H}^{n \times \boldsymbol{m}}$. Let $E \in \mathfrak{H}^{\boldsymbol{m} \times \boldsymbol{m}}$ be an arbitrary but fixed invertible $\boldsymbol{m} \times \boldsymbol{m}$ matrix with elements in $\mathfrak{H}$. Assume that $A S B(\boldsymbol{\omega})>0$ and
A 1. there exists $\rho \in S_{m}^{n}$ such that $\left(\boldsymbol{f}_{\rho(r) 1}, \ldots, \boldsymbol{f}_{\rho(r) m}\right)_{1 \leq r \leq m}^{\top}=E$.
Then $(\boldsymbol{\omega}, \boldsymbol{f})$ is identifiable if and only if
A 2. there exists exactly one $\sigma \in S_{m}^{n}$ such that for $\omega:=E^{-1}\left(\boldsymbol{g}_{\sigma(1)}, \ldots, \boldsymbol{g}_{\sigma(\boldsymbol{m})}\right)^{\top}$

$$
\begin{equation*}
\omega \in \Omega_{\boldsymbol{m}, M} \quad \text { and } \quad\left\{\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}\right\} \in\left\{a \omega: a \in \mathfrak{A}^{\boldsymbol{m}}\right\} \tag{2.4}
\end{equation*}
$$

i.e., $\omega$ is a valid mixing weight and can reproduce all observations.

Theorem 2.1.3 yields that, for a fixed invertible matrix $E \in \mathfrak{H}^{\boldsymbol{m} \times m}$, if the sources $f$ are restricted to those where the rows of $E$ appear somewhere in the rows of $f$, i.e., $E_{1 .}, \ldots, E_{m} . \in$ $\operatorname{imag}(f)$, then identifiability reduced to the combinatorial issue A2. Put it differently, if one restricts to the submodel invoked by A1 (where the submodel depends on the matrix $E$ ), identifiability can be easily determined via checking for all different collections $\sigma \in \mathcal{S}_{m}^{n}$ whether the corresponding rows of $\boldsymbol{g}$ can be assigned to rows of $E$ in a unique way as in A2.
Note that A1 can easily be simplified to the assumption that $f$ has full rank, that is $\operatorname{rank}(f)=$ $\boldsymbol{m}$. To see this, note that there are only finitely many invertible matrices $E \in \mathfrak{A}^{n \times m}$. Thus,
in order to check identifiability under assumption $\operatorname{rank}(\boldsymbol{f})=\boldsymbol{m}$, one can check A2 for any invertible $E \in \mathfrak{A}^{n \times m}$. Indeed, $\operatorname{rank}(\boldsymbol{f})=\boldsymbol{m}$ is an almost minimal condition for identifiability. By simple linear algebra, it is easy to check that $\operatorname{rank}(\boldsymbol{f})<\operatorname{dim}\left(\operatorname{span}\left(\Omega_{m, 1}\right)\right)=\boldsymbol{m}-1$ implies that for any $\boldsymbol{\omega} \in \Omega_{m, M}$ exists an $\omega \neq \boldsymbol{\omega} \in \Omega_{m, M}$ such that $\boldsymbol{\omega} \boldsymbol{f}=\omega \boldsymbol{f}$, i.e., $(\boldsymbol{\omega}, \boldsymbol{f})$ is not identifiable. For arbitrary mixing weights (see Section 2.4.1), which not necessarily sum up to one, $\operatorname{rank}(\boldsymbol{f})=\boldsymbol{m}$ is even necessary. Further, note that if all $k^{m}$ possible different values are observed, that is $\operatorname{imag}(\boldsymbol{g})=\left\{\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}\right\}=\left\{e \boldsymbol{\omega}: e \in \mathfrak{A}^{m}\right\}$, A1 holds for any $E \in \mathfrak{A}^{n \times m}$. Theorem 2.1.3 yields that if, for a specific matrix $E \in \mathfrak{A}^{n \times m}, \mathrm{~A} 2$ always holds, then A1 (for this specific $E$ ) provides a sufficient identifiability condition. It turns out (see Section 2.1.2) that this is the case when $E$ is the identity matrix. Then, A1 equals separability as in (1.9). The following example shows that this is not true in general. That is, not for any choice of $E$ A2 always holds and thus, not for all $E$ A1 is sufficient for identifiability. In particular, the following example shows that $\operatorname{rank}(\boldsymbol{f})=\boldsymbol{m}$ is not sufficient for identifiability.

Example 2.1.4. With the notation of Theorem 2.1.3 let $n=\boldsymbol{m}=3, M=1$, and $\mathfrak{A}=$ $\{0,1,21 /(6+\sqrt{15}), 6\}$. Consider mixing weights $\boldsymbol{\omega}^{\top}=((6-\sqrt{15}) / 30,(6+\sqrt{15}) / 30,0.6)$ and sources $f=E=\operatorname{diag}(6,21 /(6+\sqrt{15}), 1)$. Then $\rho$ in A1 is the identity map and $\boldsymbol{g}=\boldsymbol{f} \boldsymbol{\omega}=$ $((6-\sqrt{15}) / 5,0.7,0.6)^{\top}$. For $\sigma:(1,2,3) \mapsto(3,1,2)$ we find that $E^{-1}\left(\boldsymbol{g}_{\sigma(1)}, \boldsymbol{g}_{\sigma(2)}, \boldsymbol{g}_{\sigma(3)}\right)^{\top}=$ $(0.1,0.2,0.7)^{\top}=: \tilde{\omega}$, which is a valid mixing weight. Hence, $(\boldsymbol{\omega}, \boldsymbol{f})$ is not identifiable.

### 2.1.2 Separability

The following theorem shows that separability, that is, A1 with $E$ the identity matrix, is sufficient for identifiability. Moreover, the proof gives an explicit construction of the unique ( $\boldsymbol{\omega}, \boldsymbol{f}$ ) from $g$ in $O(n)$ time (see Figure 2.2).

Theorem 2.1.5 (Separability). Consider the FABS model (1.1) for M mixtures, $n$ observations, and given number of source components $\boldsymbol{m}$, with $\boldsymbol{g}=\left(\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}\right)^{\top}=\boldsymbol{f} \boldsymbol{\omega}$ and $(\boldsymbol{\omega}, \boldsymbol{f}) \in$ $\Omega_{m, M} \times \mathfrak{Q}^{n \times m}$. Furthermore, assume that $A S B(\boldsymbol{\omega})>0$ and
A 3. there exists $\rho \in S_{m}^{n}$ such that

$$
\left(f_{\rho(r) 1}, \ldots, f_{\rho(r) m}\right)_{1 \leq r \leq m}=I_{m \times m}
$$

where $I_{m \times m}$ denotes the $\boldsymbol{m} \times \boldsymbol{m}$ identity matrix.
Then $(\boldsymbol{\omega}, \boldsymbol{f})$ is identifiable.
Note that separability in A3 only requires that the unit vectors are attained somewhere by the sources $f=\left(f_{1}, \ldots, f_{n}\right)^{\top}$ (or equivalently that the mixing weights $\boldsymbol{\omega}_{i}$ appear somewhere in the mixture $\left.\boldsymbol{g}=\left(\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}\right)^{\top}\right)$ and does not specify the location. Figure 2.1 summarizes relations between A1-A3 in a diagram.

Remark 2.1.6 (Relaxing separability).
a) Note that A 3 is equivalent to $\omega_{1}, \ldots, \omega_{m} \in \operatorname{imag}(g)$ as in (1.9). As the mixing weights sum up to one, i.e., $\sum_{i=1}^{m} \omega_{i}=1$, when the number of sources is $m$ is known, A3 can be


Figure 2.1: Relation between A1, A2, and A3 of Theorem 2.1.3 and 2.1.5.
replaced by the weaker condition $\omega_{1}, \ldots, \omega_{m-1} \in \operatorname{imag}(\boldsymbol{g})$. This is not true when $\boldsymbol{m}$ is unknown.
b) In A3 the entries 0 and 1 of the identity matrix correspond to the smallest and second smallest alphabet value, respectively (recall $\mathfrak{A}=\left\{0,1, a_{3}, \ldots, a_{k}\right\}$ as in (1.7)). It is easy to check that 0 can be replaces by the largest alphabet value $a_{k}$ and 1 by the second largest alphabet value $a_{k-1}$.

Remark 2.1.7 (Separability is almost necessary). For arbitrary alphabets $\mathfrak{A}$ and number of sources $\boldsymbol{m}$, Theorem 2.1.5 yields that separability in A3 (together with the necessary condition $A S B(\omega)>0$ ) is sufficient for identifiability in FABS (1.1). Moreover, for the binary alphabet $\mathfrak{A}=\{0,1\}$ and $\boldsymbol{m}=2$ sources, separability is necessary for identifiability (recall Example 2.1.2). In that sense, without specifying alphabet and number of sources, separability is sufficient and necessary for identifiability.

Input: $\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}$ and $\mathfrak{A}$
$r=1$
$\mathfrak{W} \leftarrow\left\{\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}\right\} \backslash\{(0, \ldots, 0)\}$
$\boldsymbol{\omega}_{1} \leftarrow \operatorname{argmin}\{\|x\|: x \in \mathfrak{b}\}$
$\mathfrak{F} \leftarrow \mathfrak{G} \backslash\left\{a\left(\boldsymbol{\omega}_{1}, 1-\boldsymbol{\omega}_{1}\right)^{\top}: a \in \mathfrak{H}^{2}\right\}$
while $\mathfrak{G} \neq \emptyset$ do
$r=r+1$
$\boldsymbol{\omega}_{r} \leftarrow \operatorname{argmin}\{\|x\|: x \in \mathfrak{G}\}$
$\mathfrak{5} \leftarrow \mathfrak{G} \backslash\left\{a\left(\boldsymbol{\omega}_{1}, \ldots, \boldsymbol{\omega}_{r}, 1-\boldsymbol{\omega}_{1}-\ldots-\boldsymbol{\omega}_{r}\right)^{\top}: a \in \mathfrak{A}^{r+1}\right\}$
end while
$\boldsymbol{m} \leftarrow r$
return $m$ and $\omega_{1}, \ldots, \omega_{m}$
Figure 2.2: Algorithm for weight identification in FABS (1.1), with $\mathfrak{A}$ as in (1.7), under separability assumptions A3 and $A S B(\boldsymbol{\omega})>0$.

A formal proof of Theorem 2.1.5 is given in Section A.1. In the following the idea of the proof is illustrated via an explicit recovery algorithm for $\boldsymbol{\omega}$. This generalizes an algorithm of Diamantaras and Chassioti (2000) for the binary alphabet $\Omega=\{-1,1\}$ to a general finite alphabet. For simplicity, assume that $M=1$. As A3 is equivalent to (1.9), in order to identify $\boldsymbol{\omega}$ from $\boldsymbol{g}$ it suffices to determine those observations $\boldsymbol{g}_{j}$ which correspond to mixing weights
$\boldsymbol{\omega}_{i}$. To this end, consider the ordered observations $\boldsymbol{g}_{(1)}<\ldots<\boldsymbol{g}_{(n)}$. As $A S B(\boldsymbol{\omega})>0$, each observation $\boldsymbol{g}_{j}$ corresponds to a unique vector in $\mathfrak{H}^{\boldsymbol{m}}$ with

$$
\begin{equation*}
\left\{\boldsymbol{\omega}_{1}, \ldots, \boldsymbol{\omega}_{\boldsymbol{m}}\right\} \subset\left\{\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}\right\} \subset\left\{e \boldsymbol{\omega}: e \in \mathfrak{H}^{m}\right\} \tag{2.5}
\end{equation*}
$$

Clearly, the smallest possible value in the set on the r.h.s. of (2.5) is 0 , which corresponds to $e=(0, \ldots, 0)$, where all sources take the smallest alphabet value, 0 . Similar, the second smallest value in the set on the r.h.s. of (2.5) is $\omega_{1}$, which corresponds to $e=(1,0, \ldots, 0)$, where all sources take the smallest alphabet value, 0 , but only the source with the smallest mixing weight $f^{1}$ takes the second smallest alphabet value, 1 . Thus, $\boldsymbol{\omega}_{1}$ is identified as

$$
\boldsymbol{\omega}_{1}= \begin{cases}\boldsymbol{g}_{(2)} & \text { if } \boldsymbol{g}_{(1)}=0  \tag{2.6}\\ \boldsymbol{g}_{(1)} & \text { oterweise }\end{cases}
$$

With $\boldsymbol{\omega}_{1}$ the set $\left\{e\left(\boldsymbol{\omega}_{1}, 1-\boldsymbol{\omega}_{1}\right)^{\top}: e \in \mathfrak{H}^{2}\right\}$ can be computed. As the weights sum up to one, this is a subset of $\left\{e \boldsymbol{\omega}: e \in \mathfrak{A}^{m}\right\}$ and the smallest value in $\left\{e \boldsymbol{\omega}: e \in \mathfrak{A}^{m}\right\} \backslash\left\{e\left(\boldsymbol{\omega}_{1}, 1-\boldsymbol{\omega}_{1}\right)^{\top}: e \in \mathfrak{H}^{2}\right\}$ equals $\boldsymbol{\omega}_{2}$. Thus, it follows from (2.5) that

$$
\begin{equation*}
\boldsymbol{\omega}_{2}=\min \left(\left\{\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}\right\} \backslash\left\{e\left(\boldsymbol{\omega}_{1}, 1-\boldsymbol{\omega}_{1}\right)^{\top}: e \in \mathfrak{H}^{2}\right\}\right) \tag{2.7}
\end{equation*}
$$

That way, all $\boldsymbol{\omega}_{i}$ 's can successively be identified and, as $A S B(\boldsymbol{\omega})>0, \boldsymbol{f}$ can be identified. This algorithm is summarized in Figure 2.2.

## Unknown number of source components

Note that the algorithm in Figure 2.2 does not require $\boldsymbol{m}$ to be known. Indeed, Theorem 2.1.5 still holds when $\boldsymbol{m}$ is unknown, which is a direct consequence of its proof.

Definition 2.1.8 (Identifiable mixtures for unknown $\boldsymbol{m}$ ). Consider the FABS model (1.1) with $M$ mixtures and $n$ observations. A pair $(\boldsymbol{\omega}, \boldsymbol{f}) \in \bigcup_{m \geq 2} \Omega_{m, M} \times \mathfrak{A}^{n \times m}$ is identifiable from its mixture $\boldsymbol{g}:=\boldsymbol{f} \boldsymbol{\omega}$, if there exists exactly one $(\omega, f) \in \bigcup_{m \geq 2} \Omega_{m, M} \times \mathfrak{A}^{n \times m}$ such that $\boldsymbol{g}=f \omega$.

Theorem 2.1.9. Consider the FABS model (1.1) for $M$ mixtures and $n$ observations, with $(\boldsymbol{\omega}, \boldsymbol{f}) \in \bigcup_{m \geq 2} \Omega_{m, M} \times \mathfrak{A}^{n \times m}$. If $A S B(\boldsymbol{\omega})>0$ and $\boldsymbol{f}$ is separable as in $A 3$, then $(\boldsymbol{\omega}, \boldsymbol{f})$ is identifiable.

Theorem 2.1.9 yields that for

$$
\begin{equation*}
\mathcal{M}_{m}^{0}:=\left\{f \omega: \omega \in \Omega_{m, M}, A S B(\omega)>0 \text { and } f \in \mathfrak{H}^{n \times m} \text { separable }\right\} \tag{2.8}
\end{equation*}
$$

the following mapping is well defined

$$
\begin{equation*}
\mathfrak{m}: \bigcup_{m \geq 2} \mathcal{M}_{m}^{0} \rightarrow \mathbb{N} \text { s.t. } \mathfrak{m}(g)=m \Longleftrightarrow g \in \mathcal{M}_{m}^{0} \tag{2.9}
\end{equation*}
$$

### 2.2 Exact and stable recovery

Recall that in $\Omega_{m, M}$ (see (1.2)) the row-ordering is fixed via $\left\|\omega_{1}.\right\|<\ldots<\left\|\omega_{m}.\right\|$. To regularize this condition, for $\omega \in \Omega_{m, M}$ define analog to the ASB in (1.8) the weights separation boundary

$$
\begin{equation*}
W S B(\boldsymbol{\omega})=W S B(\boldsymbol{\omega}, \mathfrak{H}):=\frac{1+\boldsymbol{m} a_{k}}{2} \min _{i=2, \ldots, m}\left(\left\|\omega_{i \cdot}\right\|-\left\|\omega_{i-1} \cdot\right\|\right) . \tag{2.10}
\end{equation*}
$$

Definition 2.2.1 ( $\delta$-separable). Consider FABS (1.1) with $M$ mixtures and $n$ observations. A pair $(\boldsymbol{\omega}, \boldsymbol{f}) \in \bigcup_{m \geq 2} \Omega_{m, M} \times \mathfrak{A}^{n \times m}$ is $\delta$-separable if

1. $A S B(\boldsymbol{\omega}), W S B(\boldsymbol{\omega}) \geq \delta$ as in (1.8) and (2.10) and
2. $f$ fulfills the separability condition A3.

For the following considerations we define the space of $\delta$-separable mixing weights as

$$
\begin{equation*}
\Omega_{m, M}^{\delta}:=\left\{\omega \in \Omega_{m, M}: A S B(\omega), W S B(\omega) \geq \delta\right\} \text { and } \Omega_{m}^{\delta}:=\Omega_{m, 1}^{\delta} \tag{2.11}
\end{equation*}
$$

Remark 2.2.2 (WSB). Note that for all $\boldsymbol{\omega} \in \Omega_{m, M}$ in (1.2) it holds that $W S B(\boldsymbol{\omega})>0$. Note further that for a single mixture $M=1$ it holds that $A S B(\boldsymbol{\omega})<W S B(\boldsymbol{\omega})$ and hence, in Definition 2.2.1 and (2.11) the condition $W S B(\boldsymbol{\omega}) \geq \delta$ can be dropped whenever $M=1$.

The following theorem goes beyond identifiability. It shows how the parameter $\delta$ in (2.11) regularizes FABS. Again, first the results for known number of sources $\boldsymbol{m}$ is given.

Theorem 2.2.3 (Exact recovery). Consider the FABS model (1.1) for $M$ mixtures, $n$ observations, and given number of sources $\boldsymbol{m}$. Let $\epsilon, \delta>0$ be such that $\epsilon<\delta /\left(1+m a_{k}\right)$ and $(\boldsymbol{\omega}, \boldsymbol{f}),(\omega, f) \in \Omega_{\boldsymbol{m}, M} \times \mathfrak{A}^{n \times m}$ both $\delta$-separable as in Definition 2.2 .1 with

$$
\max _{j=1, \ldots, n}\left\|(\boldsymbol{f} \boldsymbol{\omega})_{j .}-(f \omega)_{j \cdot}\right\|<\epsilon
$$

1. then $\max _{i=1, \ldots, m}\left\|\boldsymbol{\omega}_{i} .-\omega_{i}.\right\|<\epsilon$ and
2. $\boldsymbol{f}=f$.

In words, whenever two $\delta$-separable mixtures are close, then the corresponding sources are equal and the corresponding mixing weights are also close.

Remark 2.2.4 (Converse exact recovery). Note that the converse direction of Theorem 2.2.3 also holds up to a $\boldsymbol{m} a_{k}$ factor. More precisely, for any $\epsilon>0$ and $(\boldsymbol{\omega}, \boldsymbol{f}),(\omega, f) \in \Omega_{\boldsymbol{m}, M} \times \mathfrak{H}^{n \times m}$, if $\max _{i=1, \ldots, m}\left\|\boldsymbol{\omega}_{i .}-\omega_{i .}\right\|<\epsilon$ and $\boldsymbol{f}=f$, then $\max _{j=1, \ldots, n}\left\|(\boldsymbol{f} \boldsymbol{\omega})_{j \text {. }}-(f \omega)_{j .}\right\|<\boldsymbol{m} a_{k} \epsilon$. This follows directly from the triangle inequality.

Next, an exact recovery result for unknown number of sources $\boldsymbol{m}$ is given. In particular, this shows exact recovery of $\mathfrak{m}(\boldsymbol{f} \boldsymbol{\omega})$ in an $\epsilon$-neighborhood of $\boldsymbol{f} \boldsymbol{\omega}$ when $(\boldsymbol{f}, \boldsymbol{\omega})$ is $\delta$-separable. The theorem considers the case $M=1$ as in the SBSR model (1.3). When $M>1$, one can adapt the proof of Theorem 2.2.5 accordingly, however, at the price of being less sharp for the case $M=1$ (see Remark 2.3.11).

Theorem 2.2.5 (Exact recovery for unknown $\boldsymbol{m}$ ). Consider the FABS model (1.1) for a single mixtures $M=1$ and $n$ observations. Let $\epsilon, \delta>0$ be such that $0<\epsilon<\delta^{3 / 2} /\left(\sqrt{3} a_{k}\right)$ and $(\boldsymbol{\omega}, \boldsymbol{f}),(\omega, f) \in \bigcup_{m \geq 2} \Omega_{m} \times \mathfrak{H}^{n \times m}$ both $\delta$-separable as in Definition 2.2.1 with

$$
\begin{equation*}
\max _{j=1, \ldots, n}\left|(f \omega)_{j}-(f \omega)_{j}\right|<\epsilon \tag{2.12}
\end{equation*}
$$

1. then $\mathfrak{m}(f \boldsymbol{\omega})=\mathfrak{m}(f \omega)$,
2. $\max _{i=1, \ldots, m}\left|\omega_{i}-\omega_{i}\right|<\epsilon$, and
3. $\boldsymbol{f}=f$.

Theorem 2.2.5 yields that as soon as two $\delta$-separable mixtures $\boldsymbol{f} \boldsymbol{\omega}, f \omega$, each having arbitrary number of sources $\mathfrak{m}(\boldsymbol{f} \boldsymbol{\omega})$ and $\mathfrak{m}(f \omega)$, respectively, are closer than $\delta^{3 / 2} /\left(\sqrt{3} a_{k}\right)$ in sup norm, their underlying sources (including the number of sources) equal. In particular, the threshold value $\delta^{3 / 2} /\left(\sqrt{3} a_{k}\right)$ only depends on $\delta$ but not on the true number of sources of $\boldsymbol{f} \boldsymbol{\omega}$ and $f \omega$. This is in contrast to the corresponding exact recovery result for known number of sources $\mathfrak{m}(\boldsymbol{f} \boldsymbol{\omega})=\mathfrak{m}(f \omega)=\boldsymbol{m}$ in Theorem 2.2.3, where the corresponding threshold is $\delta /\left(1+\boldsymbol{m} a_{k}\right)$.

Remark 2.2.6. The condition on the mixtures $\boldsymbol{f} \boldsymbol{\omega}$ and $f \omega$ in Theorem 2.2.5, where the number of sources is unknown, is strictly stronger than in Theorem 2.2.3, where the number of sources $\boldsymbol{m}$ is known. It is shown later in Theorem 2.3.10 that whenever $\Omega_{m}^{\delta}$ in (2.11) is non-empty, then $\delta \leq 2 /(m(m+1))$. Thus, as $a_{k} \geq 1$ and $m \geq 2$ (when $m=1$ the result is trivial),

$$
\begin{equation*}
\frac{\delta^{3 / 2}}{\sqrt{3} a_{k}} \leq \delta \sqrt{\frac{2}{3 a_{k}^{2} m(m+1)}} \leq \frac{\delta}{1+m a_{k}} \sqrt{\frac{2(1+m)^{2}}{3 m(m+1)}} \leq \frac{\delta}{1+m a_{k}} \tag{2.13}
\end{equation*}
$$

In summary, the price to pay for $\boldsymbol{m}$ not known is an additional shrinkage of the order $\sqrt{\delta}$ in which $\boldsymbol{g}$ can be perturbed while $\boldsymbol{f}$ and $\boldsymbol{m}$ remain exactly recoverable and $\boldsymbol{\omega}$ within an $\delta^{3 / 2}$ neighborhood.

Example 2.2.7 (Exact recovery). Consider FABS for a single mixture $M=1$ and a binary alphabet $\mathfrak{U}=\{0,1\}$, where one wants to guarantee exact recovery of sources in an $\epsilon$ neighborhood, i.e., that for two mixtures $g=f \omega, \boldsymbol{g}=\boldsymbol{f} \boldsymbol{\omega}$

$$
\begin{equation*}
\max _{j=1, \ldots, n}\left|\boldsymbol{g}_{j}-g_{j}\right| \leq \epsilon \quad \Rightarrow \quad f=f \tag{2.14}
\end{equation*}
$$

First, consider the situation where the number of sources is known and fixed, say $\mathfrak{m}(g)=$ $\mathfrak{m}(\boldsymbol{g})=m$. Then, Theorem 2.2.3 yields that for (2.14) to hold it suffices that $(\boldsymbol{\omega}, \boldsymbol{f})$ and $(\omega, f)$ are $(1+m) \epsilon$-separable, meaning that $f, \boldsymbol{f}$ are separable as in A 3 and $A S B(\omega), A S B(\boldsymbol{\omega}) \geq$ $(1+m) \epsilon$ as in (1.8), that is, $\omega, \boldsymbol{\omega} \in \Omega_{m}^{(1+m) \epsilon}$ as in (2.11). Figure 2.3 illustrates the space $\Omega_{m}^{(1+m) \epsilon}$ for two sources $(m=2) \Omega_{2}^{3 \epsilon}$ (the union of the red and blue area in the left figure) and for three sources $(m=3) \Omega_{3}^{4 \epsilon}$ (the union of the red and blue area in the right figure) for $\epsilon=0.0074$. Note that as $\sum_{i=1}^{m} \boldsymbol{\omega}_{i}=1$ we consider $\Omega_{m}$ as a subset of $\mathbb{R}^{m-1}$. The black lines in Figure 2.3 display non-identifiable $\omega$ in $\Omega_{2}$ and $\Omega_{3}$ as in (1.2), that is where $A S B(\omega)=0$. In $\Omega_{m}^{(1+m) \epsilon}$


Figure 2.3: Space of possible mixing weights for two $\Omega_{2}$ (left) and three $\Omega_{3}$ (right) sources. For a binary alphabet $\mathfrak{A}=\{0,1\}$ the black lines indicate the non-identifiable region, where $A S B(\omega)=0$, i.e., $\omega \notin \cup_{\delta>0} \Omega^{\delta}$. The blue region shows the set of mixing weights $\Omega^{0.05}$ which fulfill (2.14) for $\epsilon=0.0074$ when the number of sources is unknown and arbitrary. The union of the red and the blue region shows the set of mixing weights $\Omega_{2}^{0.02}$ (left) and $\Omega_{3}^{0.03}$ (right) which fulfill (2.14) for $\epsilon=0.0074$ when $m=2$ (left) and $m=3$ (right), respectively, is known and fixed.
a $(1+m) \epsilon$ neighborhood of these non-identifiable regions is removed, illustrated in as gray regions in Figure 2.3. In particular, as $m$ gets larger, the diameter of the gray area in Figure 2.3 increases, reflecting the higher complexity introduced by additional sources. If $m$ gets too large (for fixed $\epsilon$ ) the gray region covers all possible mixing weights in $\Omega_{m}$ meaning that (2.14) cannot be guaranteed for any mixing weights.
Second, consider the situation where the number of sources is unknown and arbitrary. Then Theorem 2.2.5 yields that for (2.14) to hold it suffices that $(\boldsymbol{\omega}, \boldsymbol{f})$ and $(\omega, f)$ are $(\sqrt{3} \epsilon)^{2 / 3}$ separable, meaning that $f, f$ are separable as in A3 and $A S B(\omega), A S B(\omega) \geq(\sqrt{3} \epsilon)^{2 / 3}$ as in (1.8), that is, $\omega, \boldsymbol{\omega} \in \Omega_{m}^{(\sqrt{3} \epsilon)^{2 / 3}}$ as in (2.11). Figure 2.3 illustrates the space $\Omega_{2}^{(\sqrt{3} \epsilon)^{2 / 3}} \cup \Omega_{3}^{(\sqrt{3} \epsilon)^{2 / 3}}$ (the blue area in Figure 2.3) for $\epsilon=0.0074$. Note that it is completely surrounded by the red region, meaning that if the number of sources is unknown, the conditions on the parameter space for (2.14) to hold become more restrictive. As the number of sources increases, the difference between the blue and the red area in Figure 2.3 gets smaller. The red region in Figure 2.3 precisely shows those mixing weights for which (2.14) fails when the number of sources is unknown.

### 2.3 Restrictiveness of separability

In all following considerations, $\delta$-separability in Definition 2.2.1 is fundamental for inferring $\boldsymbol{m}, \boldsymbol{\omega}$, and $\boldsymbol{f}$ from noisy observations in the SBSR model (1.3) and MABS model (1.6), respectively. In the following restrictiveness of this assumption is discussed. To this end, a specific stochastic model for $\omega, f$ has to be considered. Here, the mixing weights $\boldsymbol{\omega}$ are considered as uniformly distributed on $\Omega_{m, M}$ (for known number of sources) and $\bigcup_{m \geq 2} \Omega_{m}$ (for unknown number of sources), respectively. See Remark 2.3.13 for a specification of the latter. For the
sources $\boldsymbol{f}$ Markov processes, including iid sequences, are considered, as e.g., in (Diamantaras and Papadimitriou, 2009; Yau et al., 2011; Rostami et al., 2011).

### 2.3.1 Separability of stochastic processes

In this subsection it is shortly discuss how likely it is for the separability condition A3 to be satisfied when $\left(\boldsymbol{f}_{j 1}, \ldots, \boldsymbol{f}_{\boldsymbol{j} \boldsymbol{m}}\right)_{j}$ is a stochastic process. Therefore, define the hitting times

$$
\begin{equation*}
\mathfrak{I}^{r}:=\min \left\{j \in \mathbb{N}:\left(\boldsymbol{f}_{j 1}, \ldots, \boldsymbol{f}_{j m}\right)=e^{r}\right\} \tag{2.15}
\end{equation*}
$$

for $r=1, \ldots, \boldsymbol{m}$ with $e^{r}$ the $r$-th unit vector, and stopping time $\mathfrak{I}:=\max _{r=1, \ldots, m} \mathfrak{I}^{r}$. Then it follows that

$$
\begin{align*}
\mathbf{P}(\boldsymbol{f} \text { is separable }) & =\mathbf{P}\left(\exists \rho \in S_{\boldsymbol{m}}^{n}:\left(\boldsymbol{f}_{\rho(r) 1}, \ldots, \boldsymbol{f}_{\rho(r) \boldsymbol{m}}\right)=e_{r}, r=1, \ldots, \boldsymbol{m}\right) \\
& =\mathbf{P}(\mathfrak{I} \leq n) \geq 1-\sum_{r=1}^{m} \mathbf{P}\left(\mathfrak{I}^{r}>n\right) . \tag{2.16}
\end{align*}
$$

Note that this bound only depends on the distributions of the hitting times $\mathfrak{T}^{r}$, which are often explicitly known or good estimates exist. The following theorem shows that the probability in (2.16) converges exponentially fast to one, when $f$ constitutes a Markov process.

Theorem 2.3.1. Consider the FABS model (1.1) for $M$ mixtures, $n$ observations, and given number of sources $\boldsymbol{m}$. Assume that the source signals $\left(\boldsymbol{f}_{j 1}, \ldots, \boldsymbol{f}_{j \boldsymbol{m}}\right)_{j}$ constitute an irreducible Markov process on the finite state space $\mathfrak{A}^{m}$, with transition matrix $P=\left(p_{i j}\right)_{1 \leq i, j \leq k^{m}}$, where we identify the first $\boldsymbol{m}$ states of $\mathfrak{A}^{\boldsymbol{m}}$ with the unit vectors $e^{1}, \ldots, e^{\boldsymbol{m}} \in \mathbb{R}^{\boldsymbol{m}}$. Let $N \in \mathbb{N}$ be such that $P^{N}>0, Q_{r}:=\left(p_{i j}\right)_{1 \leq i, j \neq r \leq k^{m}}$ for $r=1, \ldots, m$, and $c:=\max _{1 \leq r \leq m}\left\|Q_{r}^{N} \mathbf{1}\right\|_{\infty}$. Then $c<1$ and

$$
\begin{equation*}
\boldsymbol{P}(\boldsymbol{f} \text { is separable }) \geq 1-\boldsymbol{m} c^{\left\lfloor\frac{n}{N}\right\rfloor} \geq 1-\boldsymbol{m} c^{\frac{n-N}{N}} \tag{2.17}
\end{equation*}
$$

Example 2.3.2 (Bernoulli Model). Consider FABS with a binary alphabet $\mathfrak{A}=\{0,1\}$ and two sources $\boldsymbol{m}=2$. If the two sources $\boldsymbol{f}_{j 1}$ and $\boldsymbol{f}_{j 2}$ are independent and identically distributed for all $j=1, \ldots, n$ with $\mathbf{P}\left(\boldsymbol{f}_{j i}=0\right)=p \in(0,1)$ and $\mathbf{P}\left(\boldsymbol{f}_{j i}=1\right)=1-p=: q$ for $i=1,2$ and $j=1, \ldots, n$, then $\left(\boldsymbol{f}_{j 1}, \boldsymbol{f}_{j 2}\right)_{j}$ constitutes an irreducible Markov process on the state space $\{(1,0),(0,1),(0,0),(1,1)\}$. Hence, in Theorem 2.3.1

$$
P=\left(\begin{array}{llll}
p q & p q & p^{2} & q^{2} \\
p q & p q & p^{2} & q^{2} \\
p q & p q & p^{2} & q^{2} \\
p q & p q & p^{2} & q^{2}
\end{array}\right)>0, \quad Q_{1}=Q_{2}=\left(\begin{array}{ccc}
p q & p^{2} & q^{2} \\
p q & p^{2} & q^{2} \\
p q & p^{2} & q^{2}
\end{array}\right),
$$

with $N=1$, and $c=q p+p^{2}+q^{2}=1-p q$. Thus, Theorem 2.3.1 yields $\mathbf{P}(\boldsymbol{f}$ is separable $) \geq$ $1-2(1-p q)^{n}$.

### 2.3.2 Alphabet separation boundary

Next, the condition $A S B(\boldsymbol{\omega}) \geq \delta$ in Definition 2.2.1 is considered. To this end, define for the given alphabet $\mathfrak{A}$ in (1.7) and $m \in \mathbb{N}$ the first and second alphabet differences as

$$
\begin{equation*}
\Delta \mathfrak{A}^{m}:=\left\{e_{1}-e_{2}: e_{1} \neq e_{2} \in \mathfrak{A}^{m}\right\}, \quad \Delta^{2} \mathfrak{A}^{m}:=\left\{e_{1}-e_{2}: e_{1} \neq e_{2} \in \Delta \mathfrak{A}^{m}\right\} \tag{2.18}
\end{equation*}
$$

and note that

$$
\begin{equation*}
A S B(\boldsymbol{\omega})=0 \quad \Leftrightarrow \quad \boldsymbol{\omega} \in \bigcup_{d \in \Delta \mathscr{I}^{m}} d^{\perp} \tag{2.19}
\end{equation*}
$$

where $d^{\perp}$ denotes the kernel of the map $d: \mathbb{R}^{m \times M} \rightarrow \mathbb{R}^{M}, x \mapsto d x . d^{\perp}$ is an $M(m-1)$ dimensional linear subspace of $\mathbb{R}^{m \times M}$ and $\Omega_{m, M}$ is a subset of the affine subspace

$$
\left(\begin{array}{lllll}
1 & 0 & \ldots & 0 & 0  \tag{2.20}\\
0 & 1 & \ldots & 0 & 0 \\
& & \ddots & & \\
0 & 0 & \ldots & 1 & 0 \\
0 & 0 & \ldots & 0 & 1
\end{array}\right)+\left(\begin{array}{lllll}
1 & 1 & \ldots & 1 & 1 \\
1 & 1 & \ldots & 1 & 1 \\
& & \ddots & & \\
1 & 1 & \ldots & 1 & 1 \\
1 & 1 & \ldots & 1 & 1
\end{array}\right)
$$

Therefore, $d^{\perp}$ and $\Omega_{m, M}$ are either disjoint or they intersect in a subset of dimension $M(m-2)$, implying that

$$
\bigcup_{\delta>0} \Omega_{m, M}^{\delta}=\left\{\omega \in \Omega_{m, M}: A S B(\omega)>0\right\}
$$

has Lebesgue measure one, where $\Omega_{m, M}$ is considered as a subset of $\mathbb{R}^{(m-1) \times M}$ (recall that $\sum_{i=1}^{m} \omega_{i j}=1$ in $\Omega_{m, M}$ for all $\left.j=1, \ldots, M\right)$. This yields the following theorem. To this end, we denote $\omega$ as uniformly distributed on $\Omega_{m, M}$ if for the Lebesgue measure $\lambda$ on $\mathbb{R}^{(m-1) \times M}$ and a Borel set $A \subset \Omega_{m, M} \subset \mathbb{R}^{(m-1) \times M}$ it holds that $\mathbf{P}(\boldsymbol{\omega} \in A)=\lambda(A) / \lambda\left(\Omega_{m, M}\right)$.

Theorem 2.3.3. If $\boldsymbol{\omega}$ is uniformly distributed on the simplex $\Omega_{m, M}$ in (1.2), then for any finite alphabet $\mathfrak{A}$

$$
\boldsymbol{P}(A S B(\boldsymbol{\omega})>0)=\boldsymbol{P}\left(\boldsymbol{\omega} \in \bigcup_{\delta>0} \Omega_{m, M}^{\delta}\right)=1
$$

In particular, Theorem 2.3 .3 shows that, for separable sources $\boldsymbol{f},(\boldsymbol{\omega}, \boldsymbol{f})$ is identifiable with probability one. In the statistical settings of the SBSR model (1.3) and the MABS model (1.6) $\delta$-separability is required, for a fixed $\delta>0$. The following theorem considers the case $M=1$ and shows that $\delta$-separability is not very restrictive when $\delta$ is small. To this end define

$$
\begin{equation*}
\Delta \mathfrak{A}_{\text {min }}:=\min _{x \in \Delta \mathfrak{I}^{1}}|x|, \quad \Delta^{2} \mathfrak{A}_{\min }:=\min _{x \in \Delta^{2} \mathfrak{\mathscr { I } ^ { 1 }}}|x| . \tag{2.21}
\end{equation*}
$$

For example, for an equidistant alphabet $\mathfrak{A}=\{0,1, \ldots, k\}$ it holds that $\Delta \mathfrak{A}_{\text {min }}=\Delta^{2} \mathfrak{A}_{\text {min }}=1$.

Theorem 2.3.4. If $\boldsymbol{\omega}$ is uniformly distributed on $\Omega_{m}$ in (1.2) and $\mathfrak{A}, 0<\delta<\Delta \mathfrak{A}_{\text {min }}$, then

$$
\boldsymbol{P}(A S B(\boldsymbol{\omega}) \geq \delta)=\boldsymbol{P}\left(\boldsymbol{\omega} \in \Omega_{m}^{\delta}\right) \geq 1-\frac{k^{2 m} m^{2}(m-1)}{\sqrt{2} \Delta^{2} \mathfrak{A}_{\min }} \delta
$$

Theorem 2.3.4 is stated for single mixtures $(M=1)$. It is easy to check that $A S B(\boldsymbol{\omega})$ for $\boldsymbol{\omega}$ uniformly distributed on $\Omega_{m, M}$ is monotone increasing in $M$, in the sense that for a fixed $x>0$ it holds that $\mathbf{P}(A S B(\omega)>x)$ increases with $M$. Thus, Theorem 2.3.4 also holds when $M>1$. However, when $M$ increases the bound on the r.h.s. of Theorem 2.3.4 becomes less sharp. The following theorem shows that $A S B(\boldsymbol{\omega})$ increases with rate $\sqrt{M}$. To this end, define the constants (for fixed alphabet $\mathfrak{H}$ and number of sources $\boldsymbol{m}$ )

$$
\begin{equation*}
c=c(m, \mathfrak{H}):=\frac{\sqrt{2} \Delta^{2} \mathfrak{A}_{\min }}{\sqrt{3} k^{2 m} m^{2}(m-1)}, \quad C=C(m, \mathfrak{A}):=\frac{\sqrt{2}\left(1+m a_{k}\right)}{\sqrt{m(m-1)}} . \tag{2.22}
\end{equation*}
$$

Theorem 2.3.5. If $\boldsymbol{\omega}$ is uniformly distributed on $\Omega_{m, M}$ in (1.2), then for $c, C$ as in (2.22) it holds almost surely that

$$
c<\liminf _{M \rightarrow \infty} \frac{A S B(\boldsymbol{\omega})}{\sqrt{M}} \leq \limsup _{M \rightarrow \infty} \frac{A S B(\boldsymbol{\omega})}{\sqrt{M}}<C
$$

Theorem 2.3 .4 shows that for uniformly distributed $\omega \in \Omega_{m}$ the probability of $A S B(\boldsymbol{\omega}) \geq \delta$ is at least of order $1-O(\delta)$. The following theorem shows that $\mathbf{P}(A S B(\omega)<\delta)$ is, indeed, a polynomial in $\delta$ of order $\boldsymbol{m}-1$.

Theorem 2.3.6. If $\boldsymbol{\omega}$ is uniformly distributed on $\Omega_{m}$ in (1.2), then there exist constants $c_{i}=$ $c_{i}(\mathfrak{H}, \boldsymbol{m}), i=1, \ldots, \boldsymbol{m}-1$, such that

$$
\boldsymbol{P}(A S B(\boldsymbol{\omega})<\delta)=c_{1} \delta+c_{2} \delta^{2}+\ldots+c_{m-1} \delta^{\boldsymbol{m}-1}
$$

In the following, the constants $c_{1}, \ldots, c_{m-1}$ in Theorem 2.3.6 are computed explicitly for some examples and sharpness of the bound in Theorem 2.3.4 is explored.

Example 2.3.7 (Binary alphabet and two sources). Consider FABS for a binary $\mathfrak{A}=\{0,1\}$, a single mixture $M=1$, and $\boldsymbol{m}=2$ sources. For $\boldsymbol{\omega} \in \Omega_{2}$

$$
A S B(\boldsymbol{\omega})=\min \left(\boldsymbol{\omega}_{1}, \boldsymbol{\omega}_{2}-\boldsymbol{\omega}_{1}\right)=\min \left(\boldsymbol{\omega}_{1}, 1-2 \boldsymbol{\omega}_{1}\right)
$$

Hence, $\Omega_{2}$ corresponds to the interval $[0,1 / 2]$ and $\Omega_{2}^{\delta}$ to $[\delta,(1-\delta) / 2]$ (cf. Figure 2.3 , left), which implies

$$
\mathbf{P}(A S B(\omega) \geq \delta)=(1-3 \delta)_{+}
$$

where $(x)_{+}:=\max (x, 0)$. The bound in Theorem 2.3 .4 for $k=2, \boldsymbol{m}=2$, and $\Delta^{2} \mathfrak{A}_{\min }=1$ only yields $\mathbf{P}(A S B(\boldsymbol{\omega}) \geq \delta) \geq 1-45.3 \delta$. One reason for this gap is that in the proof of Theorem 2.3.4 the number of hyperplanes $d^{\perp}$ with $d \in \Delta \mathfrak{A}^{m}$ as in (2.19) which intersect $\Omega_{m}$ is bounded by half the number of elements in $\Delta \mathfrak{A}^{m}$, namely $k^{2 m} / 2$. In this example $k^{2 m} / 2=8$. However,
the actual number of intersecting hyperplanes is just 2 .
Example 2.3.8 (Binary alphabet and three sources). Consider FABS for a binary $\mathfrak{Z}=\{0,1\}$, a single mixture $M=1$, and $\boldsymbol{m}=3$ sources. For $\boldsymbol{\omega} \in \Omega_{3}$

$$
\begin{aligned}
\operatorname{ASB}(\boldsymbol{\omega}) & =\min \left(\boldsymbol{\omega}_{1}, \omega_{2}-\boldsymbol{\omega}_{1}, \boldsymbol{\omega}_{3}-\boldsymbol{\omega}_{2},\left|\omega_{3}-\boldsymbol{\omega}_{1}-\boldsymbol{\omega}_{2}\right|\right) \\
& =\min \left(\boldsymbol{\omega}_{1}, \boldsymbol{\omega}_{2}-\boldsymbol{\omega}_{1}, 1-\boldsymbol{\omega}_{1}-2 \boldsymbol{\omega}_{2},\left|1-2 \boldsymbol{\omega}_{1}-2 \boldsymbol{\omega}_{2}\right|\right)
\end{aligned}
$$

Hence, $\Omega_{3}$ and $\Omega_{3}^{\delta}$ correspond to the two dimensional sets in Figure 2.3 (right). Let $\lambda$ denote the Lebesgue measure in $\mathbb{R}^{2}$, then from Figure 2.3 (right) it follows that $\lambda\left(\Omega_{3}\right)=\frac{1}{12}$ and

$$
\begin{aligned}
\lambda\left(\Omega_{3}^{\delta}\right) & =\left(\int_{\delta}^{\frac{1-3 \delta}{4}} \int_{\omega_{1}+\delta}^{\frac{1-\delta-2 \omega_{1}}{2}} d \omega_{2} d \omega_{1}+\int_{2 \delta}^{\frac{1-\delta}{4}} \int_{\frac{1+\delta-2 \omega_{1}}{2}}^{\frac{1-\delta-\omega_{1}}{2}} d \omega_{2} d \omega_{1}+\int_{\frac{1-\delta}{4}}^{\frac{1-3 \delta}{3}} \int_{\omega_{1}+\delta}^{\frac{1-\delta-\omega_{1}}{2}} d \omega_{2} d \omega_{1}\right)_{+} \\
& =\left(\frac{1}{12}-\frac{5}{4} \delta+\frac{11}{4} \delta^{2}\right)_{+}
\end{aligned}
$$

Thus, if $\boldsymbol{\omega}$ is uniformly distributed on $\Omega_{3}$

$$
\mathbf{P}(A S B(\boldsymbol{\omega})>\delta)=\left(1-15 \delta+33 \delta^{2}\right)_{+} .
$$

For $k=2, \boldsymbol{m}=3$, and $\Delta^{2} \mathfrak{A}_{\text {min }}=1$, as in this example, Theorem 2.3.4 only yields $\mathbf{P}(A S B(\boldsymbol{\omega})>$ $\delta) \geq 1-814.6 \delta$. As in example Example 2.3.7, replacing $k^{2 m} / 2=32$ in the bound of Theorem 2.3.4 by the actual number of intersecting hyperplanes (which in this case is 4 ) results in a sharper bound.

Example 2.3.7 and 2.3.8 motivate to further bound the number of $d \in \Delta \mathfrak{H}^{m}$ such that $d^{\perp} \cap \Omega^{m} \neq$ $\emptyset$, which is done in the following example for an equidistant alphabet.

Example 2.3.9 (General equidistant alphabets). Assume an equidistant alphabet $\mathfrak{H}=\{0,1, \ldots$, $k-1\}$. Then in (2.21)

$$
\Delta \mathfrak{A}^{m}=\{-(k-1), \ldots,-1,0,1, \ldots,(k-1)\}^{m} \backslash\left\{(0, \ldots, 0)^{\top}\right\},
$$

and in particular $\# \Delta \mathfrak{H}^{m}=(2 k-1)^{m}-1$. Further, for all $\omega \in \Omega_{m}$ and $d \in \Delta \mathfrak{A}^{m}$ such that $d_{1}, \ldots, d_{m-1} \geq 0$ and $d_{m}>0$ (or $d_{1}, \ldots, d_{m-1} \leq 0$ and $d_{m}<0$ ) it follows that $|\langle\omega, d\rangle|>1 / m$, which implies that $\omega \notin d^{\perp}$. Consequently,

$$
\#\left\{d \in \Delta \mathfrak{H}^{m}: d^{\perp} \cap \Omega_{m} \neq \emptyset\right\} \leq(2 k-1)^{m}-1-2 k^{m-1}(k-1)
$$

Thus, it follows from (the proof of) Theorem 2.3.4 that if $\boldsymbol{\omega}$ is uniformly distributed on $\Omega_{m}$, then for any $\delta<1$

$$
\mathbf{P}(A S B(\boldsymbol{\omega})>\delta) \geq 1-\frac{\left((2 k-1)^{m}-1-2 k^{m-1}(k-1)\right) m^{2}(m-1)}{\sqrt{2}} \delta
$$

For the setting of Example 2.3 .7 with $k=2$ and $m=2$ this gives $\mathbf{P}(A S B(\boldsymbol{\omega})>\delta) \geq 1-11.3 \delta$
and for the setting of Example 2.3.8 with $k=2$ and $m=3$ this gives $\mathbf{P}(A S B(\boldsymbol{\omega})>\delta) \geq$ $1-229 \delta$, which both improve the bound from Theorem 2.3.4 for general alphabets.

### 2.3.3 Known vs. unknown number of sources

In Section 2.3.1 and 2.3.2 restrictiveness of $\delta$-separability in FABS was considered for known number of sources $\boldsymbol{m}$. This subsection considers unknown $\boldsymbol{m}$. We restrict to single mixtures $M=1$ as in the SBSR model (1.3).
First, note that in the definition of $\Omega_{m}^{\delta}$ in (2.11) $m$ and $\delta$ are related. On the one hand, for given $\delta>0, \Omega_{m}^{\delta}$ is nonempty (i.e., there exist $\omega \in \Omega_{m}$ with $A S B(\omega) \geq \delta$ ) only up to a certain maximal $m \in \mathbb{N}$ and, on the other hand, for given $m \in \mathbb{N}, \delta$ must be chosen sufficiently small for $\Omega_{m}^{\delta}$ to be nonempty. Put it differently, the ASB $\delta$ implicitly gives a bound on the maximal number of source components which can be identified. An explicit bound is given as follows.

Theorem 2.3.10. For any alphabet $\mathfrak{A}$ as in (1.7) and $m \in \mathbb{N}$ it holds that

$$
\max _{\omega \in \Omega_{m}} A S B(\omega) \leq \min \left(\frac{2 \min _{j=1, \ldots, k-1}\left(a_{j+1}-a_{j}\right)}{m(m+1)}, \frac{a_{k}}{k^{m}-1}\right) \leq \min \left(\frac{2}{m(m+1)}, \frac{a_{k}}{k^{m}-1}\right)
$$

Remark 2.3.11 (ASB-bound for general $M$ ). In Lemma A.1.2 in the appendix we derive the bound

$$
\max _{\omega \in \Omega_{m, M}} A S B(\omega) \leq \frac{\sqrt{M}\left(1+m a_{k}\right)}{\sqrt{2 m(m+1)}}
$$

which is valid for any number of mixtures $M$ (not just for $M=1$ as in Theorem 2.3.10). However, whereas the bound in Theorem 2.3.10 decreases with $m$, the general bound in Lemma A.1.2 is (for large $m$ ) constant in $m$ and thus, for the specific case of a single linear mixture $M=1$ trivial. However, this is not true when $M$ gets large. For instance, in Lemma A.1.4 we show that for the special case where $M / m \in \mathbb{N}$

$$
\max _{\omega \in \Omega_{m, M}} A S B(\omega) \geq 0.2 \Delta \mathfrak{A}_{\min } \sqrt{M / m}
$$

which shows that for general $M$ the maximal ASB decreases with $m$ at most of order $1 / \sqrt{m}$ and not of order $1 / m^{2}$ as in Theorem 2.3.10 for $M=1$.

Note that in Theorem 2.3.10 it depends on the specific alphabet and the number of sources $m$ which of the two terms in the minimum on the right hand side is attained. While the second term, which is exponential in $m$, depends on the diameter of the alphabet, the first term, which is quadratic in $m$, is independent of the specific alphabet $\mathfrak{A}$. For a given alphabet $\mathfrak{A}$ and a given number of sources $\boldsymbol{m}$ one can compute $\max _{\omega \in \Omega_{m}} A S B(\omega)$ with linear programming (see Section 5.1). Figure 2.4 shows $\max _{\omega \in \Omega_{m}} A S B(\omega, \mathfrak{U})$ and the upper bound from Theorem 2.3.10 for different alphabets and number of sources. It shows that for equidistant alphabet $\mathfrak{H}=$ $\{0,1, \ldots, k\}$ the bound in Theorem 2.3.10 is sharp. However, for non-equidistant alphabet, e.g., $\mathfrak{M}=\left\{0,1,1.1,1.5, a_{k}\right\}$, for $a_{k}=2, \ldots, 10$ as in Figure 2.4, it is not sharp, in general.
In particular, Theorem 2.3 .10 shows that if $\boldsymbol{\omega}$ is uniformly distributed on $\Omega_{m}$ then for any $\delta>0$


Figure 2.4: Exact value for $\max _{\omega \in \Omega_{m}} A S B(\omega, \mathfrak{H})$ (cirels) and upper bound from Theorem 2.3.10 (crosses). Left: $\mathfrak{A}=\{0,1\}$ (black) and $\mathfrak{A}=\{0,1,2\}$ (red), for $m=2, \ldots, 5$. Middel: $m=2$ (black) and $m=3$ (red), with $\mathfrak{H}=\{0,1, \ldots, k-1\}$, for $k=2, \ldots, 5$. Left: $m=2$ (black) and $m=3$ (red), with $\mathfrak{A}=\left\{0,1,1.1,1.5, a_{k}\right\}$, for $a_{k}=2, \ldots, 10$.
it holds true that $\mathbf{P}(A S B(\boldsymbol{\omega}) \geq \delta) \rightarrow 0$ as $\boldsymbol{m} \rightarrow \infty$. So in particular, when $\boldsymbol{m}$ is unknown, in order to achieve identifiability, it is necessary that $\boldsymbol{m}$ is reasonably small with high probability. The following theorem shows that if $\boldsymbol{\omega}$ is distributed on $\Omega=\bigcup_{m=2}^{\infty} \Omega_{m}$ such that $\mathbf{P}(\boldsymbol{m}=m)$ is proportional to the relative size of $\Omega_{m} \subset \mathbb{R}^{m-1}$ and $\boldsymbol{\omega} \mid\{\boldsymbol{m}=m\}$ is uniformly distributed on $\Omega_{m}$, then $\mathbf{P}(A S B(\boldsymbol{\omega}) \geq \delta)=\sum_{m=2}^{\infty} \mathbf{P}(A S B(\boldsymbol{\omega}) \geq \delta \mid \boldsymbol{m}=m) \mathbf{P}(\boldsymbol{m}=m)$ is of order $1-O(\delta)$.

Theorem 2.3.12. If $\boldsymbol{\omega}$ is uniformly distributed on $\Omega=\bigcup_{m=2}^{\infty} \Omega_{m}$ in (1.2), as in Remark 2.3.13, and $0<\delta<\Delta \mathfrak{H}_{\text {min }}$, then

$$
\boldsymbol{P}(A S B(\boldsymbol{\omega}) \geq \delta) \geq 1-\frac{k^{3}}{\sqrt{2} \Delta^{2} \mathfrak{A}} \frac{2 I_{1}(2 k)+k I_{2}(2 k)}{I_{1}(2)-1} \delta
$$

where $I_{1}(\cdot)$ and $I_{2}(\cdot)$ denote the modified Bessel functions of the first and second kind.
The terms $I_{1}(2 k)$ and $I_{2}(2 k)$ in the constant of the lower bound in Theorem 2.3.12 increase exponentially in $k$. Thus, analog as for $\boldsymbol{m}$ itself, in order to achieve identifiability for unknown $\boldsymbol{m}$, the size of the alphabet $k$ should be small (relative to the noise variance with $k \lesssim \ln (1 / \sigma)$ ).

Remark 2.3.13 (Uniform distribution on $\Omega$ ). The uniform distribution on the disjoint union $\Omega=\bigcup_{m=2}^{\infty} \Omega_{m}$ in Theorem 2.3.12 is to be understood as follows. $S \subset \Omega$ is measurable if and only if $S \cap \Omega_{m}$ is Borel measurable in $\mathbb{R}^{m-1}$ for all $m \geq 2$, where $\Omega_{m}$ is considered as a subset of $\mathbb{R}^{m-1}$. Let $\lambda^{m}$ be the Lebesgue measure on $\mathbb{R}^{m}$, then, as $\sum_{m=2}^{\infty} \lambda^{m-1}\left(\Omega_{m}\right)<\infty$ (see proof of Theorem 2.3.12), one can define a uniform distribution on $\Omega$ as

$$
\mu(S):=\frac{\sum_{m=2}^{\infty} \lambda^{m-1}\left(S \cap \Omega_{m}\right)}{\sum_{m=2}^{\infty} \lambda^{m-1}\left(\Omega_{m}\right)} \quad \text { for any measurable } S \subset \Omega
$$

Finally, we can combine Theorem 2.3.12, 2.3.10, and 2.3.1 to get the following corollary.
Corollary 2.3.14 (Probability of $\delta$-separability). For a given alphabet $\mathfrak{H}$ let $0<\delta<\Delta \mathfrak{H}_{\text {min }}$. If
$\boldsymbol{\omega}$ is uniformly distributed on $\Omega=\bigcup_{m=2}^{\infty} \Omega_{m}$ and $\left\{\boldsymbol{f}_{j}\right\}_{j=1, \ldots, n}$ constitute an irreducible Markov process independent of $\omega$, then there exists a constant $c=c(\delta)<1$ and $N=N(\delta) \in \mathbb{N}$, which both only depend on the transition probabilities of $\boldsymbol{f}$, such that

$$
\boldsymbol{P}((\boldsymbol{\omega}, \boldsymbol{f}) \text { is } \delta \text {-separable }) \geq 1-\sqrt{\frac{2}{\delta}} c^{\frac{n-N}{N}}-\frac{k^{3}}{\sqrt{2} \Delta^{2} \mathfrak{A}} \frac{2 I_{1}(2 k)+k I_{2}(2 k)}{I_{1}(2)-1} \delta .
$$

### 2.4 Extensions

In the following a few extensions of identifiability for FABS are considered.

### 2.4.1 Arbitrary mixing weights

So far, we assumed the mixing weights to be positive and to sum up to one. This assumption is motivated from the application in cancer genetics, where the mixing weights correspond to physical mixing proportions. However, in some other applications this assumption is not satisfied. For instance, in digital communications the mixing weights correspond to the channel response which can be negative (see e.g., (Proakis, 2007)). In the following separability is extended for arbitrary mixing weights and single mixtures $M=1$.

To this end, note that if the alphabet $\mathfrak{A}=\left\{a_{1}, a_{2}, \ldots, a_{k-1}, a_{k}\right\}$ with $a_{1}<a_{2}<\ldots<a_{k-1}<a_{k}$ is symmetric, i.e., $a_{l+1}-a_{l}=a_{k-l+1}-a_{k-l}$ for $l=1, \ldots, k-1$, then w.l.o.g. one can rescale the alphabet such that

$$
\mathfrak{A}=\left\{\begin{array}{ll}
\left\{-a_{k^{\star}}, \ldots,-a_{1}, a_{1}, \ldots, a_{k^{\star}}\right\}, & k^{\star}:=k / 2 \text { if } k \text { even } \\
\left\{-a_{k^{\star}}, \ldots,-a_{1}, 0, a_{1}, \ldots, a_{\left.k^{\star}\right\}}\right\}, & k^{\star}:=(k-1) / 2 \text { if } k \text { odd }
\end{array} .\right.
$$

In particular, $\boldsymbol{f}^{i} \in \mathfrak{A}^{n}$ implies $-\boldsymbol{f}^{i} \in \mathfrak{A}^{n}$ and thus, for arbitrary (possibly negative) mixing weights and sources $f \in \mathfrak{A}^{n \times m}$

$$
\sum_{i=1}^{m} \boldsymbol{f}^{i} \boldsymbol{\omega}_{i}=\sum_{\substack{i=1 \\ \omega_{i}>0}}^{m} \boldsymbol{f}^{1}\left|\boldsymbol{\omega}_{i}\right|+\sum_{\substack{i=1 \\ \omega_{i}<0}}^{m}-\boldsymbol{f}^{1}\left|\boldsymbol{\omega}_{i}\right|=\sum_{i=1}^{m} f^{i}\left|\boldsymbol{\omega}_{i}\right|
$$

with $f^{i}=f^{i}$ if $\boldsymbol{\omega}_{i}>0, f^{i}=-\boldsymbol{f}^{i}$ if $\boldsymbol{\omega}_{i} \leq 0$, and $f \in \mathfrak{A}^{n \times m}$. Consequently, for symmetric alphabets, one can restrict to positive weights (as in Theorem 2.1.5). Therefore, in the following theorem, we only consider non-symmetric alphabet with $a_{2}-a_{1} \neq a_{k}-a_{k-1} .{ }^{1}$ For given

[^2]$m, s \in \mathbb{N}$ with $s \leq m$ and $a, b, c \in \mathbb{R}$ define the matrix
\[

A^{s}(a, b, c):=\left($$
\begin{array}{ccccc|cccc}
b & b & b & \ldots & b & c & c & \ldots & c  \tag{2.23}\\
\hline a & b & b & \ldots & b & c & c & \ldots & c \\
b & a & b & \ldots & b & c & c & \ldots & c \\
& & \ddots & & & & & \vdots & \\
b & b & b & \ldots & a & c & c & \ldots & c \\
\hline c & c & c & \ldots & c & a & b & \ldots & b \\
c & c & c & \ldots & c & b & a & \ldots & b \\
& & & \vdots & & & & \ddots & \\
c & c & c & \ldots & c & b & b & \ldots & a
\end{array}
$$\right) \in \mathbb{R}^{(m+1) \times m},
\]

with

$$
\left(A^{s}(a, b, c)\right)_{i j}= \begin{cases}a & \text { if } i=j \\ c & \text { if } i \leq s<j \text { or } j \leq s<i \\ b & \text { otherwise }\end{cases}
$$

Theorem 2.4.1 (Separability for arbitrary mixing weights). Consider the FABS model (1.1) for a single mixtures $M=1$, $n$ observations, and given number of sources $\boldsymbol{m}$, with general mixing weights $\boldsymbol{\omega} \in\left\{x \in \mathbb{R}^{\boldsymbol{m}}: x_{1}<\ldots<x_{m}\right\}$ and sources $\boldsymbol{f} \in \mathfrak{A}^{n \times m}$ for the finite alphabet $\mathfrak{A}=\left\{a_{1}, a_{2}, \ldots, a_{k-1}, a_{k}\right\}$ with $a_{1}<\ldots<a_{k}$ and $a_{2}-a_{1} \neq a_{k}-a_{k-1}$.
Assume that $A S B(\boldsymbol{\omega})>0$ and let $s \in\{0, \ldots, \boldsymbol{m}\}$ be such that $\boldsymbol{\omega}_{s} \leq 0<\boldsymbol{\omega}_{s+1}$ (with $\boldsymbol{\omega}_{0}:=0$ and $\left.\omega_{m+1}:=1\right)$. If there exists $\rho \in S_{2(m+1)}^{n}$ such that

$$
\begin{equation*}
\left(\boldsymbol{f}_{\rho(r) 1}, \ldots, \boldsymbol{f}_{\rho(r) m}\right)_{1 \leq r \leq 2(m+1)}=\binom{A^{s}\left(a_{2}, a_{1}, a_{k}\right)}{A^{s}\left(a_{k-1}, a_{k}, a_{1}\right)} \tag{2.24}
\end{equation*}
$$

then $(\boldsymbol{\omega}, \boldsymbol{f})$ is identifiable.

Recall that for positive mixing weights the separability condition A3 in Theorem 2.1.5 had a very simple interpretation, namely, that each of the single mixing weights $\boldsymbol{\omega}_{i}$ appears somewhere in the mixture $\boldsymbol{g}$, see (1.9). The interpretation of (2.24) is somewhat more difficult, but similar. In the case of probability mixing weights $\boldsymbol{\omega} \in \Omega_{m}$ as in (1.2) both, the sum and the absolute sum of the mixing weights are fixed via $\sum_{i=1}^{m} \omega_{i}=\sum_{i=1}^{m}\left|\omega_{i}\right|=1$ and this determines the scaling factor of the mixing weights in the mixture $\boldsymbol{g}$. Now, for general mixing weights $\boldsymbol{\omega} \in\left\{x \in \mathbb{R}^{\boldsymbol{m}}: x_{1}<\ldots<x_{m}\right\}$ as in Theorem 2.4.1 both, the sum and the absolute sum (or equivalently the sum of the negative mixing weights and the sum of the positive mixing weights) are unknown and thus, additional conditions to determined these unknown scaling parameters are needed. These correspond to the first rows of $A^{s}\left(a_{2}, a_{1}, a_{k}\right)$ and $A^{s}\left(a_{k-1}, a_{k}, a_{1}\right)$ in (2.23), respectively. They ensure that the smallest possible mixture value (which corresponds to the first row of $\left.A^{s}\left(a_{2}, a_{1}, a_{k}\right)\right)$ and the largest possible mixture value (which corresponds to the
first row of $\left.A^{s}\left(a_{k-1}, a_{k}, a_{1}\right)\right)$ are observed and thus determine these scaling factors. Analog to the identity matrix in A 3 of Theorem 2.1.5, the last $\boldsymbol{m}$ rows of $A^{s}\left(a_{2}, a_{1}, a_{k}\right)$ and $A^{s}\left(a_{k-1}, a_{k}, a_{1}\right)$ in (2.23) ensure that the mixing weights $\boldsymbol{\omega}_{i}$ appear somewhere in the mixture $\boldsymbol{g}$ without the influence of the others. However, the unknown sign of $\omega_{i}$ yields the additional unambiguity of a mixture value being increased either by increasing a source with a positive weight or by decreasing a source with a negative weight.
Note that from Theorem 2.4.1 it follows directly that Theorem 2.3.1 holds with $\boldsymbol{m}$ replaced by $2 \boldsymbol{m}+2$, when we allow for arbitrary mixing weights.

### 2.4.2 Unknown alphabet

The fundamental assumption in FABS is the given finite alphabet $\mathfrak{H}$ for the sources $f$, which allows to explore the combinatorial structure to identify $\boldsymbol{\omega}$ and $f$ from its mixture. The following theorem shows that for $\boldsymbol{m}=2$ and $M=1$ knowledge of existence of a finite source alphabet can still yield identifiability even if the alphabet is unknown.
To this end, for a set $\mathfrak{A}:=\left\{a_{1}, \ldots, a_{k}\right\} \subset \mathbb{R}$ with $a_{1}<\ldots<a_{k}$ define the odds separation boundary

$$
\begin{equation*}
\text { OS B( } \mathfrak{H}):=\min _{2 \leq l, l^{\prime} \leq k-1}\left|\frac{a_{2}-a_{1}}{a_{k}-a_{k-1}}-\frac{a_{l+1}-a_{1}}{a_{k}-a_{k-l^{\prime}}}\right| \tag{2.25}
\end{equation*}
$$

with the convention that $\min (\emptyset)=\infty$, and the matrix

$$
A(\mathfrak{H}):=\left(\begin{array}{lllllllll}
a_{1} & a_{1} & a_{1} & \ldots & a_{1} & a_{2} & a_{3} & \ldots & a_{k}  \tag{2.26}\\
a_{1} & a_{2} & a_{3} & \ldots & a_{k} & a_{k} & a_{k} & \ldots & a_{k}
\end{array}\right)^{\top}
$$

Theorem 2.4.2 (Identifiability for unknown alphabet). For $n \in \mathbb{N}$ let $\boldsymbol{\omega} \in \Omega_{2}$ and $f \in \mathbb{R}^{2 \times n}$. Define $\mathfrak{A}=\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}:=\left\{\boldsymbol{f}_{i j}: i=1,2 j=1, \ldots, n\right\}$ with $a_{1}<\ldots<a_{k}$. If $A S B(\boldsymbol{\omega}, \mathfrak{H})>0$ in (1.8), OS $B(\mathfrak{H})>0$ in (2.25), and there exists $\rho \in S_{2 k-1}^{n}$ such that

$$
\begin{equation*}
\left(\boldsymbol{f}_{\rho(r) 1}, \boldsymbol{f}_{\rho(r) 2}\right)_{1 \leq r \leq(2 k-1)}=A(\mathfrak{A}) \tag{2.27}
\end{equation*}
$$

then $(\boldsymbol{\omega}, \boldsymbol{f})$ is identifiable from $\boldsymbol{g}=\boldsymbol{f} \boldsymbol{\omega}$.
The identifiability conditions in Theorem 2.4.2 are analog to separability in Theorem 2.1.5. The condition $A S B(\boldsymbol{\omega}, \mathfrak{t})>0$ ensures that, once the alphabet $\mathfrak{H}$ and the mixing weights $\boldsymbol{\omega}$ are identified, $\boldsymbol{f}$ is identifiable from $\boldsymbol{g}$, i.e., it ensures that different source values lead to different mixtures values, which is necessary for identifiability. The second condition, $\operatorname{OS} B(\mathfrak{A})>0$, is a condition on the (unknown) alphabet $\mathfrak{A}$. It ensures that $\mathfrak{A}$ does not exhibit a certain symmetry such that the order statistic of $\boldsymbol{g}_{j}$ allows to reconstruct the weights $\boldsymbol{\omega}$ without knowledge of $\mathfrak{A}$. For instance, for any equidistant alphabet $\mathfrak{A}=\left\{a_{0}+L, a_{0}+2 L, \ldots, a_{0}+k L\right\}$ with diameter $L$ of size $k \geq 3$ it holds that $O S B(\mathfrak{H})=0$. On the other hand, if the alphabet is drawn uniformly on some bounded subset of $\mathbb{R}^{k}$, then $O S B(\mathfrak{H})>0$ almost surely. Condition (2.24) is analog to A3 (and (2.24)) as it requires some specific alphabet values to appear somewhere in the sources $f$.

Remark 2.4.3. The condition $\operatorname{OS} B(\mathfrak{H})>0$ in Theorem 2.4.2 can be replaced by the weaker
condition that for every $2 \leq l, l^{\prime} \leq k-1$ at least one of the following holds

$$
\left|\frac{a_{2}-a_{1}}{a_{k}-a_{k-1}}-\frac{a_{l+1}-a_{1}}{a_{k}-a_{k-l^{\prime}}}\right|>0, \quad \max \left(\frac{a_{k}-a_{k-l^{\prime}}}{a_{k}-a_{k-1}}, \frac{a_{l+1}-a_{1}}{a_{2}-a_{1}}\right)>\frac{1-\omega_{1}}{\omega_{1}}
$$

Remark 2.4.4 (Infinite alphabets). Another direction to relax the assumption of a known finite alphabet in FABS, is to assume a known, but infinite alphabet. Clearly, $A S B(\boldsymbol{\omega})>0$ remains necessary for identifiability. This condition, however, becomes significantly more restrictive when the size of the alphabet increases. For example, for any infinite alphabet with a limit point, in particular, any bounded infinite alphabet, it follows immediately that $A S B(\boldsymbol{\omega})=0$ for any $\boldsymbol{\omega} \in \Omega$. But also for the unbounded infinite alphabet $\mathfrak{A}=\mathbb{N}$ there exists no $\boldsymbol{\omega} \in \Omega$ with $A S B(\boldsymbol{\omega})>0$. To see this, fix some $m \geq 2$ and $\boldsymbol{\omega} \in \Omega_{m}$ and w.l.o.g. assume that $\boldsymbol{\omega}_{1} \in \mathbb{Q}$, i.e., $\omega_{1}=n / d$ with $n, d \in \mathbb{N}$ and $d>n$. Then, $\tilde{d}:=(d-n) d \in \mathbb{N}, n \cdot d \in \mathbb{N}$, and

$$
A S B(\omega) \leq\left|\left(\tilde{d} \boldsymbol{\omega}_{1}+0 \cdot\left(1-\omega_{1}\right)\right)-\left(0 \cdot \omega_{1}+n d\left(1-\boldsymbol{\omega}_{1}\right)\right)\right|=0
$$

Hence, finiteness of the alphabet $\mathfrak{A}$ is somewhat fundamental for identifiability in FABS.

## CHAPTER 3

## Multiscale segmentation of single mixtures

In this chapter the SBSR model (1.3) is considered with underlying separable mixture $\boldsymbol{g} \in \mathcal{M}_{m}^{\boldsymbol{\delta}, \lambda}$ as in (1.11) for given minimal ASB $\delta>0$ and minimal scale ${ }^{1} \lambda \geq 1 / n$. First, a known number of sources $\boldsymbol{m}$ is assumed. Model selection for unknown $\boldsymbol{m}$ is considered in Section 3.6.

For simplicity, in (1.3) it is assumed that $\boldsymbol{g}$ is sampled equidistantly at $x_{j}=(j-1) / n, j=$ $1, \ldots, n$ and that all functions are defined on the domain $[0,1)$. Extensions to more general domains $\subseteq \mathbb{R}$ and sampling designs are straightforward under suitable assumptions (see e.g., (Boysen et al., 2009)) but will be suppressed to ease notation. Further, for sake of brevity, in (1.3) it is assumed that the variance $\sigma^{2}$ is known, otherwise one may pre-estimate it $\sqrt{n}$ consistently by standard methods, see e.g., (Müller and Stadtmüller, 1987; Hall et al., 1990; Dette et al., 1998; Davies and Kovac, 2001).

### 3.1 Confidence region for the weights

Let $Y$ and $\boldsymbol{g}=\boldsymbol{f} \boldsymbol{\omega} \in \mathcal{M}_{m}^{\delta, \lambda}$ be as in the SBSR model (1.3). Our starting point for the recovery of the weights $\boldsymbol{\omega}$ and the sources $\boldsymbol{f}$ is the construction of proper confidence sets for $\boldsymbol{\omega}$ which is also of statistical relevance by its own as the source functions are unknown which hinders direct inversion of a confidence set for $\boldsymbol{g}$. Consider the system of boxes $\mathfrak{B}=\mathfrak{B}^{\boldsymbol{\lambda}}=\{B(i, j): 1 \leq$ $i \leq j \leq n, j-i+1 \geq n \lambda\}$ from (1.18) with $q=q_{n}(\alpha)$ as in (1.19) for some given $\alpha \in(0,1)$, as described in Section 1.3. As the underlying sources $\boldsymbol{f}$ are assumed to be separable (see (1.12)) there exist intervals $\left[x_{i \stackrel{ }{*}}, x_{j_{r}^{\star}}\right] \subset(0,1]$ with $x_{j_{r}^{\star}}-x_{i_{r}^{\star}} \geq \lambda$, for $r=1, \ldots, \boldsymbol{m}$, such that

$$
\begin{equation*}
\left.\boldsymbol{f}\right|_{\left[x_{i, t}, x_{j f}\right]} \equiv e^{r}, \tag{3.1}
\end{equation*}
$$

with $e^{r}$ the $r$-th unit vector. Assume for the moment that these intervals would be known and let $B^{\star}:=B\left(i_{1}^{\star}, j_{1}^{\star}\right) \times \ldots \times B\left(i_{m}^{\star}, j_{m}^{\star}\right) \in \mathfrak{B}^{m}$ be the corresponding $m$-box. Then a $(1-\alpha)$-confidence region for $\omega$ is given as

$$
\begin{equation*}
C_{1-\alpha}\left(i_{1}^{\star}, j_{1}^{\star}, \ldots, i_{m}^{\star}, j_{m}^{\star}\right):=B^{\star} \tag{3.2}
\end{equation*}
$$

[^3]To see that (3.2) is, indeed, a $(1-\alpha)$-confidence region for $\boldsymbol{\omega}$, note that

$$
\left\{\boldsymbol{\omega} \in C_{1-\alpha}\left(i_{1}^{\star}, j_{1}^{\star}, \ldots, i_{\boldsymbol{m}}^{\star}, j_{\boldsymbol{m}}^{\star}\right)\right\} \supset \bigcap_{1 \leq r \leq \boldsymbol{m}}\left\{\left.\boldsymbol{g}\right|_{\left[x_{i_{r}^{\star}}, x_{j_{r}^{\star}}\right]} \equiv \boldsymbol{\omega}_{r} \in B\left(i_{r}^{\star}, j_{r}^{\star}\right)\right\}
$$

and

$$
\left\{T_{n}(Y, \boldsymbol{g}) \leq q_{n}(\alpha)\right\}=\bigcap_{\substack{\left.1 \leq i \leq j \leq n \\ \boldsymbol{g} \|_{x_{i}, x_{j}}\right]=g_{i j}}}\left\{\boldsymbol{g}_{i j} \in B(i, j)\right\}
$$

This implies that

$$
\begin{equation*}
\left\{\boldsymbol{\omega} \in C_{1-\alpha}\left(i_{1}^{\star}, j_{1}^{\star}, \ldots, i_{m}^{\star}, j_{m}^{\star}\right)\right\} \supset\left\{T_{n}(Y, \boldsymbol{g}) \leq q_{n}(\alpha)\right\} \tag{3.3}
\end{equation*}
$$

and therefore it holds uniformly in $\boldsymbol{g} \in \mathcal{M}_{\boldsymbol{m}}^{\delta, \lambda}$ that

$$
\begin{equation*}
\mathbf{P}\left(\boldsymbol{\omega} \in C_{1-\alpha}\left(i_{1}^{\star}, j_{1}^{\star}, \ldots, i_{m}^{\star}, j_{m}^{\star}\right)\right) \geq \mathbf{P}\left(T_{n}(Y, \boldsymbol{g}) \leq q_{n}(\alpha)\right) \geq 1-\alpha \tag{3.4}
\end{equation*}
$$

Of course, as the source functions $\boldsymbol{f}$ are unknown, intervals $\left[x_{i_{r}^{\star}}, x_{j_{r}^{\star}}\right]$ which satisfy (3.1) are not available immediately and thus, one cannot construct the $m$-box $B^{\star}$ required for (3.2) directly. For this reason, we will describe a strategy to obtain a sub-system of $\boldsymbol{m}$-boxes, i.e., a subset $\mathfrak{B}^{\star} \subset \mathfrak{B}^{m}$, which covers $B^{\star}$ conditioned on $\left\{T_{n}(Y, \boldsymbol{g}) \leq q_{n}(\alpha)\right\}$ almost surely. To this end, observe that for any random set $C^{\star}(Y) \subset \mathbb{R}^{m}$ with

$$
\begin{equation*}
\mathbf{P}\left(C^{\star}(Y) \supset C_{1-\alpha}\left(i_{1}^{\star}, j_{1}^{\star}, \ldots, i_{m}^{\star}, j_{m}^{\star}\right) \mid T_{n}(Y, \boldsymbol{g}) \leq q_{n}(\alpha)\right)=1 \tag{3.5}
\end{equation*}
$$

(3.3) and (3.4) imply $\mathbf{P}\left(\boldsymbol{\omega} \in C^{\star}(Y)\right) \geq 1-\alpha$. We then define $C_{1-\alpha}$ as in (1.22). To this end, $\mathfrak{B}^{\star}$ is constructed such that the diameter of the resulting $C_{1-\alpha}$ is of order $\ln (n) / \sqrt{n}$ (see Corollary 3.4.3). The construction will be done explicitly by an algorithm which relies on the application of certain reduction rules ( $\mathrm{R} 1, \mathrm{R} 2, \mathrm{R} 3$ ) to $\mathfrak{B}^{m}$ to be described in the following.
Let $\operatorname{proj}_{r}: \mathfrak{B}^{\boldsymbol{m}} \rightarrow \mathfrak{B}$, for $r=1, \ldots, \boldsymbol{m}$, denote the $r$-th projection (i.e., $\operatorname{proj}_{r}\left(B_{1} \times \ldots \times B_{\boldsymbol{m}}\right):=$ $B_{r}$ ) and define the set of boxes on which any signal fulfilling the multiscale constraint is non constant (nc) as

$$
\begin{equation*}
\mathfrak{B}_{\mathrm{nc}}:=\{B(i, j) \in \mathfrak{B}: \exists[s, t],[u, v] \subset[i, j] \text { with } B(s, t) \cap B(u, v)=\emptyset\} . \tag{3.6}
\end{equation*}
$$

R 1. Delete $B \in \mathfrak{B}^{\boldsymbol{m}}$ if there exists an $r \in\{1, \ldots, \boldsymbol{m}\}$ such that $\operatorname{proj}_{r}(B) \in \mathfrak{B}_{\text {nc }}$ as in (3.6).

The reasoning behind R1 is as follows. $\left.\boldsymbol{g}\right|_{\left[_{i_{i_{r}^{*}}, x_{j_{r}^{\star}}}\right]}$ is constant for $r=1, \ldots, \boldsymbol{m}$ as $\boldsymbol{f}^{1}, \ldots, \boldsymbol{f}^{\boldsymbol{m}}$ are constant on $\left[x_{i_{r}^{\star}}, x_{j_{r}^{\star}}\right]$. Consequently, all $\boldsymbol{m}$-boxes that include a box $B(i, j) \in \mathfrak{B}$ such that $\boldsymbol{g}$ cannot be constant on $\left[x_{i}, x_{j}\right]$ (conditioned on $T_{n}(Y, \boldsymbol{g}) \leq q_{n}(\alpha)$ ) can be deleted in order to preserve coverage of $B^{\star}$. Let $\left[x_{i}, x_{j}\right]$ be an interval on which $\boldsymbol{g}$ is constant (say $\left.\boldsymbol{g}\right|_{\left[x_{i}, x_{j}\right]} \equiv c$ ) and assume that there exist intervals $[s, t],[u, v] \subset[i, j]$ such that $B(s, t) \cap B(u, v)=\emptyset$. Then by construction of the boxes $B(s, t)$ and $B(u, v), T_{n}(Y, \boldsymbol{g}) \leq q_{n}(\alpha)$ implies that $c \in B(s, t)$ and $c \in B(u, v)$, which contradicts $B(s, t) \cap B(u, v)=\emptyset$. In other words, $\mathfrak{B}_{\mathrm{nc}}$ (nc $\hat{=}$ non constant )
in (3.6) includes all boxes $B(i, j)$ such that all function $g \in \mathcal{M}_{m}^{\delta, \lambda}$ which fulfill the multiscale constraint $T_{n}(Y, g) \leq q_{n}(\alpha)$ cannot be constant on $\left[x_{i}, x_{j}\right]$.

R 2. Delete $B \in \mathfrak{B}^{m}$, with $\left[\underline{b}_{r}, \bar{b}_{r}\right]:=\operatorname{proj}_{r}(B)$ if at least one of the following holds true.

1. $\bar{b}_{1} \leq 0$ or $\underline{b}_{1} \geq \frac{1}{m}$,
2. $\bar{b}_{r} \leq \underline{b}_{r-1}$ or $\underline{b}_{r} \geq\left(1-\sum_{i=1}^{r-1} \underline{b}_{i}\right) /(\boldsymbol{m}-r+1)$ for any $r=2, \ldots, \boldsymbol{m}$,
3. $\sum_{r=1}^{m} \bar{b}_{r}<1$.

R2 1. comes from the fact that $0<\omega_{1}<1 / \boldsymbol{m}$, R2 2. from $\boldsymbol{\omega}_{r-1}<\boldsymbol{\omega}_{r}<\left(1-\sum_{i=1}^{r-1} \omega_{i}\right) /(\boldsymbol{m}-$ $r+1$ ), and R2 3. from $\sum_{j=1}^{m} \omega_{i}=1$.
In what follows, define for $k=1, \ldots, n$

$$
\begin{equation*}
\mathcal{J}_{k}=\mathcal{J}_{k}^{\lambda}:=\left\{[i, j]: k \in[i, j], j-i+1 \geq n \lambda, \text { and } B(i, j) \notin \mathfrak{B}_{\mathrm{nc}}\right\} . \tag{3.7}
\end{equation*}
$$

R 3. Delete $B \in \mathfrak{B}^{m}$, if there exists a $k \in\{1, \ldots, n\}$ such that for all $[i, j] \in \mathcal{J}_{k}$

$$
\begin{equation*}
\left[\max _{i \leq u \leq v \leq j} b_{u v}, \min _{i \leq u \leq v \leq j} \bar{b}_{u v}\right] \cap\left\{e \omega: e \in \mathfrak{H}^{m} \text { and } \omega \in B\right\} \tag{3.8}
\end{equation*}
$$

is empty, with $\left[\underline{b}_{u v}, \bar{b}_{u v}\right]:=B(u, v) \in \mathfrak{B}^{0}$.
Conditioning on $T_{n}(Y, \boldsymbol{g}) \leq q_{n}(\alpha)$ implies $\boldsymbol{\omega} \in B^{\star}$, and, in particular, that there exists an $\omega \in B^{\star}$ such that $\operatorname{imag}(\boldsymbol{g}):=\left\{\boldsymbol{g}\left(x_{1}\right), \ldots, \boldsymbol{g}\left(x_{n}\right)\right\} \subset\left\{e \omega: e \in \mathfrak{U}^{m}\right\}$. Moreover, for every $k \in\{1, \ldots, n\}$ there exists an interval $\left[x_{i}, x_{j}\right]$ where $\boldsymbol{g}$ is constant with $\left.\boldsymbol{g}\right|_{\left.x_{i}, x_{j}\right]} \equiv \boldsymbol{g}\left(x_{k}\right) \in \operatorname{imag}(\boldsymbol{g})$ and $x_{j}-x_{i} \geq \lambda$. So, $T_{n}(Y, \boldsymbol{g}) \leq q_{n}(\alpha)$ implies $\boldsymbol{g}\left(x_{k}\right) \in B(u, v)$ for all $[u, v] \subset[i, j]$ and, therefore, for $B=B^{\star}(3.8)$ is not empty (conditioned on $T_{n}(Y, \boldsymbol{g}) \leq q_{n}(\alpha)$ ).
R1-R3 is summarized in Algorithm CRW (Confidence Region for the Weights) in Figure 3.1.

```
Input: \(Y, \boldsymbol{m}, \mathfrak{A}, \alpha, \lambda\)
    \(\overline{\mathfrak{B}} \leftarrow\left\{B(i, j) \in \mathfrak{B} \backslash \mathfrak{B}_{\mathrm{nc}}: j-i+1 \geq \lambda n\right\} \quad \triangleright\) see R1
    \(\mathfrak{B}^{\star} \leftarrow\{[\underline{b}, \bar{b}] \in \overline{\mathcal{B}}: \bar{b}>0\) and \(\underline{b}<1 / \boldsymbol{m}\} \quad \triangleright\) see R2
    for \(\mathrm{i}=2 \ldots \mathrm{~m}\) do
        \(\mathfrak{B}^{\star} \leftarrow\left\{\left[\underline{b}_{1}, \bar{b}_{1}\right] \times \ldots \times\left[\underline{b}_{i}, \bar{b}_{i}\right] \in \mathfrak{B}^{\star} \times \overline{\mathfrak{B}}: \bar{b}_{i}>\underline{b}_{i-1}\right.\) and \(\left.\underline{b}_{i}<\left(1-\sum_{r=1}^{i-1} \underline{b}_{r}\right) /(\boldsymbol{m}-i+1)\right\}\)
    end for
    \(\mathfrak{B}^{\star} \leftarrow\left\{\left[\underline{b}_{1}, \bar{b}_{1}\right] \times \ldots \times\left[\underline{b}_{m}, \bar{b}_{m}\right] \in \mathfrak{B}^{\star}: \sum_{r} \bar{b}_{j} \geq 1\right\}\)
    \(\mathfrak{B}^{\star} \leftarrow \mathrm{R} 3\) applied to \(\mathfrak{B}^{\star}\)
    return \(\mathcal{C}_{1-\alpha}:=\bigcup_{B \in \mathfrak{B}^{\star}} B\)
```

Figure 3.1: Algorithm CRW for construction of confidence regions for the mixing weights $\boldsymbol{\omega}$ in the SBSR model.

Remark 3.1.1 (Noninformative $\boldsymbol{m}$-box). If $\mathfrak{B}^{\star}=\emptyset$, we formally may set $C_{1-\alpha}:=\Omega_{m}$, the trivial confidence region. As $\left\{\mathfrak{B}^{\star}=\emptyset\right\} \subset\left\{T_{n}(Y, \boldsymbol{g})>q_{n}(\alpha)\right\}$, the probability that this happens can be bounded from above by $\alpha$. This is, in general, only a very rough bound. Simulations show that $\mathfrak{B}^{\star}=\emptyset$ is hardly ever the case when $\alpha$ is reasonably small. For instance, in 10,000
simulations of Example 1.2 .1 with $n=1280, \sigma=0.1, \alpha=0.1$ it did not happen once. Of course, when $\alpha \nearrow 1$ (for fixed sample size $n$ ), $\mathfrak{B}^{\star}=\emptyset$ finally, as no mixture $\boldsymbol{g}$ can fulfill the multiscale constrained $T_{n}(Y, \boldsymbol{g}) \leq q$ for arbitrarily small $q$.

Remark 3.1.2 (Shape of $C_{1-\alpha}$ ). The previous construction of the confidence set $C_{1-\alpha}$ does not ensure that the confidence set is of $\boldsymbol{m}$-box form

$$
\begin{equation*}
\left[\underline{\omega}_{1}, \bar{\omega}_{1}\right] \times \ldots \times\left[\underline{\omega}_{m}, \bar{\omega}_{m}\right] . \tag{3.9}
\end{equation*}
$$

In general it is a union of $\boldsymbol{m}$-boxes. However, we can always take the smallest covering $\boldsymbol{m}$-box of $C_{1-\alpha}$, given by

$$
\begin{equation*}
\left[\inf _{\tilde{\omega} \in C_{1-\alpha}} \tilde{\omega}_{1}, \sup _{\tilde{\omega} \in C_{1-\alpha}} \tilde{\omega}_{1}\right] \times \ldots \times\left[\inf _{\tilde{\omega} \in C_{1-\alpha}} \tilde{\omega}_{m}, \sup _{\tilde{\omega} \in C_{1-\alpha}} \tilde{\omega}_{m}\right] \tag{3.10}
\end{equation*}
$$

in order to get a confidence set as in (3.9). Note that $\overline{\operatorname{dist}}\left(\omega, C_{1-\alpha}\right)=: d$ remains the same when we replace $C_{1-\alpha}$ by (3.10). To see this, consider $\hat{C}:=\boldsymbol{\omega}+[-d, d]^{\boldsymbol{m}}$, which is a covering $\boldsymbol{m}$-box of $C_{1-\alpha}$, so in particular $\hat{C}$ covers (3.10), with $\overline{\operatorname{dist}}(\boldsymbol{\omega}, \hat{C})=d$.

Summing up, we have now constructed a confidence set $C_{1-\alpha}$ for the mixing vector $\boldsymbol{\omega}$ in the SBSR model. Given $C_{1-\alpha}$ SLAM estimates $\boldsymbol{\omega}$ as in (1.23). From this, in the next section we derive estimators for the sources $f^{1}, \ldots, f^{m}$.

### 3.2 Estimation of source functions

SLAM estimates $f=\left(f^{1}, \ldots, f^{m}\right)$ by solving the constraint optimization problem (1.28), which admits a solution if and only if

$$
\begin{equation*}
\min _{f \in \mathcal{S}(\mathcal{R})^{m}} T_{n}(Y, f \hat{\omega}(\alpha)) \leq q_{n}(\beta) \tag{3.11}
\end{equation*}
$$

(3.11) cannot be guaranteed in general, but the following theorem shows that if $\alpha, \beta$ are chosen as in (1.25) it holds asymptotically with probability one, independently of the specific choice of $\hat{\omega} \in C_{1-\alpha}(Y)$ in (1.23) or (1.24).

Theorem 3.2.1. Consider the SBSR model with $\boldsymbol{g} \in \mathcal{M}_{\boldsymbol{m}}^{\delta, \lambda}$. For $\alpha \in(0,1)$ let $\mathcal{C}_{1-\alpha}(Y)$ be as in (1.22). Then for any estimator $\hat{\omega}=\hat{\omega}(Y) \in C_{1-\alpha}(Y)$ and $c_{3}, c_{4}$ as in (3.13)

$$
\boldsymbol{P}\left(\min _{f \in \mathcal{S}(\mathscr{2})_{\lambda / 3}^{m}} T_{n}(Y, f \hat{\omega}) \leq c_{3} q_{n}(\alpha)+c_{4} \mid T_{n}(Y, \boldsymbol{g}) \leq q_{n}(\alpha)\right)=1
$$

For finite $n$ simulations show that violation of (3.11) is hardly ever the case. For instance, in 10,000 simulation runs of Example 1.2.1 with $\alpha=\beta=0.1$ it did not happen once. Therefore, in practice, failure of (3.11) might rather indicate that the model assumption is not correct (e.g., due to outliers) and could be treated by preprocessing of the data. Another strategy can be to decrease $\beta$ and hence the constraint in (3.11) as for $\beta>\beta^{\prime}$ it holds that $q_{n}\left(\beta^{\prime}\right)>q_{n}(\beta)$.

Remark 3.2.2 (Incorporating identifiability conditions in SLAM). The separability condition $e^{1}, \ldots, e^{m} \in\left\{\boldsymbol{f}\left(x_{1}\right), \ldots, \boldsymbol{f}\left(x_{n}\right)\right\}$ in (1.12) could be incorporated in the estimator (1.28), which provides a further restriction on $\mathcal{H}(\beta)$ in (1.29). This may yield a finite sample improvement of SLAM, however, at the expense of being less robust if separability is violated (see Section 6.1.5 for a simulation study of SLAM when separability is violated).

### 3.3 Confidence bands for the source functions

The SLAM estimation procedure in (1.28) leads to asymptotically uniform confidence bands for the source functions $\boldsymbol{f}^{1}, \ldots, \boldsymbol{f}^{\boldsymbol{m}}$. To this end, let $\tilde{T}_{n}$ be as in (1.16), but with $\operatorname{pen}(j-i+1)$ replaced by

$$
\begin{equation*}
\operatorname{pen}(j-i+1)+c_{2} \sqrt{\frac{(j-i+1) \ln (n)^{2}}{\sigma^{2} n}} \tag{3.12}
\end{equation*}
$$

with $c_{2}$ as in (3.13), and let $\tilde{\mathcal{H}}(\beta)$ be as in (1.29) but with $T_{n}$ replaced by $\tilde{T}_{n}$. Then $\tilde{\mathcal{H}}(\beta)$ constitutes an asymptotically uniform confidence band as the following theorem shows.

Theorem 3.3.1. Consider the SBSR model and let $\hat{\omega}$ be the SLAM estimator from (1.23) for $\alpha=\alpha_{n}$ as in (1.25). Then $\tilde{\mathcal{H}}(\beta)$ as in (1.29) with $T_{n}$ replaced by $\tilde{T}_{n}$ provides an asymptotically uniform confidence region for the sources $\boldsymbol{f}$,

$$
\lim _{n \longrightarrow \infty} \inf _{\boldsymbol{g} \in \mathcal{M}_{m}^{\delta, \lambda}} \boldsymbol{P}\left(\left(\boldsymbol{f}^{1}, \ldots, \boldsymbol{f}^{\boldsymbol{m}}\right) \in \tilde{\mathcal{H}}(\beta)\right) \geq 1-\beta
$$

Remark 3.3.2. The additional term in the penalty in (3.12) accounts for the estimation error of $\hat{\omega}$ and enlarges the confidence bands $\tilde{\mathcal{H}}(\beta)$. Note that at first glance it seems counter intuitive that decreasing $\delta$ decreases this term (see the dependence of $c_{2}$ on $\delta$ in (3.13)) and hence, makes the confidence band smaller. However, note that just as in Theorem 2.2.3, the smaller $\delta$, the smaller the bound $\epsilon$ on the approximation error of $\boldsymbol{g}$. This approximation error directly relates to the approximation error of $\boldsymbol{\omega}$, for which the additional term in (3.12) accounts for. Thus, the influence of increasing $\delta$ is hidden in the limit $n \rightarrow \infty$. As a consequence, the size of the confidence band is mainly influenced by the minimal scale $\lambda$, its dependence on $\delta$ is negligible. We stress, however, that a small $A S B(\boldsymbol{\omega})$ with $\delta \leq A S B(\boldsymbol{\omega})$ will, of course, lead to wider confidence bands, as confidence bands for $f$ are in one-to-one correspondence to confidence bands for $\boldsymbol{g}$ and a small $A S B(\boldsymbol{\omega}) \sim A S B(\hat{\omega})$ allows for a larger variation of $f$ within a neighborhood of $g$.

### 3.4 Consistency and rates

In the following, we investigate further theoretical properties of SLAM. As in Theorem 3.3.1 our results will be stated uniformly over the space $\mathcal{M}_{m}^{\delta, \lambda}$ in (1.11), i.e., for a given minimal
length $\lambda$ of the constant parts of the mixture $\boldsymbol{g}$ and a given minimal ASB $\delta$. Define the constants

$$
\begin{align*}
& c_{1}:=\frac{\delta^{2}}{2312 \sigma^{2} m^{2} a_{k}^{2}}, \quad c_{2}:=\frac{8 / 3 \delta+24 \sqrt{2 \sigma^{2} \ln (9 e / \lambda)}}{\sqrt{\lambda}}  \tag{3.13}\\
& c_{3}:=1+\sqrt{\frac{4}{3}} m a_{k}, \quad c_{4}:=\sqrt{\frac{4}{3}} m a_{k} \sqrt{2 \ln (e / \lambda)}
\end{align*}
$$

Further, let $N^{\star} \in \mathbb{N}$ be the smallest integer, s.t.

$$
\begin{align*}
\delta \sqrt{\ln \left(N^{\star}\right)} \geq & \max \left(\frac{27 \sigma^{2} m a_{k} \sqrt{2 \ln (e / \lambda)}}{\sqrt{\ln \left(N^{\star}\right)}\left(\sqrt{N^{\star} \lambda}-m \sigma a_{k}\right)}, 8 \sigma \sqrt{\frac{2 \ln \left(e N^{\star} / \ln \left(N^{\star}\right)^{2}\right)}{\ln \left(N^{\star}\right)}}\right.  \tag{3.14}\\
& \left.\frac{60 \sqrt{3} \sigma m a_{k} \sqrt{2 \ln (2 / \lambda)}}{\sqrt{\ln \left(N^{\star}\right)}}\right)
\end{align*}
$$

and

$$
\begin{equation*}
\lambda \frac{N^{\star}}{\ln \left(N^{\star}\right)^{2}} \geq \max \left(m a_{k}\left(3+68 \frac{\sigma}{\delta} \sqrt{\ln (9 e / \lambda)}\right), \frac{27 a_{k}}{\delta+9 \sigma \sqrt{2 \ln (9 e / \lambda)}}\right)^{2} \tag{3.15}
\end{equation*}
$$

Remark 3.4.1 (Behavior of $N^{\star}$ ). Note that the left-hand side in (3.14) and (3.15) is increasing and the right-hand side decreasing (or constant) in $N^{\star}$. For fixed $\lambda$ and $\delta \searrow 0$, (3.14) dominates the behavior of $N^{\star}$ as it is essentially of the form $\delta \sqrt{\ln \left(N^{\star}\right)} \geq c$, whereas (3.15) is of the form $\delta \sqrt{N^{\star}} / \ln \left(N^{\star}\right) \geq c$. Conversely, for fixed $\delta$ and $\lambda \searrow 0$, (3.15) dominates the behavior of $N^{\star}$ as it is essentially of the form $\lambda N^{\star} /\left(\ln \left(\lambda^{-1}\right) \ln \left(N^{\star}\right)^{2}\right) \geq c$ whereas (3.14) is of the form $\lambda N^{\star} \ln \left(N^{\star}\right)^{2} / \ln \left(\lambda^{-1}\right) \geq c$.

Theorem 3.4.2. Consider the SBSR model with $g \in \mathcal{M}_{m}^{\delta, \lambda}$. Let $\hat{\omega}$ and $\hat{f}=\left(\hat{f}^{1}, \ldots, \hat{f}^{m}\right)$ be the SLAM estimators from (1.23) and (1.28), respectively, with $\alpha=\alpha_{n}$ and $\beta=\beta_{n}$ as in (1.25). Further, let $\hat{\tau}^{i}$ and $\tau^{i}$ be the vectors of all c.p. locations of $\hat{f}^{i}$ and $f^{i}$, respectively, for $i=1, \ldots, \boldsymbol{m}$. Then for all $n>N^{\star}$ in (3.14) and (3.15) and for all $i=1, \ldots, \boldsymbol{m}$

1. $K\left(\hat{f}^{i}\right)=K\left(\boldsymbol{f}^{i}\right)$,
2. $\max _{j}\left|\hat{\tau}_{j}^{i}-\tau_{j}^{i}\right| \leq 2 \frac{\ln ^{2}(n)}{n}$,
3. $\max _{j}\left|\hat{f}^{i}\right|_{\left[\hat{\tau}_{j}, \hat{\tau}_{j+1}\right)}-\left.f^{i}\right|_{\left[\tau_{j}, \tau_{j+1}\right)} \mid=0$, and
4. $\left|\hat{\omega}_{i}-\boldsymbol{\omega}_{i}\right| \leq c_{2} \frac{\ln (n)}{\sqrt{n}}$
with probability at least $1-\exp \left(-c_{1} \ln ^{2}(n)\right)$, with $c_{1}$ and $c_{2}$ as in (3.13).
From the proof of Theorem 3.4.2 it also follows that assertions 1. - 4. hold for any $\hat{\omega} \in$ $C_{1-\alpha}(Y) \cap \Omega_{m}^{\delta}$ and we obtain the following.

Corollary 3.4.3. Consider the $S B S R$ model with $\boldsymbol{g} \in \mathcal{M}_{\boldsymbol{m}}^{\delta, \lambda}$. Let $\mathcal{C}_{1-\alpha}(Y)$ be as in (1.22) and $\alpha_{n}$ as in (1.25). Further, let $\overline{\mathrm{dist}}$ be is as in (1.26). Then for all $n>N^{\star}$ in (3.14) and (3.15)

$$
\overline{\operatorname{dist}}\left(\boldsymbol{\omega}, C_{1-\alpha_{n}}(Y) \cap \Omega_{m}^{\delta}\right)<c_{2} \frac{\ln (n)}{\sqrt{n}}
$$

with probability at least $1-\exp \left(-c_{1} \ln ^{2}(n)\right)$, with $c_{1}$ and $c_{2}$ as in (3.13).

Remark 3.4.4 (SLAM (almost) attains minimax rates).
a) (c.p. locations) Theorem 3.4 .2 states that we can recover the c.p. locations of $\boldsymbol{f}^{i}$ in probability with rate $\ln ^{2}(n) / n$. Obviously, the estimation rate of the c.p. locations is bounded from below by the sampling rate $1 / n$. Consequently, the rate of Theorem 3.4.2 differs from the optimal rate only by a $\ln ^{2}(n)$ factor.
b) (Weights) By the one-to-one correspondence between the weights and the function values of $\boldsymbol{g}$ the weights' detection rate $\ln (n) / \sqrt{n}$ immediately follows from the box height in (1.18) with $q_{n}\left(\alpha_{n}\right) \in O(\ln (n))$ and coincides with the optimal rate $O(1 / \sqrt{n})$ up to a $\ln (n)$ term.
c) (Dependence on $\lambda$ ) The minimal scale $\lambda$ in Theorem 3.4.2 may depend on $n$, i.e., $\lambda=\lambda_{n}$. In order to ensure consistency of SLAM's estimates $\hat{\omega}$ and $\left(\hat{f}^{1}, \ldots, \hat{f}^{m}\right)$, Theorem 3.4.2 requires that (3.14) and (3.15) holds (for a sufficiently large $N^{\star}$ ) and that $c_{2} \ln (n) / \sqrt{n} \rightarrow 0$, as $n \rightarrow \infty$. By Remark 3.4.1 this is fulfilled whenever $\lambda^{-1} \ln \left(\lambda^{-1}\right) \in O\left(n / \ln ^{2}(n)\right)$. This means that the statements 1. - 4. in Theorem 3.4.2 hold true asymptotically with probability one as the minimal scale $\lambda_{n}$ of successive jumps in a sequence of mixtures $\boldsymbol{g}_{n}$ does not asymptotically vanish as fast as of order $\ln ^{3}(n) / n$. We stress that no method can recover finer details of a bump signal (including the mixture $\boldsymbol{g}$ ) below its detection boundary which is of the order $\ln (n) / n$, i.e., SLAM achieves this minimax detection rate up to a $\ln ^{2}(n)$ factor, see (Dümbgen and Walther, 2008; Frick et al., 2014).
d) (Dependence on $\delta$ ) Just as the minimal scale $\lambda$, the minimal ASB $\delta$ in Theorem 3.4.2 may depend on $n$ as well, i.e., $\delta=\delta_{n}$. SLAM's estimates remain consistent whenever $\delta^{-1} \in$ $o(\sqrt{\ln (n)})$, i.e., the statements 1 . - 4. in Theorem 3.4.2 hold true asymptotically with probability one if the minimal ASB $\delta_{n}$ in a sequence of mixtures $\boldsymbol{g}_{n}$ does not decrease as fast as of order $1 / \sqrt{\ln (n)}$. We stress that no method can recover smaller jump heights of the mixture $\boldsymbol{g}$ below its minimax detection rate, which is $1 / \ln (n)$. To see this, note that statement 2. in Theorem 3.4.2 provides asymptotic detection power one for $2 \ln (n)^{2}$ i.i.d. observations with mean $\delta_{n}$ (recall that the ASB corresponds to the minimal possible jump height of the mixture $\boldsymbol{g})$. Hence, SLAM achieves the minimax rate up to a $\sqrt{\ln (n)}$ factor.

Remark 3.4.5 (SLAM for known $\boldsymbol{\omega}$ ). If $\boldsymbol{\omega}$ is known in the SBSR model, the second part of SLAM can be used separately. We may then directly solve (1.27) without pre-estimating $\boldsymbol{\omega}$, i.e. we simply replace $\hat{\omega}$ by $\boldsymbol{\omega}$. Then, Theorem 3.3 .1 is still valid for $\tilde{\mathcal{H}}(\beta)$ replaced by $\mathcal{H}(\beta)$. Further, a careful modification of the proof of Theorem 3.4.2 shows that the assertions in Theorem 3.4.2 hold for a possibly smaller $N^{\star}$ in (3.14) and (3.15) and for $\alpha_{n}=\exp \left(-c_{1} \ln (n)^{2}\right)$ replaced by $\beta_{n}$ (recall that $q_{n}\left(\beta_{n}\right)>q_{n}\left(\alpha_{n}\right)$ in (1.25) and hence, $\beta_{n}<\alpha_{n}$ ). We stress that the finite alphabet assumption is still required and the corresponding identifiability assumption $A S B(\boldsymbol{\omega}) \geq \delta$ must be valid.

### 3.5 Selection of the threshold parameter

On the one hand, for given $\alpha$ and $\beta$ SLAM yields confidence statements for the weights $\boldsymbol{\omega}$ and the source functions $\boldsymbol{f}$ at level $1-\alpha$ and $1-\beta$, respectively. This suggests the choice of these parameters as confidence levels. On the other hand, when estimation of $\omega$ and $f$ is targeted $q_{n}(\alpha)$ and $q_{n}(\beta)$ can be seen as tuning parameters for the estimates $\hat{\omega}$ and $\hat{f}$. In particular, Theorem 3.4.2 yields that the particular choice $q_{n}(\alpha)=q_{n}\left(\alpha_{n}\right)$ and $q_{n}(\beta)=q_{n}\left(\beta_{n}\right)$ as in (1.25) lead to asymptotically optimal rate of convergence. Although, simulations in Section 6.1.3 suggest that SLAM's estimates are quite stable for a range of $\alpha$ 's and $\beta$ 's, for finite sample size $n$, a fine tuning of these parameters improves estimation accuracy, of course. In the following, a possible strategy for this is suggested. First, $q_{n}(\alpha)$ for tuning the estimate $\hat{\omega}_{q}:=\hat{\omega}(Y, q)$ is discussed. Recall that for estimating $\omega, q_{n}(\beta)$ is not required.
Theorem 3.4.2 yields $\ln (n) / \sqrt{n}$-consistency of $\hat{\omega}$ when $q_{n}(\alpha)=q_{n}\left(\alpha_{n}\right)$ with $\alpha_{n}$ as in (1.25), independently of the specific choice of $\hat{\omega} \in C_{1-\alpha_{n}} \cap \Omega_{m}^{\delta}$. Further, for $\alpha^{\prime}$ (and $q_{n}\left(\alpha^{\prime}\right)$, respectively) with $\alpha^{\prime} \geq \alpha_{n}$ (and $q_{n}\left(\alpha^{\prime}\right) \leq q_{n}\left(\alpha_{n}\right)$, respectively) $C_{1-\alpha^{\prime}} \subseteq C_{1-\alpha_{n}}$ whenever $\mathfrak{B}^{\star}=\mathfrak{B}_{q_{n}\left(\alpha^{\prime}\right)}^{\star} \neq \emptyset$ in (1.22). Thus, choosing the threshold $q$, for a sufficiently rich discrete set $Q=\left\{q_{1}, q_{2}, \ldots, q_{N}=q_{n}\left(\alpha_{n}\right)\right\}$, as the minimal valid threshold (MVT)

$$
q^{\star}:=\min \left(q \in Q: \bigcup_{B \in \mathfrak{B}_{q}^{\star}} B \cap \Omega_{m}^{\delta} \neq \emptyset\right)
$$

guarantees the convergence rates of Theorem 3.4.2 for the corresponding estimate $\hat{\omega}\left(Y, q^{\star}\right)$. In practice, $Q=\{-1.0,-0.9, \ldots, 1.9,2.0\}$ was found to be a sufficiently rich candidate set.
It remains to select $q_{n}(\beta)$ (and $\beta$, respectively), which is required additionally for $\hat{f}$, recall (1.28) and (1.29). Theorem 3.4.2 suggests to choose $q_{n}(\beta)=q_{n}\left(\beta_{n}\right)$ with $\beta_{n}$ as in (1.25), i.e., $q_{n}(\beta) \rightarrow \infty$ with rate $O(\log (n))$. For finite $n$, there exist several methods for selection of $q_{n}(\beta)$ in c.p. regression (see e.g., (Zhang and Siegmund, 2007)), which might be used here as well. However, due to the high stability of $\hat{f}$ in $q$ (see Section 6.1 .3 ) we simply suggest to choose $\beta=0.1$, which we have used here for our data analysis. This choice controls the probability of overestimating the number of jumps in $\boldsymbol{g}, \mathbf{P}(K(\hat{g})>K(\boldsymbol{g})) \leq 0.1$ asymptotically. In general, it depends on the application. A large $q_{n}(\beta)$ (hence small $\beta$ ) has been selected in the application example in Chapter 7 to remove spurious changes in the signal which appear biologically not as of much relevance.

### 3.6 Model selection

So far, we have assumed that the number of sources $\boldsymbol{m}$ in the SBSR model (1.3) is given. In the following, we want to study the situation where $\boldsymbol{m}$ is unknown, i.e., we consider model selection for the SBSR model. To this end, define

$$
\begin{equation*}
\mathcal{M}:=\bigcup_{m=1}^{\infty} \mathcal{M}_{m} . \tag{3.16}
\end{equation*}
$$

Theorem 2.2.5 shows that $\delta$-separability guarantees identifiability and regularizes the SBSR model via the parameter $\delta$, even when the number of sources is unknown. Therefore, we define the set of $\delta$-separable mixtures with minimal scale $\lambda$ and arbitrary number of components as

$$
\begin{equation*}
\mathcal{M}^{\delta, \lambda}:=\bigcup_{m \in \mathbb{N}} \mathcal{M}_{m}^{\delta, \lambda} \tag{3.17}
\end{equation*}
$$

with $\mathcal{M}_{m}^{\delta, \lambda}$ as in (1.11). Note that, Theorem 2.3.10 implies

$$
\mathcal{M}^{\delta, \lambda}=\bigcup_{m=1}^{m_{\max }} \mathcal{M}_{m}^{\delta, \lambda}
$$

in (3.17) with $m_{\max }=m_{\max }(\delta)<\min \left(\sqrt{2 / \delta}, \ln \left(a_{k} / \delta+1\right) / \ln (k)\right)$. Thus, although in principle we allow for an arbitrary number of source components $m \in \mathbb{N}$, a fixed minimal ASB $\delta>0$ implicitly restricts to finitely many models $m \in\left\{1, \ldots, m_{\max }(\delta)\right\}$, where $m_{\max }(\delta) \nearrow \infty$ as $\delta \searrow 0$. Similar, separability for a minimal scale $\lambda$ yields an upper bound on $m$, namely $m \leq \lambda^{-1}$, as A3 requires at least $m$ regions each of minimal size $\lambda$ with specific distinct values for $g$ and $f$.
In the following, we will introduce a selection procedure for $\boldsymbol{m}$ based on the confidence sets $C_{1-\alpha}(Y)=C_{1-\alpha}(Y, \boldsymbol{m}, \lambda)$ for $\boldsymbol{\omega}$ from Section 3.1 (see Algorithm CRW in Figure 3.1). Recall that we can associate each significant level $\alpha$ with the corresponding quantile of $T_{n}$ as in (1.16) and thus we use the notation $\mathcal{C}_{q}(Y, \boldsymbol{m}, \lambda):=\mathcal{C}_{1-\alpha(q)}(Y, \boldsymbol{m}, \lambda)$. Recall that $C_{q}(Y, \boldsymbol{m}, \lambda)$ was constructed in such a way that whenever there exists a $g=f \omega \in \mathcal{M}_{m}^{\delta, \lambda}$ such that $T_{n}(Y, g) \leq q$, then $\omega \in C_{q}(Y, \boldsymbol{m}, \lambda) \cap \Omega_{m}^{\delta}$ (recall (1.13)) and, simultaneously, whenever $\omega \in C_{q}(Y, \boldsymbol{m}, \lambda) \cap \Omega_{m}^{\delta}$ (and the true underlying mixture $\boldsymbol{g}$ fulfills $T_{n}(Y, \boldsymbol{g}) \leq q$ ), then there exists a $g \in \mathcal{M}_{\boldsymbol{m}}^{\lambda / 3}(\omega)$ such that $T_{n}(Y, g) \leq c_{3} q+c_{4}$ (recall Theorem 3.2.1). More precisely, for given $\lambda, \delta>0$ and $m \geq 2$ define

$$
\begin{equation*}
C_{q}^{m}=C_{q}^{m}(\lambda, \delta):=C_{q}(Y, m, \lambda) \cap \Omega_{m}^{\delta} \tag{3.18}
\end{equation*}
$$

with $C_{q}(Y, m, \lambda)$ as in Algorithm CRW in Figure 3.1 and $\Omega_{m}^{\delta}$ as in (2.11). Then it follows from (1.13) that for every fixed $\omega \in \Omega_{m}^{\delta}$

$$
\begin{equation*}
\bigcup_{g \in \mathcal{M}_{m}^{\delta, \lambda}(\omega)}\left\{T_{n}(Y, g) \leq q\right\} \subset\left\{\omega \in C_{q}^{m}\right\} \tag{3.19}
\end{equation*}
$$

and from Theorem 3.2.1 that

$$
\begin{equation*}
\left\{\omega \in C_{q}^{m}\right\} \cap\left\{T_{n}(Y, \boldsymbol{g}) \leq q\right\} \subset \bigcup_{g \in \mathcal{M}_{m}^{\delta, / / 3}(\omega)}\left\{T_{n}(Y, g) \leq q^{\prime}\right\} \tag{3.20}
\end{equation*}
$$

with $q^{\prime}:=c_{3} q+c_{4}$ and $c_{3}, c_{4}$ as in (3.13).
Remark 3.6.1. For $m=1$ it is easy to check that

$$
C_{q}^{1}(Y):= \begin{cases}\{1\} & {\text { if } \inf _{f \in \mathcal{S}(\mathfrak{1})}{ }_{\lambda}} T_{n}(Y, f) \leq q  \tag{3.21}\\ \emptyset & \text { otherwise }\end{cases}
$$

satisfies (3.19) and (3.20).
Note that, without any prior information on both, $\lambda$ and $\delta$, if a given $\omega$ explains the data $Y$ at a certain confidence level, one can always increase the number of sources $m$ by either adding arbitrarily small additional weights or by splitting up weights while choosing the corresponding source function arbitrarily similar, in order to get mixing weights of higher dimension which still explain $Y$ equally well. Therefore, we estimate the number of source functions as the smallest number $m$, such that there exist mixing weights (and, hence, corresponding source functions) of dimension $m$ which can explain the data $Y$ at a prespecified confidence level. This procedure automatically bounds the probability of underestimating the number of source components. The following definition specifies this estimator more formally.

Definition 3.6.2. For given $\lambda, \delta>0$ let $\left\{C_{q}^{m}(Y)\right\}_{m \in \mathbb{N}}=\left\{C_{q}^{m}(Y, \lambda, \delta)\right\}_{m \in \mathbb{N}}$ be as in (3.18) for $m \geq 2$ and as in Remark 3.6.1 for $m=1$. Define the estimator for the number of sources as

$$
\begin{equation*}
\hat{m}(q)=\hat{m}(q, \lambda, \delta):=\min \left(m \geq 1 \text { s.t. } C_{q}^{m} \neq \emptyset\right) \tag{3.22}
\end{equation*}
$$

with the convention that $\min (\emptyset)=\infty$.

Remark 3.6.3 (Dependence on $\lambda$ and $\delta$ ). The estimator $\hat{m}(q)$ in Definition 3.6.2 depends on both, a minimal scale $\lambda$ and ASB $\delta$. To remove this dependence, one may as well consider the estimator $\lim _{\delta \searrow 0} \hat{m}(q, 1 / n, \delta)$. Note that a minimal scale of $1 / n$, i.e., for each constant piece of $\boldsymbol{g}$ there is at least one observation, is necessary, as otherwise separability as in A3 is not guaranteed for the underlying signal of $Y$. We will see in the following (see Theorem 3.6.4) that in order to bound the probability of overestimation preknowledge on $\lambda$ and $\delta$ is not necessary. However, to bound the probability of underestimation, and hence, to obtain consistency, (for any estimator) prior information on $\lambda$ and $\delta$ is necessarily required, as argued above.

### 3.6.1 Lower confidence bounds for $m$

Note that (3.19) implies

$$
\begin{equation*}
\{\hat{m}(q)>\boldsymbol{m}\}=\left\{C_{q}^{m}=\emptyset\right\} \subset\left\{\boldsymbol{\omega} \notin C_{q}^{m}\right\} \subset\left\{T_{n}(Y, \boldsymbol{g})>q\right\} . \tag{3.23}
\end{equation*}
$$

From (3.23) it follows directly that when $q$ is chosen to be the $(1-\alpha)$-quantile $q_{1-\alpha}$ of the statistic $T_{n}$ in (1.16) then

$$
\begin{equation*}
\hat{m}_{1-\alpha}:=\hat{m}\left(q_{1-\alpha}\right) \tag{3.24}
\end{equation*}
$$

in (3.22) constitutes a $1-\alpha$ lower confidence bound for the underlying number of source components $\boldsymbol{m}$.

Theorem 3.6.4. Assume the SBSR model (1.3). Then for $\alpha \in(0,1)$ and $\hat{m}_{1-\alpha}$ as in (3.24)

$$
\inf _{\lambda \geq 1 / n, \delta>0} \inf _{\boldsymbol{g} \in \mathcal{M}^{\delta, \lambda}} \boldsymbol{P}\left(\hat{m}_{1-\alpha} \leq \boldsymbol{m}\right) \geq 1-\alpha .
$$

Remark 3.6.5. For fixed sample size $n$, (3.19) implies $\lim _{q \rightarrow \infty} \hat{m}(q)=1$. This is in accordance with Theorem 3.6.4, where for $\alpha \rightarrow 0$ the corresponding quantile $q_{1-\alpha}$ of $T_{n}$ tends to infinity and, hence, $\hat{m}_{1-\alpha} \rightarrow 1$ as $\alpha \rightarrow 0$.

### 3.6.2 Model selection consistency

In Section 3.6.1 we have seen that condition (3.19) yields a bound for the error to overestimate $\boldsymbol{m}$. Analogously, condition (3.20) yields a bound for the underestimation error. Combing both, leads to an explicit exponential bound (which depends on $q$ ) for the probability that $\hat{m}(q) \neq \boldsymbol{m}$. This bound is fundamental for the following results.

Theorem 3.6.6. For $\lambda, \delta>0$ assume the $\operatorname{SBSR}$ model (1.3) with $\boldsymbol{g} \in \mathcal{M}^{\delta, \lambda}$. Then for $\hat{m}(q)$ as in (3.22)

$$
\begin{equation*}
\boldsymbol{P}(\hat{m}(q) \neq \boldsymbol{m}) \leq \alpha_{n}(q)+\beta_{n}(q) \tag{3.25}
\end{equation*}
$$

with $\alpha_{n}(q):=\boldsymbol{P}\left(T_{n}(Y, \boldsymbol{g})>q\right)$ and

$$
\beta_{n}(q):=1-\left(1-4 \exp \left(-\left(\frac{\sqrt{n \lambda / 12} \delta^{3 / 2}}{\sqrt{6} a_{k} \sigma}-\frac{1}{\sqrt{2}}\left(c_{3} q+c_{4}+\sqrt{2 \ln (12 e / \lambda}\right)\right)_{+}^{2}\right)\right)^{12 / \lambda}
$$

Theorem 3.6.6 yields consistency of $\hat{m}(q)$ for a wide range of $q=q_{n} \nearrow \infty$, as the following theorem shows.

Theorem 3.6.7. For given $\lambda, \delta>0$ assume the SBSR model (1.3) with $\boldsymbol{g} \in \mathcal{M}^{\lambda, \delta}$. If $q_{n} \rightarrow \infty$ and $\lim \sup q_{n} / \sqrt{n} \leq \sqrt{\lambda} \delta^{2} /\left(24 \sqrt{2} a_{k}^{2} \sigma\right)$ for $n \rightarrow \infty$, then $\hat{m}\left(q_{n}\right)$ in (3.22) is uniformly consistent over $\mathcal{M}^{\delta, \lambda}$, that is,

$$
\inf _{\boldsymbol{g} \in \mathcal{M}^{\delta, \lambda}} \boldsymbol{P}\left(\hat{m}\left(q_{n}\right)=\boldsymbol{m}\right) \rightarrow 1, \quad \text { for } n \rightarrow \infty
$$

Moreover, for a specific (optimal) choice of $q$ this gives an exponential rate of convergence for $\hat{m}(q)$ in (3.22).

Definition 3.6.8. For given $\lambda, \delta>0$ let $\hat{m}(q)$ be as in (3.22), $q_{\min }:=\min \{q \in \mathbb{R}: \hat{m}(q)<\infty\}$, and $q_{n}=q_{n}(\lambda, \delta):=\max \left(q_{\min }, c \sqrt{n}\right)$, with $c=c(\lambda, \delta, \sigma):=\sqrt{\lambda} \delta^{2} /\left(24 \sqrt{2} a_{k}^{2} \sigma\right)$. Define the SLAM selector

$$
\hat{m}:=\hat{m}\left(q_{n}\right) .
$$

Theorem 3.6.9. For given $\lambda, \delta>0$ assume the $\operatorname{SBSR}$ model (1.3), with $\boldsymbol{g} \in \mathcal{M}^{\delta, \lambda}$. Then for $\hat{m}$ and $c$ as in Definition 3.6.8

$$
\boldsymbol{P}\left(\hat{m}\left(q_{n}\right)=\boldsymbol{m}\right) \geq 1-\exp \left(-c^{2} n / 8\right)+O\left(\exp \left(-4 c^{2} n\right)\right)
$$

Remark 3.6.10 (Dependence on $\lambda$ and $\delta$ (continued)). When the minimal scale $\lambda$ and the minimal ASB $\delta$ in Theorem 3.6.9 depend on $n$, i.e., $\lambda=\lambda_{n}$ and $\delta=\delta_{n}$, in order to provide model selection consistency as $\lambda_{n}, \delta_{n} \searrow 0$, the proof of Theorem 3.6 .9 yields

$$
\begin{equation*}
\frac{\lambda_{n} \delta_{n}^{3}}{\sigma^{2}} n-\frac{1}{\delta_{n}} \ln \left(\lambda_{n}^{-1}\right) \rightarrow \infty \quad \text { and } \quad \frac{\lambda_{n} \delta_{n}^{4}}{\sigma^{2}} n \rightarrow \infty, \quad \text { with } n \rightarrow \infty \tag{3.26}
\end{equation*}
$$

For fixed $\delta$ this is fulfilled when $\lambda_{n}^{-1} \in \mathcal{O}(n / \ln (n))$. This means that the estimator $\hat{m}$ in Theorem 3.6.9 is even consistent when the minimal scale $\lambda_{n}$ of successive jumps in a sequence of mixtures $\boldsymbol{g}_{n}$ does not asymptotically vanish as fast as of order $\ln (n) / n$, which equals the minimax detection rate (Dümbgen and Walther, 2008; Frick et al., 2014) (recall Remark 3.4.4) .
For fixed $\lambda$ (3.26) is fulfilled when $\delta_{n}^{-1} \in o\left(n^{1 / 4}\right)$. This means that the estimator $\hat{m}$ in Theorem 3.6.9 is consistent when the minimal ASB $\delta_{n}$ in a sequence of mixtures $\boldsymbol{g}_{n}$ does not asymptotically vanish as fast as of order $n^{-1 / 4}$. Partly, this rate arises from the exact recovery bound given in Theorem 2.2.5, which differs from the corresponding bound for known $\boldsymbol{m}$ of Theorem 2.2 .3 by a $\sqrt{\delta}$-factor. i.e., compared to the case where $\boldsymbol{m}$ is known, one has to improve the approximation of $\boldsymbol{g}$ by a $\sqrt{\delta}$-factor in order to get exact recovery of $\boldsymbol{f}$. It is an open issue whether this bound in Theorem 2.2.5 is sharp, i.e., whether there exist sequences of mixtures $g, \tilde{g} \in \mathcal{M}^{\delta_{n}}$ with $\|g-\tilde{g}\|_{\infty} \in O\left(\delta_{n}^{3 / 2}\right)$ and $\mathfrak{m}(g) \neq \mathfrak{m}(\tilde{g})$. Note that this may even depend on the specific alphabet. The remaining $\sqrt{\delta}$-factor arises from a possible increase of the multiscale statistic for $\hat{\omega} \in C_{1-\alpha}$ by an $\boldsymbol{m}$-factor, see Theorem 3.2.1 and the dependence of $c_{3}$ on $\boldsymbol{m}$. When $\boldsymbol{m}$ is fixed and known, this only appears in the constants for $\delta_{n} \rightarrow 0$. However, when $\boldsymbol{m}$ is unknown, it may, increase with $n$, i.e., $\boldsymbol{m}=\boldsymbol{m}_{n} \rightarrow \infty$ as $\delta_{n} \rightarrow 0$, with $\boldsymbol{m}_{n} \leq \sqrt{1 / \delta_{n}}$ (see Theorem 2.3.10). This results in a decrease of the maximal $\delta_{n}^{-1}$-rate by an additional $\sqrt{n}$-factor.

### 3.6.3 Inference on $\boldsymbol{\omega}$ and $\boldsymbol{f}$ for unknown $\boldsymbol{m}$

To estimate $\boldsymbol{\omega}$ and $\boldsymbol{f}$ in the SBSR model (1.3) when the number of sources $\boldsymbol{m}$ is unknown, one can replace the true number of sources $\boldsymbol{m}$ in the SLAM estimates $\hat{\omega}$ and $\hat{f}$ from Section 3.1 and 3.2 with the estimate $\hat{m}$ from Definition 3.6.8. Combining Theorem 3.4.2 and Theorem 3.6.9 yields that this does change the estimation precision by such a small amount that this will only enter the constants of its risk but not its rate of convergence. More precisely, we get the following theorem.

Theorem 3.6.11. For given $\lambda, \delta>0$ assume the $\operatorname{SBSR}$ model (1.3) with $\boldsymbol{g} \in \mathcal{M}^{\delta, \lambda}$. Let $\hat{\omega}(m)$ and $\hat{f}(m)$ be the SLAM estimators as in Theorem 3.4.2, $\hat{m}$ the SLAM model selector as in Definition 3.6.8, and $\hat{\omega}=\hat{\omega}(\hat{m}), \hat{f}=\hat{f}(\hat{m})$. Further, let $\hat{\tau}^{i}$ and $\tau^{i}$ be the vectors of all c.p. locations of $\hat{f}^{i}$ and $f^{i}$, respectively. Then with probability at least

$$
1-\exp \left(-c_{1} \ln ^{2}(n)\right)+O\left(\exp \left(-\frac{c^{2}}{8} n\right)\right)
$$

1. $\hat{m}=\mathfrak{m}(\boldsymbol{g})$
and for all $i=1, \ldots, \hat{m}$
2. $K\left(\hat{f}^{i}\right)=K\left(\boldsymbol{f}^{i}\right)$,
3. $\max _{j}\left|\hat{\tau}_{j}^{i}-\tau_{j}^{i}\right| \leq 2 \frac{\ln ^{2}(n)}{n}$,
4. $\max _{j}\left|\hat{f}^{i}{ }_{\left[\hat{\tau}_{j}, \hat{\tau}_{j+1}\right)}-f^{i}\right|_{\left[\tau_{j}, \tau_{j+1}\right)} \mid=0$, and
5. $\left|\hat{\omega}_{i}-\omega_{i}\right| \leq c_{2} \frac{\ln (n)}{\sqrt{n}}$,
with $c_{1}, c_{2}$ as in (3.13) and $c$ as in Definition 3.6.8.
Comparing Theorem 3.4.2 and 3.6.11 shows that inferring $\boldsymbol{\omega}$ and $\boldsymbol{f}$ does not become significantly more difficult when $\boldsymbol{m}$ is unknown. The probability that $\boldsymbol{\omega}$ and $\boldsymbol{f}$ are estimated with an optimal rate (up to log-factors) increases for unknown $\boldsymbol{m}$ only by an additional $\mathcal{O}\left(\exp \left(-\frac{c^{2}}{8} n\right)\right)$ term, with $c$ as in Definition 3.6.8, and thus the overall rate of convergence remains the same. The only difference appears in the constants. Whereas the dependence on $\lambda$ is unchanged and still optimal (up to log-factors), the dependence on $\delta$ becomes more restrictive.
Analog to Theorem 3.6.11 one can use the SLAM selector $\hat{m}$ from Definition 3.6.8 in order to derive asymptotically uniform (for given $\lambda$ and $\delta$ ) confidence statements for $\boldsymbol{\omega}$ and $\boldsymbol{f}$.

Theorem 3.6.12. For given $\lambda, \delta>0$ assume the $S B S R$ model (1.3) with $\boldsymbol{g} \in \mathcal{M}^{\delta, \lambda}$. Let $\left\{C_{1-\alpha}(Y, \lambda, m)\right\}_{m \in \mathbb{N}}$ be the SLAM confidence sets for $\omega$ from Section 3.1, $\tilde{H}(\beta)=\tilde{H}(\beta, Y, m)$ the confidence regions for $f$ as in Theorem 3.3.1, and $\hat{m}$ as in Definition 3.6.8. Then for any $\alpha, \beta \in(0,1)$ and $\alpha_{n}$ as in (1.25) it holds that

1. $\lim _{n \rightarrow \infty} \inf _{\boldsymbol{g} \in \mathcal{M}^{\delta, \lambda}} \boldsymbol{P}\left(\boldsymbol{\omega} \in C_{1-\alpha}(Y, \lambda, \hat{m}) \geq 1-\alpha\right.$,
2. $\inf _{\boldsymbol{g} \in \mathcal{M}^{\delta, \lambda}} \boldsymbol{P}\left(\sup _{\tilde{\omega} \in C_{1-\alpha_{n}}(Y, \lambda, \hat{m}) \cap \Omega_{\tilde{m}}^{\delta}}\|\boldsymbol{\omega}-\tilde{\omega}\|_{\infty} \geq c_{2} \frac{\ln (n)}{\sqrt{n}}\right) \leq \exp \left(-c_{1} \ln ^{2}(n)\right)+O\left(\exp \left(-\frac{c^{2}}{8} n\right)\right)$,
3. $\lim _{n \rightarrow \infty} \inf _{\boldsymbol{g} \in \mathcal{M}^{\delta, \lambda}} \boldsymbol{P}(\boldsymbol{f} \in \tilde{\mathcal{H}}(\beta, Y, \hat{m})) \geq 1-\beta$,
with $c_{1}, c_{2}$ as in (3.13) and $c$ as in Definition 3.6.8.

## CHAPTER 4

## Minimax rates for multiple mixtures

In the following the MABS model (1.6) is considered and minimax rates for fixed number of sources $\boldsymbol{m}=m$ and both, the sample size $n$ and the number of mixtures $M$, tending to infinity are derived. To this end, the unknown finite alphabet design matrix $F \in \mathfrak{A}^{n \times m}$ in (1.6) is rewritten as a product of an unknown selection matrix $\Pi$ and a known design matrix $A$ with rows consisting of all different alphabet combinations in $\mathfrak{A}^{m}$. This highlights the combinatorial structure of estimating $F$ in (1.6). Fix a finite alphabet $\mathfrak{A}=\left\{0,1, a_{3}, \ldots, a_{k}\right\}$ as in (1.7) and $n, m, M \in \mathbb{N}$ with $K:=k^{m}$. Then the MABS model (1.6) is equivalent to

$$
\begin{equation*}
Y=\Pi A \omega+Z \tag{4.1}
\end{equation*}
$$

with an unknown selection matrix

$$
\begin{equation*}
\mathbf{\Pi} \in\{0,1\}^{n \times K}, \quad \sum_{j=1}^{n} \boldsymbol{\Pi}_{i j}=1 \forall i=1, \ldots, n \tag{4.2}
\end{equation*}
$$

and known finite alphabet design matrix

$$
A:=\left(\begin{array}{ccccccc}
0 & 0 & 0 & \ldots & 0 & 0 & 0  \tag{4.3}\\
0 & 0 & 0 & \ldots & 0 & 0 & 1 \\
0 & 0 & 0 & \ldots & 0 & 0 & a_{3} \\
& & & \vdots & & & \\
0 & 0 & 0 & \ldots & 0 & 0 & a_{k} \\
0 & 0 & 0 & \ldots & 0 & 1 & 0 \\
& & & \vdots & & & \\
a_{k} & a_{k} & a_{k} & \ldots & a_{k} & a_{k} & a_{k}
\end{array}\right) \in\left\{0,1, a_{3}, \ldots, a_{k}\right\}^{K \times m},
$$

where the rows of $A$ constitute all different vectors in $\mathfrak{A}^{m}=\left\{0,1, a_{3}, \ldots, a_{k}\right\}^{m}$. Further, the mixing matrix $\boldsymbol{\omega} \in \Omega_{m, M}$ is unknown as well and we assume i.i.d. normal noise $Z_{i j} \sim \mathcal{N}\left(0, \sigma^{2}\right)$, $i=1, \ldots, n, j=1, \ldots, M$, with known variance $\sigma^{2}$. As before, $\delta$-separability from Definition 2.2.1 is assumed to regularize the model (4.1). Here, $(\Pi, \omega)$ in (4.1) is denoted as $\delta$-separable, if $(\Pi A, \omega)$ is $\delta$-separable as in Definition 2.2.1. Further, analog to $\lambda$ in (1.12), a second parameter which regularizes separability of $\Pi$ is introduced. To this end, $\Pi A$ is denoted as $\Lambda$-separable,
if the $i$-th unit vector $e^{i}$ appears in $\Pi A$ at least $\Lambda$ times for each $i=1, \ldots, m$. That is

$$
\begin{equation*}
\#\left\{j \in\{1, \ldots, n\}:(\Pi A)_{j .}=e^{i}\right\} \geq \Lambda \quad \text { for all } i=1, \ldots, m \tag{4.4}
\end{equation*}
$$

In summary, for $A$ as in (4.3) we consider the parameter space

$$
\mathcal{N}^{\delta, \Lambda}=\mathcal{N}_{n, M, m}^{\delta, \Lambda}:=\left\{\Pi A \omega: \omega \in \Omega_{m, M}^{\delta}, \Pi \text { as in (4.2) and (4.4) }\right\}
$$

### 4.1 Minimax rates for prediction error

The following theorem gives a lower bound on the minimax prediction error in the MABS model (4.1).

Theorem 4.1.1 (Lower bound). Consider the MABS model (4.1) with parameter space $\mathcal{N}^{\delta, \Lambda}$. Further, assume that $M / m, n / m \in \mathbb{N}$ and $\sigma / \sqrt{8}<\delta \leq \sqrt{M}\left(\Delta \mathfrak{H}_{\min }\right)^{2}\left(45 a_{k} m\right)^{-1}$ and $\Lambda \leq n / m$. Then

$$
\inf _{\hat{\theta}} \sup _{\boldsymbol{\Pi} A \boldsymbol{\omega} \in \mathcal{N}^{\delta, \Lambda}} \mathrm{E}_{\boldsymbol{\Pi} A \boldsymbol{\omega}}\left(\|\hat{\theta}-\boldsymbol{\Pi} A \boldsymbol{\omega}\|^{2}\right) \geq 0.4 M\left(\frac{1}{(m-1) \sigma^{2}}+\frac{72 m^{5} a_{k}^{2}}{\left(\Delta \mathfrak{A}_{\min }\right)^{2} n}\right)^{-1}+\frac{1}{2} \sigma \delta e^{-\frac{\delta^{2}}{8 \sigma^{2}}}
$$

The next theorem gives an upper bound on the minimax prediction error. If $\delta$ and $\Lambda$ are chosen appropriately, it almost (up to the dependency on $m$ and $\mathfrak{A}$ in the exponential term) coincides with the lower bound from Theorem 4.1.1 (see Corollary 4.1.4). This upper bound is achieved by the LSE $\hat{\theta} \in \operatorname{argmin}_{\tilde{\theta} \in \mathcal{N}^{\delta, \Lambda}}\|Y-\tilde{\theta}\|^{2}$.

Remark 4.1.2 (LSE).
a) (Existence) The LSE $\hat{\theta}$ exists, that is the minimum in $\min _{\tilde{\theta} \in \mathcal{N}^{\delta, \Lambda}}\|Y-\tilde{\theta}\|^{2}$ is attained. To see this, note that

$$
\begin{equation*}
\mathcal{N}^{\delta, \Lambda}=\bigcup_{\Pi \Lambda \text {-separable }}\left\{\Pi A \omega: \omega \in \Omega_{m, M}^{\delta}\right\} \tag{4.5}
\end{equation*}
$$

is a finite union of closed, bounded in $\left[0, a_{k}\right]^{n \times M}$, hence, compact sets.
b) (Uniqueness) $\hat{\theta}$ is not always unique, but the upper bound in Theorem 4.1.3 holds for any minimizer. A counterexample is the following. Let $n=m=2, M=1, \Lambda=1, \mathfrak{H}=\{0,1,2\}$, and $\delta=0.01$. By separability, $\hat{\Pi} A$ is restricted to the identity matrix. Thus

$$
\underset{\tilde{\theta} \in \mathcal{N}^{\delta, \Lambda}}{\operatorname{argmin}}\|Y-\tilde{\theta}\|^{2}=\underset{\omega \in \Omega_{2,1}^{\delta}}{\operatorname{argmin}}\|Y-\omega\|^{2}=\underset{\omega \in \Omega_{2,1}^{\delta}}{\operatorname{argmin}} \omega_{1}^{2}-\left(1+Y_{1}+Y_{2}\right) \omega_{1}
$$

with $\omega_{1}=1-\omega_{2}$. Simple calculations give that $\Omega_{2,1}^{\delta}=\left\{\left(\omega_{1}, 1-\omega_{1}\right)^{\top}: \omega_{1} \in[0.1,3 / 10] \cup\right.$ $[11 / 30,0.45]\}$. If the observations $Y_{1}, Y_{2}$ are such that $\left(1+Y_{1}+Y_{2}\right) / 2=1 / 3$, it is easy to check that $\operatorname{argmin}_{\omega \in \Omega_{2,1}^{\delta}} \omega_{1}^{2}-\left(1+Y_{1}+Y_{2}\right) \omega_{1}=\left\{(3 / 10,7 / 10)^{\top},(11 / 30,19 / 30)^{\top}\right\}$.
c) (Computation) We are not aware of an efficient implementation of the LSE and we speculate that this is an NP-hard problem in general (see the discussion in Section 5.2). In Section 5.2 an iterative Lloyd's algorithm for its approximation is proposed.

Theorem 4.1.3 (Upper bound). Let $Y=\Pi A \omega+Z$ with $\Pi A \boldsymbol{\omega} \in \mathcal{N}^{\delta, \Lambda}$ be as in the MABS model (4.1) and let $\hat{\theta} \in \operatorname{argmin}_{\tilde{\theta} \in \mathcal{N}^{\delta, \Lambda}}\|Y-\tilde{\theta}\|^{2}$ be the LSE. Then

$$
\sup _{\Pi A \omega \in \mathcal{N}^{\delta}} \mathrm{E}_{\Pi A \omega}\left(\|\hat{\theta}-\Pi A \omega\|^{2}\right) \leq 4 \sigma^{2} m M+12 \sigma n^{2} k^{m} m^{7 / 2} a_{k}^{3} \frac{M^{5 / 2}}{\sqrt{\Lambda} \delta} e^{-\frac{\Lambda \delta^{2}}{8(m M+1)\left(1+m a_{k}\right)^{2} \sigma^{2}}} .
$$

Let throughout the following $\gtrsim$ and $\lesssim$ denote inequalities up to a universal constant which does not depend on any model parameters. Further, for some constants $c_{1}, c_{2}>0$ as in Corollary 4.1.4 assume that

$$
\begin{equation*}
M \geq \frac{144 \sigma^{2} m^{3} a_{k}^{3}}{c_{2} c_{1}^{2}}\left(2 \ln (n)+2 \ln (M)+\ln \left(a_{k}^{3} m^{7 / 3} k^{m}\right)\right) \text { and } n \geq \min \left(\frac{m^{6} a_{k}^{2} \sigma^{2}}{(\Delta \mathfrak{A} \min )^{2}}, c_{2} m M\right) . \tag{4.6}
\end{equation*}
$$

Note that (4.6) holds finally whenever $\ln (n) / M \rightarrow 0$ and $M / n \rightarrow 0$.
Corollary 4.1.4 (Minimax prediction rate). For some constants $c_{1}, c_{2}>0$ consider the MABS model (4.1) with parameter space $\mathcal{N}^{\delta, \Lambda}$ for $\delta=c_{1} \sqrt{M}$ and $\Lambda=c_{2} M$. Further, assume that $\sigma / \sqrt{8 M}<c_{1}<\left(\Delta \mathscr{I}_{\text {min }}\right)^{2}\left(45 a_{k} m\right)^{-1}$ and $c_{2} \geq 1 / M$. Then whenever (4.6) holds

$$
\begin{aligned}
& \inf _{\hat{\theta}} \sup _{\Pi A \omega \in \mathcal{N}^{\delta, A}} \mathrm{E}_{\Pi A \omega}\left(\frac{1}{n M}\|\hat{\theta}-\Pi A \omega\|^{2}\right) \gtrsim \frac{\sigma^{2} m}{n}+\frac{\sigma c_{1}}{n \sqrt{M}} e^{-\frac{c_{1}^{2}}{8} \frac{M}{\sigma^{2}}}, \\
& \inf _{\hat{\theta}} \sup _{\Pi A \omega \in \mathcal{N}^{\delta, \Lambda}} \mathrm{E}_{\Pi A \omega}\left(\frac{1}{n M}\|\hat{\theta}-\Pi A \omega\|^{2}\right) \lesssim \frac{\sigma^{2} m}{n}+\frac{\sigma}{\sqrt{c_{2} c_{1} n} \sqrt{M}} e^{-\frac{c_{2}^{2} c_{1}^{2}}{16 m^{2}\left(1+a_{k}\right)^{2}}} \frac{M}{\sigma^{2}}
\end{aligned}
$$

and the LSE achieves the second inequality.
Remark 4.1.5. Note that the assumption $\delta=c_{1} \sqrt{M}$ and $\Lambda=c_{2} M$ for some constants $c_{1}, c_{2}$ in Corollary 4.1.4 is not very restrictive. When $\boldsymbol{\omega}$ is uniformly distributed, Theorem 2.3.5 yields for $\delta=A S B(\boldsymbol{\omega})$ that $\delta / \sqrt{M} \geq c_{1}$ for some constant $c_{1}$ asymptotically with probability one as $M \rightarrow \infty$. Further, by Theorem 2.3.1, when $\Pi A$ is chosen uniformly, for $\Lambda$ as in (4.4) $\Lambda / M \geq c_{2}$ for any $c_{2}>0$ asymptotically with probability one as $n / M \rightarrow \infty$.
Corollary 4.1.4 nicely shows the specific tradeoff between $n$ and $M$ regarding the prediction error of $\Pi A \omega$. The dependence on $M$ vanishes exponentially fast (as long as $\ln (n) / M \rightarrow 0$ and $M / n \rightarrow 0)$. For sufficiently large $M$ the prediction rate is dominated by its first term, which is parametric in $n$. Thus, as long as $\ln (n) / M \rightarrow 0$ and $M / n \rightarrow 0$ the unknown permutation $\Pi$ in the linear model (4.1) does not play much of a role.

### 4.2 Estimation error

The proof of Theorem 4.1.3 yields as a corollary the following upper bound on the maximal classification error $\mathbf{P}(\hat{\Pi} \neq \Pi)$ for the LSE.

Corollary 4.2.1 (Upper bound on classification error). For some constants $c_{1}, c_{2}>0$ consider the MABS model (4.1) with parameter space $\boldsymbol{N}^{\delta, \Lambda}$ for $\delta=c_{1} \sqrt{M}$ and $\Lambda=c_{2} M$. Further, assume that $\sigma / \sqrt{8 M}<c_{1}<\left(\Delta \mathfrak{H}_{\text {min }}\right)^{2}\left(45 a_{k} m\right)^{-1}$ and $c_{2} \geq 1 / M$. Let $\hat{\theta}=\hat{\Pi} A \hat{\omega} \in$ $\operatorname{argmin}_{\tilde{\theta} \in \mathcal{N}^{\delta, \Lambda}}\|Y-\tilde{\theta}\|^{2}$ be the LSE. Then whenever (4.6) holds

$$
\begin{equation*}
\sup _{\Pi A \boldsymbol{\omega} \in \mathcal{N}^{\delta, \Lambda}} \boldsymbol{P}_{\boldsymbol{\Pi} A \boldsymbol{\omega}}(\hat{\Pi} \neq \boldsymbol{\Pi}) \lesssim \frac{\sigma}{\sqrt{c_{2}} c_{1} n \sqrt{M}} e^{-\frac{c_{2} c_{1}^{2}}{16 m^{3}\left(1+a_{k}\right)^{2}} \frac{M}{\sigma^{2}}} \tag{4.7}
\end{equation*}
$$

In order to derive lower bounds for the maximal estimation error, one can combine Corollary 4.1.4 with Theorem 2.2.3. To this end, for $(\Pi, \omega)$ and $(\Pi, \omega)$ as in (4.1) define the metric

$$
\begin{equation*}
d((\boldsymbol{\Pi}, \boldsymbol{\omega}),(\Pi, \omega))=\frac{\sqrt{M}}{m} \mathbb{1}_{\boldsymbol{\Pi} \neq \Pi}+\max _{i=1, \ldots, m}\left\|\boldsymbol{\omega}_{i}-\omega_{i}\right\| \tag{4.8}
\end{equation*}
$$

The metric in (4.8) combines the classification error of $\hat{\Pi} \neq \boldsymbol{\Pi}$ with the estimation error $\left\|\omega_{i}-\hat{\omega}_{i}\right\|$. Note that the scaling factor $\sqrt{M}$ naturally arises from the dimensionality of $\left\|\omega_{i}-\hat{\omega}_{i}\right\|$. The metrics $d((\Pi, \omega),(\Pi, \omega))$ and $\|\Pi A \omega-\Pi A \omega\|$ are locally equivalent on $\mathcal{N}^{\delta}$ as the following theorem shows.

Theorem 4.2.2. Let $\Pi A \omega, \Pi^{\prime} A \omega^{\prime} \in \mathcal{N}^{\delta}$ then

1. $d\left((\Pi, \omega),\left(\Pi^{\prime}, \omega^{\prime}\right)\right) \geq\left\|\Pi A \omega-\Pi^{\prime} A \omega^{\prime}\right\| /\left(\sqrt{n} m a_{k}\right)$ and
2. if $\left\|\Pi A \omega-\Pi^{\prime} A \omega^{\prime}\right\| \leq \delta /\left(1+m a_{k}\right)$, then $d\left((\Pi, \omega),\left(\Pi^{\prime}, \omega^{\prime}\right)\right) \leq\left\|\Pi A \omega-\Pi^{\prime} A \omega^{\prime}\right\|$.

The following theorem shows that the LSE is not only asymptotically minimax rate optimal for the prediction error as in Corollary 4.1.4, but also asymptotically for $M \rightarrow \infty$ minimax rate optimal for the estimation error in terms of the metric $d$ in (4.8) .

Theorem 4.2.3 (Minimax estimation rate). For some constants $c_{1}, c_{2}>0$ consider the MABS model (4.1) with parameter space $\mathcal{N}^{\delta, \Lambda}$ for $\delta=c_{1} \sqrt{M}$ and $\Lambda=c_{2} M$. Further, assume that $\sigma / \sqrt{8 M}<c_{1}<\left(\Delta \mathfrak{H}_{\min }\right)^{2}\left(45 a_{k} m\right)^{-1}$ and $c_{2} \geq 1 / M$. Then whenever (4.6) holds

$$
\begin{aligned}
& \inf _{\hat{\Pi}, \hat{\omega}} \sup _{\boldsymbol{\Pi}, \boldsymbol{\omega}} \mathrm{E}_{\boldsymbol{\Pi} A \boldsymbol{\omega}}\left(d((\boldsymbol{\Pi}, \boldsymbol{\omega}),(\hat{\Pi}, \hat{\omega}))^{2}\right) \gtrsim \sigma^{2} M \frac{1}{n m a_{k}^{2}}+\sigma \sqrt{M} \frac{c_{1}}{n m^{2} a_{k}^{2}} e^{-\frac{c_{1}^{2}}{8} \frac{M}{\sigma^{2}}} \\
& \inf _{\hat{\Pi}, \hat{\omega}} \sup _{\boldsymbol{\Pi}, \boldsymbol{\omega}} \mathrm{E}_{\boldsymbol{\Pi}}\left(d \omega \boldsymbol{\omega}((\boldsymbol{\Pi}, \boldsymbol{\omega}),(\hat{\Pi}, \hat{\omega}))^{2}\right) \lesssim \sigma^{2} M \frac{m^{3} a_{k}^{2}}{c_{1}^{2}}+\sigma \sqrt{M} \frac{m^{2} a_{k}^{2}}{\sqrt{c_{2} c_{1}^{3}} e^{-\frac{c_{2} c_{1}^{2}}{16 m^{3}\left(1+a_{k}\right)^{2}} \frac{M}{\sigma^{2}}}}
\end{aligned}
$$

and the LSE achieves the second inequality.
Again, Theorem 4.2.3 shows that when $M$ is sufficiently large, increasing $M$ further does not influence the estimation rate in terms of $d(\cdot, \cdot)^{2} / M$. Moreover, for $M$ large enough, the minimax estimation rate of $d(\cdot, \cdot)^{2} / M$ does not increase with $n$, although the dimension of $\Pi$ and $\hat{\Pi}$, respectively, increase with $n$. Thus, if $\ln (n) \ll M$ the unknown permutation $\Pi$ in the linear model (4.1) does not play much of a role for the estimation rate.

## CHAPTER 5

## Implementation

### 5.1 Multiscale methods

The SLAM estimators and confidence statements for given number of sources $\boldsymbol{m}$ from Chapter 3 are implemented in two steps. In the first step, for a given $\alpha \in(0,1)$ a confidence region for the mixing weights $\boldsymbol{\omega}$ is computed as in Algorithm CRW (see Figure 3.1). To this end, each of the $n^{2 m} \boldsymbol{m}$-boxes in $\mathfrak{B}^{m}=\{B(i, j): 1 \leq i \leq j \leq n\}^{m}$ needs to be examined with the reduction rules $\mathrm{R} 1-\mathrm{R} 3$ for validity as a candidate box for the intervals $\left[i_{1}^{\star}, j_{1}^{\star}\right] \times \ldots \times\left[i_{m}^{\star}, j_{m}^{\star}\right]$. The reduction rule R1 can be applied to all the $n^{2}$ boxes in $\mathfrak{B}$ separately, which, using dynamic programming, amounts to a total complexity of $O\left(n^{2}\right)$. For a single candidate box in $\mathfrak{B}^{m}$ the complexity of applying reduction rule R 2 is $O(1)$ and of R 3 is $O(n)$. For the latter, note that a candidate box $B \in \mathfrak{B}^{m}$ is accepted by R3, if the $O(n)$ intervals $\left\{[i, j] \in \mathcal{J}_{k}^{\lambda}: j-i+1=n \lambda\right\}$ for which $\left[\max _{i \leq u \leq v \leq j} \underline{b}_{u v}, \min _{i \leq u \leq v \leq j} \bar{b}_{u v}\right] \cap\left\{e \omega: e \in \mathfrak{A}^{m}\right.$ and $\left.\omega \in B\right\}$ is non-empty cover all points $1, \ldots, n$. This yields the overall complexity $O\left(n^{2 m+1}\right)^{1}$. There are, however, important pruning steps, which can lead to a considerably smaller complexity.
First, note that it suffices to consider $\boldsymbol{m}$-boxes which are maximal elements with respect to the partial order of inclusion, i.e., for $B^{1}=\left[\underline{b}_{1}^{1}, \bar{b}_{1}^{1}\right] \times \ldots \times\left[\underline{b}_{m}^{1}, \bar{b}_{m}^{1}\right], B^{2}=\left[\underline{b}_{1}^{2}, \bar{b}_{1}^{2}\right] \times \ldots \times\left[\underline{b}_{m}^{2}, \bar{b}_{m}^{2}\right]$

$$
B^{1} \leqslant B^{2} \Leftrightarrow\left[\underline{b}_{i}^{1}, \bar{b}_{i}^{1}\right] \subseteq\left[\underline{b}_{i}^{2}, \bar{b}_{i}^{2}\right] \quad \text { for all } i=1, \ldots, m
$$

where an element $a$ of a partially ordered set $P$ is maximal if there is no element $b$ in $P$ such that $b>a$. To see this, assume that an $\boldsymbol{m}$-box $B$ is not deleted by the reduction rule R 3 in the second last line of Algorithm CRW, then an $\boldsymbol{m}$-box $B^{\prime} \in \mathfrak{B}^{m}$ with $B^{\prime}<B$ does not influence the confidence region $C_{1-\alpha}$ (see last line of Algorithm CRW), as $A^{-1} B^{\prime} \subset A^{-1} B$. Conversely, if an $\boldsymbol{m}$-box $B$ is deleted by the reduction rule R3 in the second last line of Algorithm CRW, then an $\boldsymbol{m}$-box $B^{\prime} \in \mathfrak{B}^{m}$ with $B^{\prime}<B$ will be deleted by R3 as well, such that $B^{\prime}$ does not need to be considered either.
Second, note that the parameter $\boldsymbol{\omega}$ which is inferred in Algorithm CRW is global and hence, one can restrict to observations on a subinterval $\left[x_{i}, x_{j}\right] \subset[0,1)$ as long as $\left.\boldsymbol{g}\right|_{\left[x_{i}, x_{j}\right]}$ is $\delta$-separable. The explicit complexity of Algorithm CRW depends on the finial solution $\hat{f}$ itself. Depending on the final $\hat{f}$, the above mentioned pruning steps yield a complexity between $O\left(n^{m+1}\right)$ and

[^4]$O\left(n^{2 m+1}\right)$. With linear programming (see Theorem 5.1.1), $\hat{\omega}$ is then computed as in (1.23). In the second step, for a given $\beta \in(0,1)$ and given $\hat{\omega}$ SLAM solves the constrained optimization problem (1.28). Note that $\hat{f}^{1}, \ldots, \hat{f}^{m}$ are the unique functions such that $\sum_{i=1}^{m} \hat{\omega}_{i} \hat{f}^{i}=\hat{g}$ for
\[

$$
\begin{equation*}
\hat{g}:=\underset{\tilde{g} \in \mathfrak{H}(\beta)}{\operatorname{argmax}} \sum_{i=1}^{n} \phi_{\tilde{g}\left(x_{i}\right)}\left(Y_{i}\right) \tag{5.1}
\end{equation*}
$$

\]

with

$$
\begin{equation*}
\mathfrak{H}(\beta):=\left\{\tilde{g} \in \mathcal{S}\left(\left\{e \hat{\omega}: e \in \mathfrak{A}^{m}\right\}\right): T_{n}(Y, \tilde{g}) \leq q_{n}(\beta) \text { and } K(\tilde{g})=\hat{K}\right\} \tag{5.2}
\end{equation*}
$$

and $\hat{K}$ as in (1.27). Frick et al. (2014) provide a pruned dynamic programming algorithm to efficiently solve (5.1) without the restriction that $\hat{g}$ can only attain values in $\left\{e \hat{\omega}: e \in \mathfrak{A}^{m}\right\}$ as it is the case here. To extend their algorithm to this case, it is necessary for a finite set $\mathfrak{Z}=\left\{l_{1}, \ldots, l_{k}\right\}$ of possible function values to check finiteness of their minimal cost $d_{[i, j]}^{\star}=$ $\min _{\theta \in \mathbb{R}} d_{[i, j]}$ (see (Frick et al., 2014, eq. 30)) with $\mathbb{R}$ replaced by L. In (Frick et al., 2014) finiteness of $d_{[i, j]}^{\star}=\min _{\theta \in \mathbb{R}} d_{[i, j]}$ is examined by the relation

$$
\begin{equation*}
\min _{\theta \in \mathbb{R}} d_{[i, j]}=\infty \quad \Leftrightarrow \quad \max _{i \leq u \leq v \leq j} \underline{b}_{u v}>\min _{i \leq u \leq v \leq j} \bar{b}_{u v} \tag{5.3}
\end{equation*}
$$

with $\left\{B(i, j)=\left[\underline{b}_{i j}, \bar{b}_{i j}\right]: 1 \leq i \leq j \leq n\right\}$ as in (1.18). Let $L$ be any number such that $L>\max (\mathbb{L})$ and define $Q(i, j)=$

$$
\left[\underline{q}_{i j}, \bar{q}_{i j}\right]:= \begin{cases}{[\max (\mathbb{L} \cap B(i, j)), \min (\mathbb{L} \cap B(i, j))]} & \text { if } \mathfrak{L} \cap B(i, j) \neq \emptyset  \tag{5.4}\\ {[L, L]} & \text { else }\end{cases}
$$

Then as in (5.3) it holds that

$$
\begin{equation*}
\min _{\theta \in \mathfrak{I}} d_{[i, j]}=\infty \quad \Leftrightarrow \quad \max _{i \leq u \leq v \leq j} \underline{q}_{u v}>\min _{i \leq u \leq v \leq j} \bar{q}_{u v} \tag{5.5}
\end{equation*}
$$

which allows to adapt the dynamic program from Frick et al. (2014). This modifications, however, do not change the complexity of their algorithm, which depends on the final solution $\hat{g}$ and is between $O(n)$ and $O\left(n^{2}\right)$. Here, significant speed up can be achieved by restricting the system of intervals in $T_{n}$ and $\mathfrak{B}$, respectively, to a smaller subsystem, e.g. intervals of dyadic length, which for example reveals the complexity of the dynamic program as $O(n \ln (n))$.

SLAM selector In the following we discuss computational issues of the estimator $\hat{m}(q)$ in (3.22). In order to compute $\hat{m}(q)$ one has to compute successively $C_{q}^{1}, C_{q}^{2}, \ldots$ until one of the sets $C_{q}^{m}$ is nonempty, where $C_{q}^{m}=C_{q}(Y, \lambda, m) \cap \Omega_{m}^{\delta}$ with $C_{q}(Y, \lambda, m)$ the confidence sets for $\boldsymbol{\omega}$ for given number of sources from Section 3.1. As discussed above, the computation of $C_{q}(Y, \lambda, m)$ has a complexity between $O\left(n^{m+1}\right)$ and $O\left(n^{2 m+1}\right)$ depending on the true underlying signal. Thus, the overall complexity of the computation of $C_{q}(Y, \lambda, 1), C_{q}(Y, \lambda, 2), \ldots, C_{q}(Y, \lambda, \hat{m})$ can be done in $O\left(n^{2 \hat{m}(q)+1}\right)$ time. As the computation cost of intersecting $C_{q}(Y, \lambda, m)$ and $\Omega_{m}^{\delta}$ does not depend on $n$ and as $\hat{m}(q)$ hardly ever overestimated $\boldsymbol{m}$ (see Section 6.2) the overall com-
plexity for the computation of $\hat{m}(q)$ is, in practice, between $O\left(n^{m+1}\right)$ and $O\left(n^{2 m+1}\right)$. Checking emptiness of $C_{q}(Y, \lambda, m) \cap \Omega_{m}^{\delta}$ can be done with a mixed-integer linear program (MILP) as the following theorem shows. To this end, note that

$$
C_{q, \lambda} \cap \Omega_{m}^{\delta} \neq \emptyset \quad \Leftrightarrow \quad \max _{\omega \in \mathcal{C}_{q, \lambda} \cap \Omega_{m}} A S B(\omega) \geq \delta
$$

Theorem 5.1.1. The optimization problem

$$
\begin{equation*}
\max _{\substack{\omega \in \Omega_{m} \\ \leq b_{i} \text { for } i=1, \ldots, m}} A S B(\omega, \mathfrak{N}) \tag{5.6}
\end{equation*}
$$

with constants $a_{1} \leq b_{1}, \ldots, a_{m} \leq b_{m}$ can be formulated as a MILP

$$
\begin{align*}
& \max \quad c^{\top} x \quad \text { s.t. } \\
& \quad A x \geq b  \tag{5.7}\\
& \quad \text { int } \quad x_{i} \quad i=m+2, \ldots, m+D+1
\end{align*}
$$

with vector of variables $x=(\omega, \delta, B) \in \mathbb{R}^{m+1} \times\{0,1\}^{D}$, objective function coefficients $c=$ $(0, \ldots, 0,1,0, \ldots, 0) \in \mathbb{R}^{m+1} \times\{0,1\}^{D}$, a matrix of constraint coefficients $A \in \mathbb{R}^{(3(D+m)+2) \times(D+m+1)}$, and a vector of values for the right-hand sides of the constraints $b \in \mathbb{R}^{(3(D+m)+2)}$.

Remark 5.1.2 (Minimization). By definition of the ASB, clearly, $\min _{\omega \in \Omega_{m}} A S B(\omega, \mathfrak{H})=0$ for all finite alphabets $\mathfrak{A}$ and number of source components $m$. With additional boundary restrictions, i.e.,

$$
\begin{equation*}
\min _{\substack{\omega \in \Omega_{m} \\ \leq b_{i} \text { for } i=1, \ldots, m}} A S B(\omega, \mathfrak{H}) \tag{5.8}
\end{equation*}
$$

this does not hold in general. It is clear from the proof of Theorem 5.1.1 that (5.8) is solved by the same MILP as (5.6) with max replaced by min.

### 5.2 Clustering based algorithm

In Chapter 4 we have seen that the LSE attains (almost) optimal rates for both, the maximal prediction error and the maximal estimation error (in terms of the metric $d$ in (4.8)). Unfortunately, we are not aware of any polynomial time algorithm for its exact computation. To this end, note that in (4.5) for $\Pi \neq \Pi^{\prime}$, both $\Lambda$-separable, Theorem 2.2.3 implies that the corresponding two sets in the union in (4.5) are disjoint. Thus, computation of the LSE amounts to minimization over exponentially many (in $n$ ) disjoint, compact sets. Pananjady et al. (2016) have shown that exact computation of the LSE is NP-hard in general, for the MABS model (4.1) with $M=1$, but for arbitrary design $A$ (not the specific form in (4.3)) and restricted to permutation matrices $\Pi$ (not the bigger class of selection matrices). Although, their results do not directly apply to our setting, it is near at hand that exact computation of the LSE for the MABS model (4.1) is also not feasible.

```
Input: \(Y, A, t, m\)
\(\hat{\omega}^{1} \leftarrow\) uniform random choice
\(\hat{\Pi}_{j} \cdot A \leftarrow \operatorname{argmin}_{a \in \mathbb{I}^{m}}\left\|Y_{j}-a \hat{\omega}^{1}\right\| \quad\) for \(j=1, \ldots, n\)
\(\hat{\omega}^{2} \leftarrow \operatorname{argmin}_{\omega}\|Y-\hat{\Pi} A \omega\|^{2}\)
while \(\max _{1 \leq i \leq m, 1 \leq j \leq n}\left|\hat{\omega}_{i j}^{1}-\hat{\omega}_{i j}^{2}\right|>t\) do
    \(\hat{\omega}^{1} \leftarrow \hat{\omega}^{2}\)
    \(\hat{\Pi}_{j} \cdot A \leftarrow \operatorname{argmin}_{a \in \mathfrak{A}^{m}}\left\|Y_{j}-a \hat{\omega}^{2}\right\| \quad\) for \(j=1, \ldots, n\)
    \(\hat{\omega}^{2} \leftarrow \operatorname{argmin}_{\omega}\|Y-\hat{\Pi} A \omega\|^{2}\)
end while
Return: \(\hat{\omega}^{1}\) and \(\hat{\Pi}\).
```

Figure 5.1: Lloyd's algorithm for approximation of the LSE in the ABSS model.

Therefore, in the following a Lloyd's algorithm for its approximation is proposed. To ensure minimax optimality in $\boldsymbol{N}^{\delta, \Lambda}$ the LSE depends on the regularization parameters $(\delta, \Lambda)$. For computational purposes consider now the unrestricted case $\delta=\Lambda=0$. Then, on the one hand, given the selection $\Pi$ computation of the unrestricted LSE corresponds to a convex optimization problem, which can be solved easily with standard techniques, see e.g. (Van den Meersche et al., 2009). Note that the condition $0<\left\|\omega_{1}.\right\|<\ldots<\left\|\omega_{m}.\right\|$ in (1.2) can be neglected in this optimization step, as for any permutation matrix $P$ it holds that $\|Y-\Pi A \omega\|=\left\|Y-\Pi A P^{-1} P \omega\right\|$ and hence, one can reorder the columns of $\hat{\omega}$ and the rows of $\hat{\Pi} A$ subsequently. On the other hand, given the mixture matrix $\omega$ computation of the LSE corresponds to a simple LS clustering with known centers $A \omega \in \mathbb{R}^{K \times M}$. Therefore, an iterative Lloyd's algorithm (see e.g., (Lu and Zhou, 2016)) which starts with a random $\hat{\omega}$ and successively updates $\hat{\Pi}$ and $\hat{\omega}$ can be employed, see Figure 5.1 for details. Note that this algorithm may as well be applied to the more general setting of an arbitrary design $A$ with unknown selection matrix $\Pi$ as in (Pananjady et al., 2017). Clearly, in each step of the Lloyd's algorithm $\|Y-\hat{\Pi} A \hat{\omega}\|^{2}$ decreases and thus, converges to a local minimum of $(\omega, \Pi) \mapsto\|Y-\Pi A \omega\|^{2}$. In order to reach the global minimum, we propose to compute $K$ realizations of the algorithm in Figure 5.1 (for several random initial values for $\hat{\omega}$ ) and chose the one which minimizes $(\omega, \Pi) \mapsto\|Y-\Pi A \omega\|^{2}$. In practice, $t=0.001$ (see Figure 5.1) and $K=3$ worked well, usually terminating within 10 iterations. For instance, computation in R for $n=M=1,000, m=3, \mathfrak{A}=\{0,1\}$ takes about 5 seconds on a desktop computer with intel core i7 processor.

## CHAPTER 6

## Simulations

### 6.1 SLAM

In the following, the influence of all parameters and the underlying signal on the performance of the SLAM estimator for known number of sources $\boldsymbol{m}$ from Chapter 3 is investigated empirically. Performance measures are the mean absolute error, MAE, for $\hat{\omega}$ and the mean absolute integrated error, MIAE, for $\hat{f}$. Further, we report the centered mean, $\operatorname{Mean}(\hat{K})-K$, the centered median, $\operatorname{Med}(\hat{K})-K$, of the number of c.p.'s of $\hat{f}$, the frequency of correctly estimated number of c.p.'s for the single source functions $f^{i}, \operatorname{Mean}(\hat{K}=K)_{i}$, and for the whole source function vector $\boldsymbol{f}$, Mean $(\hat{K}=K)$. To investigate the accuracy of the c.p. locations of the single estimated source functions $\hat{f}^{1}, \ldots, \hat{f}^{m}$ we report the mean of $\max _{i} \min _{j}\left|\tau_{i}-\hat{\tau}_{j}\right|$ and $\max _{j} \min _{i}\left|\tau_{i}-\hat{\tau}_{j}\right|$, where $\tau$ and $\hat{\tau}$ denotes the vector of c.p. locations of the true signal and the estimate, respectively. Furthermore, we report common segmentation evaluation measures for the single estimated source functions $\hat{f}^{1}, \ldots, \hat{f}^{m}$, namely the entropy-based $V$-measure, $\mathrm{V}_{1}$, with balancing parameter 1 of Rosenberg and Hirschberg (2007) and the false positive sensitive location error, FPSLE, and the false negative sensitive location error, FNSLE, of Futschik et al. (2014). The $V$-measure, taking values in $[0,1]$, measures whether given clusters include the correct data points of the corresponding class. Larger values indicate higher accuracy, 1 corresponding to a perfect segmentation. The FPSLE and the FNSLE capture the average distance between true and estimated segmentation boundaries, with FPSLE being larger if a spurious split is included, while FNSLE getting larger if a true boundary is not detected (see (Futschik et al., 2014) for details). To investigate the performance of the confidence region $\mathcal{C}_{1-\alpha}$ for $\boldsymbol{\omega}$ we use $\overline{\operatorname{dist}}\left(\boldsymbol{\omega}, C_{1-\alpha}\right)$ from (1.26), the mean coverage $\operatorname{Mean}\left(\boldsymbol{\omega} \in C_{1-\alpha}\right)$, and the diameters $\bar{\omega}_{i}-\underline{\omega}_{i}$, where $C_{1-\alpha}=\left[\bar{\omega}_{1}, \underline{\omega}_{1}\right] \times \ldots \times\left[\bar{\omega}_{m}, \underline{\omega}_{m}\right]$. Further, we report the mean coverage of the confidence band $\tilde{\mathcal{H}}(\beta)$, i.e. $\operatorname{Mean}(\boldsymbol{f} \in \tilde{\mathcal{H}}(\beta))$. In order to reduce computation time, we only considered intervals of dyadic length as explained in Section 5.1, possibly at expense of detection power. Simulation runs were always 10,000 .

### 6.1.1 Number of source functions $m$

In order to illustrate the influence of the number of source functions $\boldsymbol{m}$ on the performance of SLAM we vary $\boldsymbol{m}=2, \ldots, 5$ while keeping the other parameters in the SBSR model fixed. We investigate a binary alphabet $\mathfrak{A}=\{0,1\}$ and set $\boldsymbol{f}^{i}=\mathbb{1}_{[(i-1) / 5, i / 5)}$ for $i=1, \ldots, 5$, simple bump
functions (see Figure 6.3). For each $\boldsymbol{m} \in\{2,3,4,5\} \boldsymbol{\omega}$ is chosen such that $A S B(\boldsymbol{\omega})=0.02$ in (1.8) (see Table 6.1). For $\sigma=\delta=0.02, n=1,000$, and $\alpha=\beta=0.1 \hat{\omega}, C_{0.9}, \hat{f}^{1}, \ldots, \hat{f}^{m}$, and $\tilde{\mathcal{H}}(0.1)$ are computed for each $\boldsymbol{m} \in\{2,3,4,5\}$, incorporating prior knowledge $\lambda \geq 0.025$ (see Algorithm CRW in Figure 3.1), with true minimal scale $\lambda=0.05$. The results are displayed in Table 6.2. A major finding is that as the number of possible mixture values equals $k^{m}$, the complexity of the SBSR model grows exponentially in $\boldsymbol{m}$ such that demixing becomes substantially more difficult with increasing $m$.

|  | $\boldsymbol{m}=2$ | $\boldsymbol{m}=3$ | $\boldsymbol{m}=4$ | $\boldsymbol{m}=5$ |
| :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{\omega}$ | $(0.02,0.98)$ | $(0.02,0.04,0.94)$ | $(0.04,0.06,0.12,0.78)$ | $(0.06,0.08,0.12,0.16,0.58)$ |

Table 6.1: Weight vector $\boldsymbol{\omega}$ for $\boldsymbol{m}=2,3,4,5$ such that the $A S B(\boldsymbol{\omega})=0.02$.

|  | $\boldsymbol{m}=2$ | $\boldsymbol{m}=3$ | $\boldsymbol{m}=4$ | $\boldsymbol{m}=5$ |
| :---: | :---: | :---: | :---: | :---: |
| $\operatorname{MAE}(\hat{\omega})\left[10^{-4}\right]$ | $(1,1)$ | $(11,18,24)$ | $(90,154,62,69)$ | $(91,68,81,196,54)$ |
| $\overline{\operatorname{dist}}\left(\boldsymbol{\omega}, C_{1-\alpha}\right)\left[10^{-3}\right]$ | 11 | 23 | 63 | 54 |
| $\operatorname{Mean}\left(\boldsymbol{\omega} \in C_{1-\alpha}\right)[\%]$ | 100 | 99.99 | 99.96 | 100 |
| $\overline{\boldsymbol{\omega}}_{i}-\boldsymbol{\omega}_{i}\left[10^{-3}\right]$ | $(21,21)$ | $(37,33,23)$ | $(68,93,35,23)$ | $(40,55,84,63,23)$ |
| $\operatorname{MIAE}\left(\hat{f}^{i}\right)\left[10^{-3}\right]$ | $(0.2,0.0)$ | $(26,9,0.0)$ | $(115,103,67,0.0)$ | $(315,317,49,183,0.0)$ |
| $\operatorname{Mean}(\hat{K})-K$ | $(0,0)$ | $(0.22,-0.03,0)$ | $(3.7,2.6,-0.6,0)$ | $(2.75,2.28,0.75,-1.61,0)$ |
| $\operatorname{Med}(\hat{K})-K$ | $(0,0)$ | $(0,0,0)$ | $(4,2,0,0)$ | $(2,2,0,-2,0)$ |
| $\operatorname{Mean}(\hat{K}=K)_{i}[\%]$ | $(99.8,99.8)$ | $(88.5,98,100)$ | $(15.9,31,69.4,100)$ | $(7.1,30.4,63.8,12,99.9)$ |
| $\operatorname{Mean}\left(\hat{K}^{-3} K\right)[\%]$ | 99.8 | 87.2 | 15.8 | 1 |
| $\max _{i} \min _{j} \mid \tau_{i}-\hat{\tau}_{j}$ | $(0.37,0.02)$ | $(33.82,4.77,0.00)$ | $(245.49,95.75,2.52,0.00)$ | $(374.38,208.32,40.12,7.41,0.02)$ |
| $\max _{j} \min _{i}\left[\tau_{i}-\hat{\tau}_{j}\right]$ | $(0.03,0.00)$ | $(18.59,12.53,0.000)$ | $(9.61,18.66,126.33,0.00)$ | $(83.09,117.17,61.13,348.89,0.00)$ |
| $\mathrm{V}_{1}[\%]$ | $(99.9,100)$ | $(88.3,96.2,100)$ | $(60.9,83.4,68.6,100)$ | $(37.5,54.1,82.8,12.6,100)$ |
| $\operatorname{FPSLE}^{\operatorname{FNSLE}}$ | $(0.07,0.00)$ | $(8.98,6.05,0.00)$ | $(51.52,21.36,78.23,0.00)$ | $(110.3,92.21,34.98,216.82,0.00)$ |
| $\operatorname{Mean}(\boldsymbol{f} \in \tilde{\mathcal{H}}(\beta))[\%]$ | $(0.3,0.02)$ | $(24.04,3.22,0.00)$ | $(168.04,45.09,62.15,0.00)$ | $(205.75,137.64,41.29,90.02,0.02)$ |

Table 6.2: Performance of SLAM for $\boldsymbol{m} \in\{2, \ldots, 5\}$, for a binary alphabet $\mathfrak{A}=\{0,1\}$, sources $f^{i}=\mathbb{1}_{[(i-1) / 5, i / 5)}$ for $i=1, \ldots, 5$, and $\boldsymbol{\omega}$ as in Table 6.1.

### 6.1.2 Number of alphabet values $k$

To illustrate the influence of the number of alphabet values $k$ we consider three different alphabets $\mathfrak{A}_{k}=\{0, \ldots, k\}$ for $k=2,3,4$. For $\boldsymbol{m}=2$ we set

$$
\begin{equation*}
f^{1}=\sum_{i=0}^{15}(i \bmod k) \mathbb{1}_{[i, i+1) / 16}, \quad f^{2}=\sum_{i=0}^{[15 / k]}(i \bmod k) \mathbb{1}_{k[i, i+1) / 16} \tag{6.1}
\end{equation*}
$$

step functions taking successively every alphabet value in $\mathfrak{H}^{2}$ (see Figure 6.1). Further, we set $\boldsymbol{\omega}=(0.02,0.98)$ such that $A S B(\boldsymbol{\omega})=0.02$ for $k=2,3,4$. For $\sigma=0.05, n=1,056$, and $\alpha=\beta=0.1$ we compute $\hat{\omega}, C_{0.9}, \hat{f}^{1}, \ldots, \hat{f}^{m}$, and $\tilde{\mathcal{H}}(0.1)$ for each $k=2,3,4$, incorporating prior knowledge $\lambda \geq 1 / 32$, with truth $\lambda=1 / 16$. The results are displayed in Table 6.3. From this we find that an increasing $k$ does not influence SLAM's performance for $\hat{\omega}$ and $C_{1-\alpha}$ too much. However, the model complexity $k^{m}$ increases polynomially (for $m=2$ as in Table 6.3 quadratically) in $k$, reflected in a decrease of SLAM's performance for the estimate of the source functions $\hat{f}$.


Figure 6.1: $\boldsymbol{f}^{1}$ and $\boldsymbol{f}^{2}$ from (6.1) for $\mathfrak{A}=\{0,1\},\{0,1,2\}$, and $\{0,1,2,3\}$ (from top to bottom).

|  | $k=2$ | $k=3$ | $k=4$ |
| :---: | :---: | :---: | :---: |
| $\operatorname{MAE}(\hat{\omega})\left[10^{-3}\right]$ | $(19,12)$ | $(18,12)$ | $(15,11)$ |
| $\overline{\operatorname{dist}}\left(\boldsymbol{\omega}, \mathcal{C}_{1-\alpha}\right)\left[10^{-3}\right]$ | 51 | 51 | 47 |
| $\operatorname{Mean}\left(\boldsymbol{\omega} \in \mathcal{C}_{1-\alpha}\right)[\%]$ | 100 | 100 | 100 |
| $\bar{\omega}_{i}-\underline{\boldsymbol{\omega}}_{i}\left[10^{-3}\right]$ | $(71,71)$ | $(71,71)$ | $(67,67)$ |
| $\operatorname{MIAE}\left(\hat{f}^{i}\right)\left[10^{-2}\right]$ | $(29,0)$ | $(49,0)$ | $(60,0)$ |
| $\operatorname{Mean}(\hat{K})-K$ | $(-6.65,0)$ | $(-7.42,0)$ | $(-7.04,0)$ |
| $\operatorname{Med}(\hat{K})-K$ | $(-6,0)$ | $(-7,0)$ | $(-7,0)$ |
| $\operatorname{Mean}\left(\hat{K}^{2}=K\right)_{i}[\%]$ | $(0.39,99.99)$ | $(0,100)$ | $(0,100)$ |
| $\operatorname{Mean}(\hat{K}=K)[\%]^{0.39}$ | 0 | 0 |  |
| $\left.\max _{i} \min _{j} \mid \tau_{i}-\hat{\tau}_{j}\right]$ | $(17.5,0.0)$ | $(22.0,0.0)$ | $(23.31,0.00)$ |
| $\max _{j} \min _{i}\left\|\tau_{i}-\hat{\tau}_{j}\right\|$ | $(96.0,0.0)$ | $(134.4,0.0)$ | $(79.8,0.0)$ |
| $\mathrm{V}_{1}[\%]$ | $(81.7,100)$ | $(78,100)$ | $(81.5,100)$ |
| $\left.\operatorname{FPSLE}^{2}\right]$ | $(0.4,0.0)$ | $(58.3,0.0)$ | $(37.2,0.0)$ |
| $\operatorname{FNSLE}$ | $(25.7,0.0)$ | $(29.3,0.0)$ | $(25.2,0.0)$ |
| $\operatorname{Mean}(f \in \tilde{\mathcal{H}}(\beta))[\%]$ | 94.60 | 98.49 | 98.60 |

Table 6.3: Performance of SLAM for $\mathfrak{A}=\{0, \ldots, k\}, k=2, \ldots, 4$, for two sources $\boldsymbol{m}=2$ as in Figure 6.1 and $\boldsymbol{\omega}=(0.02,0.98)$.

### 6.1.3 Confidence levels $\alpha$ and $\beta$

We illustrate the influence of the confidence levels $\alpha$ and $\beta$ on SLAM's performance with $\boldsymbol{f}$ and $\boldsymbol{\omega}$ as in Example 1.2.1, i.e. $\boldsymbol{m}=3, \mathfrak{H}=\{0,1,2\}, \boldsymbol{\omega}=(0.11,0.29,0.6)$, and $\boldsymbol{f}$ as displayed in Figure 1.4. For $\sigma=0.02,0.05,0.1$ and $n=1,280$ we compute $\hat{\omega}, \mathcal{C}_{1-\alpha}, \hat{f}^{1}, \ldots, \hat{f}^{m}$, and $\tilde{\mathcal{H}}(\beta)$ for each $(\alpha, \beta) \in\{0.01,0.05,0.1\}^{2}$, incorporating prior knowledge $\lambda \geq 0.025$ with truth $\lambda=0.05$. Results are displayed in Table 6.4 and Table 6.5.

| $\sigma=0.02$ |  |  |  |
| :---: | :---: | :---: | :---: |
|  | $\alpha=0.01$ | $\alpha=0.05$ | $\alpha=0.1$ |
| $\operatorname{MAE}(\hat{\omega})\left[10^{-3}\right]$ | $(2,2,2)$ | $(1,1,1)$ | $(1,1,1)$ |
| $\overline{\operatorname{dist}}\left(\boldsymbol{\omega}, C_{1-\alpha}\right)\left[10^{-3}\right]$ | 29 | 25 | 24 |
| $\operatorname{Mean}\left(\boldsymbol{\omega} \in \mathcal{C}_{1-\alpha}\right)[\%]$ | 100 | 100 | 100 |
| $\bar{\omega}_{i}-\underline{\omega}_{i}\left[10^{-3}\right]$ | $(48,46,44)$ | $(43,42,42)$ | (42, 42, 42) |
| $\sigma=0.05$ |  |  |  |
|  | $\alpha=0.01$ | $\alpha=0.05$ | $\alpha=0.1$ |
| $\operatorname{MAE}(\hat{\omega})\left[10^{-3}\right]$ | $(22,7,16)$ | $(23,7,16)$ | $(22,7,16)$ |
| $\overline{\operatorname{dist}}\left(\boldsymbol{\omega}, \boldsymbol{C}_{1-\alpha}\right)\left[10^{-3}\right]$ | 109 | 105 | 102 |
| $\operatorname{Mean}\left(\boldsymbol{\omega} \in \mathcal{C}_{1-\alpha}\right)[\%]$ | 100 | 100 | 99 |
| $\bar{\omega}_{i}-\underline{\omega}_{i}\left[10^{-3}\right]$ | $(168,123,115)$ | $(160,112,106)$ | $(155,107,102)$ |
| $\sigma=0.1$ |  |  |  |
|  | $\alpha=0.01$ | $\alpha=0.05$ | $\alpha=0.1$ |
| $\operatorname{MAE}(\hat{\omega})\left[10^{-3}\right]$ | $(59,51,13)$ | $(45,48,13)$ | $(32,43,18)$ |
| $\overline{\operatorname{dist}}\left(\boldsymbol{\omega}, \mathcal{C}_{1-\alpha}\right)\left[10^{-3}\right]$ | 231 | 218 | 210 |
| $\operatorname{Mean}\left(\boldsymbol{\omega} \in \mathcal{C}_{1-\alpha}\right)[\%]$ | 100 | 100 | 100 |
| $\bar{\omega}_{i}-\underline{\omega}_{i}\left[10^{-3}\right]$ | $(329,344,282)$ | $(305,323,226)$ | $(276,312,212)$ |

Table 6.4: Performance of SLAM's confidence set $C_{1-\alpha}$ and estimate $\hat{\omega}$ for the mixing $\boldsymbol{\omega}$ as in Example 1.2.1 with $\sigma=0.02,0.05,0.1$ and $n=1,280$ for $\alpha=0.01,0.05,0.1$.

These illustrate that SLAM's estimate $\hat{\omega}$ for the mixing weights is very stable under the choice of $\alpha$. The diameters $\overline{\operatorname{dist}}\left(\boldsymbol{\omega}, \mathcal{C}_{1-\alpha}\right)$ and $\bar{\omega}_{i}-\underline{\omega}_{i}$, respectively decrease slightly with increasing $\alpha$, as expected. Further, we found that the coverage $\operatorname{Mean}\left(\boldsymbol{\omega} \in \mathcal{C}_{1-\alpha}\right)$ is always bigger than the nominal coverage $1-\alpha$ indicating the conservative nature of the first inequality in (3.4). With increasing $\beta$ the multiscale constraint in (1.27) becomes stricter leading to an increase of $\hat{K}$. However, as Table 6.5 illustrates, this effect is remarkably small, resulting also in a high stability of $\hat{f}$ with respect to $\alpha$ and $\beta$. In contrast to the uniform coverage of the confidence region $C_{1-\alpha}$ for $\boldsymbol{\omega}$ for finite $n$ (recall (1.21)), this holds only asymptotically for the confidence band $\tilde{\mathcal{H}}(\beta)$ (see Theorem 3.3.1). This is reflected in Table 6.5 , where with increasing $\sigma$ the coverage $\operatorname{Mean}(f \in \tilde{\mathcal{H}}(\beta))$ can be smaller than the nominal $1-\beta$. Nevertheless, the coverage of the single source functions remains reasonably high even for large $\sigma$ (see Table 6.5). In summary, we draw from Table 6.4 and 6.5 a high stability of SLAM in the tuning parameters $\alpha$ and $\beta$, for both, the estimation error and the confidence statements, respectively.

| $\sigma=0.02$ |  |  |  |
| :---: | :---: | :---: | :---: |
|  | $\boldsymbol{f}^{1}$ | $\boldsymbol{f}^{2}$ | $f^{3}$ |
| $\operatorname{MIAE}\left(\hat{f}^{i}\right)\left[10^{-4}\right]$ | $\left(\begin{array}{lll}0 & 2 & 10 \\ 0 & 2 & 10 \\ 0 & 2 & 10\end{array}\right)$ | $\left(\begin{array}{ccc}6 & 3 & 11 \\ 9 & 5 & 12 \\ 11 & 7 & 13\end{array}\right)$ | $\left(\begin{array}{lll}3 & 1 & 4 \\ 5 & 2 & 4 \\ 6 & 3 & 5\end{array}\right)$ |
| $\operatorname{Med}(\hat{K})-K$ | $\left(\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)$ | $\left(\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)$ | $\left(\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)$ |
| $\operatorname{Mean}(\hat{K}=K)_{i}[\%]$ | $\left(\begin{array}{lll}100 & 100 & 100 \\ 100 & 100 & 100 \\ 100 & 100 & 100\end{array}\right)$ | $\left(\begin{array}{ccc}98 & 100 & 100 \\ 97 & 99 & 99 \\ 96 & 98 & 99\end{array}\right)$ | $\left(\begin{array}{ccc}99 & 100 & 100 \\ 98 & 99 & 99 \\ 97 & 99 & 99\end{array}\right)$ |
| $\operatorname{Mean}(\hat{K}=K)[\%]$ |  | $\left(\begin{array}{lll}98 & 99 & 100 \\ 97 & 99 & 99 \\ 96 & 98 & 99\end{array}\right)$ |  |
| $\mathrm{V}_{1}$ [\%] | $\left(\begin{array}{lll}100 & 100 & 100 \\ 100 & 100 & 100 \\ 100 & 100 & 100\end{array}\right)$ | $\left(\begin{array}{lll}100 & 100 & 100 \\ 100 & 100 & 100 \\ 100 & 100 & 100\end{array}\right)$ | $\left(\begin{array}{lll}100 & 100 & 100 \\ 100 & 100 & 100 \\ 100 & 100 & 100\end{array}\right)$ |
| $\operatorname{Mean}(\boldsymbol{f} \in \tilde{\mathcal{H}}(\beta))[\%]$ |  | $\left(\begin{array}{lll}95.8 & 93.3 & 92.3 \\ 99.0 & 97.7 & 97.0 \\ 99.2 & 98.6 & 98.1\end{array}\right)$ |  |
| $\operatorname{Mean}\left(\boldsymbol{f}^{\boldsymbol{i}} \in \tilde{\mathcal{H}}(\beta)_{i}\right)[\%]$ | $\left(\begin{array}{lll}99.90 & 99.74 & 99.34 \\ 99.94 & 99.78 & 99.64 \\ 99.90 & 99.70 & 99.68\end{array}\right)$ | $\left(\begin{array}{lll}99.84 & 99.60 & 99.38 \\ 99.92 & 99.84 & 99.74 \\ 99.90 & 99.82 & 99.74\end{array}\right)$ | $\left(\begin{array}{lll}96.68 & 95.46 & 94.92 \\ 99.18 & 98.34 & 98.10 \\ 99.42 & 99.02 & 98.64\end{array}\right)$ |
| $\sigma=0.05$ |  |  |  |
|  | $\boldsymbol{f}^{1}$ | $\boldsymbol{f}^{2}$ | $f^{3}$ |
| $\operatorname{MIAE}\left(\hat{f}^{i}\right)\left[10^{-3}\right]$ | $\left(\begin{array}{lll}6 & 7 & 8 \\ 6 & 8 & 9 \\ 6 & 8 & 9\end{array}\right)$ | $\left(\begin{array}{lll}160 & 161 & 160 \\ 164 & 165 & 164 \\ 160 & 161 & 161\end{array}\right)$ | $\left(\begin{array}{lll}80 & 80 & 80 \\ 82 & 83 & 82 \\ 80 & 80 & 80\end{array}\right)$ |
| $\operatorname{Med}(\hat{K})-K$ | $\left(\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)$ | $\left(\begin{array}{lll}2 & 2 & 2 \\ 2 & 2 & 2 \\ 2 & 2 & 2\end{array}\right)$ | $\left(\begin{array}{lll}-2 & -2 & -2 \\ -2 & -2 & -2 \\ -2 & -2 & -2\end{array}\right)$ |
| $\operatorname{Mean}(\hat{K}=K)_{i}[\%]$ | $\left(\begin{array}{lll}96 & 90 & 85 \\ 93 & 86 & 80 \\ 93 & 85 & 80\end{array}\right)$ | $\left(\begin{array}{lll}21 & 19 & 17 \\ 19 & 16 & 15 \\ 21 & 19 & 17\end{array}\right)$ | $\left(\begin{array}{lll}24 & 25 & 27 \\ 21 & 23 & 24 \\ 24 & 25 & 26\end{array}\right)$ |
| $\operatorname{Mean}(\hat{K}=K)[\%]$ |  | $\left(\begin{array}{lll}19 & 16 & 14 \\ 17 & 14 & 12 \\ 19 & 16 & 14\end{array}\right)$ |  |
| $\mathrm{V}_{1}$ [\%] | $\left(\begin{array}{lll}99 & 99 & 99 \\ 99 & 99 & 99 \\ 99 & 99 & 99\end{array}\right)$ | $\left(\begin{array}{lll}92 & 92 & 92 \\ 92 & 92 & 92 \\ 92 & 92 & 92\end{array}\right)$ | $\left(\begin{array}{lll}91 & 91 & 91 \\ 91 & 91 & 91 \\ 91 & 91 & 91\end{array}\right)$ |
| $\operatorname{Mean}(\boldsymbol{f} \in \tilde{\mathcal{H}}(\beta))[\%]$ |  | $\left(\begin{array}{lll}83.1 & 76.7 & 74.0 \\ 81.3 & 75.6 & 73.4 \\ 81.7 & 76.4 & 74.5\end{array}\right)$ |  |
| $\operatorname{Mean}\left(\boldsymbol{f}^{i} \in \tilde{\mathcal{H}}(\beta)_{i}\right)[\%]$ | $\left(\begin{array}{ccc}100 & 100 & 100 \\ 100 & 100 & 99.98 \\ 100 & 100 & 99.98\end{array}\right)$ | $\left(\begin{array}{lll}89.34 & 84.78 & 82.82 \\ 86.60 & 83.04 & 83.18 \\ 87.24 & 84.16 & 83.18\end{array}\right)$ | $\left(\begin{array}{lll}85.80 & 80.56 & 78.34 \\ 83.14 & 78.48 & 77.14 \\ 83.58 & 79.48 & 78.16\end{array}\right)$ |
| $\sigma=0.1$ |  |  |  |
|  | $\boldsymbol{f}^{1}$ | $\boldsymbol{f}^{2}$ | $\boldsymbol{f}^{3}$ |
| $\operatorname{MIAE}\left(\hat{f}^{i}\right)\left[10^{-3}\right]$ | $\left(\begin{array}{lll}327 & 327 & 327 \\ 297 & 296 & 296 \\ 255 & 254 & 253\end{array}\right)$ | $\left(\begin{array}{lll}245 & 246 & 246 \\ 233 & 234 & 234 \\ 231 & 232 & 232\end{array}\right)$ | $\left(\begin{array}{lll}90 & 91 & 91 \\ 67 & 68 & 68 \\ 75 & 76 & 76\end{array}\right)$ |
| $\operatorname{Med}(\hat{K})-K$ | $\left(\begin{array}{lll}2 & 3 & 3 \\ 1 & 2 & 2 \\ 1 & 1 & 1\end{array}\right)$ | $\left(\begin{array}{lll}1 & 1 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)$ | $\left(\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)$ |
| $\operatorname{Mean}(\hat{K}=K)_{i}[\%]$ | $\left(\begin{array}{ccc}12 & 9 & 7 \\ 22 & 19 & 17 \\ 36 & 32 & 29\end{array}\right)$ | $\left(\begin{array}{lll}15 & 12 & 11 \\ 24 & 22 & 21 \\ 35 & 33 & 32\end{array}\right)$ | $\left(\begin{array}{lll}44 & 37 & 34 \\ 62 & 53 & 49 \\ 59 & 52 & 48\end{array}\right)$ |
| $\operatorname{Mean}(\hat{K}=K)[\%]$ |  | $\left(\begin{array}{lll}4 & 2 & 1 \\ 7 & 5 & 4 \\ 8 & 7 & 6\end{array}\right)$ |  |
| $\mathrm{V}_{1}$ [\%] | $\left(\begin{array}{lll}85 & 85 & 85 \\ 86 & 86 & 86 \\ 88 & 87 & 87\end{array}\right)$ | $\left(\begin{array}{lll}74 & 74 & 75 \\ 73 & 74 & 74 \\ 75 & 76 & 76\end{array}\right)$ | $\left(\begin{array}{lll}95 & 95 & 95 \\ 97 & 97 & 97 \\ 96 & 96 & 96\end{array}\right)$ |
| $\operatorname{Mean}(\boldsymbol{f} \in \tilde{\mathcal{H}}(\beta))[\%]$ |  | $\left(\begin{array}{lll}60.7 & 58.6 & 55.7 \\ 71.0 & 63.5 & 63.2 \\ 80.2 & 71.0 & 66.9\end{array}\right)$ |  |
| $\operatorname{Mean}\left(\boldsymbol{f}^{i} \in \tilde{\mathcal{H}}(\beta){ }_{i}\right)[\%]$ | $\left(\begin{array}{lll}90.4 & 89.6 & 89.3 \\ 99.0 & 98.8 & 98.8 \\ 99.7 & 99.6 & 99.6\end{array}\right)$ | $\left(\begin{array}{lll}96.7 & 91.5 & 86.0 \\ 97.8 & 95.0 & 94.3 \\ 97.9 & 95.2 & 92.9\end{array}\right)$ | $\left(\begin{array}{lll}72.8 & 74.6 & 77.0 \\ 83.5 & 80.2 & 79.4 \\ 90.1 & 86.2 & 85.6\end{array}\right)$ |

Table 6.5: Performance of SLAM's confidence region $\tilde{\mathcal{H}}(\beta)$ and estimate $\hat{f}$ for sources $\boldsymbol{f}$ as in Example 1.2.1 with $\sigma=0.02,0.05,0.1$ and $n=1,280$ for $(\alpha, \beta) \in\{0.01,0.05,0.1\}^{2}$. In the displayed matrices $\alpha$ increases within a column and $\beta$ increases within a row.

### 6.1.4 Prior information on minimal scale $\lambda$

In the previous simulations we always included prior information on the minimal scale $\lambda$ (see Algorithm CRW in Figure 3.1). In the following we demonstrate the influence of this prior information on SLAM's performance in Example 1.2.1, i.e. $\boldsymbol{m}=3, \mathfrak{H}=\{0,1,2\}$, $\boldsymbol{\omega}=(0.11,0.29,0.6)$, and $\boldsymbol{f}$ as displayed in Figure 1.4. For $\sigma=0.02, n=1,280$, and $\alpha=\beta=0.1$ we compute $\hat{\omega}, C_{0.9}, \hat{f}^{1}, \ldots, \hat{f}^{m}$, and $\tilde{\mathcal{H}}(0.1)$ under prior knowledge $\lambda \geq 0.05$, $0.04,0.025,0.015,0.005$ (with truth $\lambda=0.05$ ). The results in Table 6.6 in the supplement show a certain stability for a wide range of prior information on $\lambda$. Only when the prior assumptions on $\lambda$ is of order $0.1 \lambda$ (or smaller) SLAM's performance gets significantly worse.

| Prior knowledge $\lambda \geq$ | 0.05 | 0.04 | 0.025 | 0.015 | 0.005 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{MAE}(\hat{\omega})\left[10^{-3}\right]$ | $(6,5,3)$ | $(2,2,1)$ | $(2,2,1)$ | $(5,5,6)$ | $(159,126,186)$ |
| $\operatorname{dist}\left(\boldsymbol{\omega}, C_{1-\alpha}\right)\left[10^{-3}\right]$ | 17 | 23 | 23 | 37 | 123 |
| $\operatorname{Mean}\left(\boldsymbol{\omega} \in C_{1-\alpha}\right)[\%]$ | 100 | 100 | 100 | 100 | 100 |
| $\overline{\boldsymbol{\omega}}_{i}-\boldsymbol{\omega}_{j}\left[10^{-3}\right]$ | $(24,25,25)$ | $(42,42,42)$ | $(42,42,42)$ | $(65,64,63)$ | $(183,171,144)$ |
| $\operatorname{MIAE}\left(\tilde{f}^{i}\right)\left[10^{-3}\right]$ | $(3,13,6)$ | $(1,4,2)$ | $(1,4,2)$ | $(1,23,11)$ | $(40,175,88)$ |
| $\operatorname{Mean}(\hat{K})-K$ | $(0.1,0.2,0.0)$ | $(0.1,0.1,0.0)$ | $(0.1,0.1,0.0)$ | $(0.0,0.3,-0.1)$ | $(2.4,2.5,-0.2)$ |
| $\operatorname{Med}(\hat{K})-K$ | $(0,0,0)$ | $(0,0,0)$ | $(0,0,0)$ | $(0,0,0)$ | $(0,-2,-2)$ |
| $\operatorname{Mean}(\hat{K}=K)_{i}[\%]$ | $(99,93,97)$ | $(100,98,99)$ | $(100,98,99)$ | $(99,87,93)$ | $(54,24,16)$ |
| $\operatorname{Mean}(\hat{K}=K)[\%]$ | 93 | 98 | 98 | 86 | 6 |
| $\max _{i} \min _{j}\left\|\tau_{i}-\hat{\tau}_{j}\right\|\left[10^{-1}\right]$ | $(13,148,4)$ | $(6,40,2)$ | $(6,40,2)$ | $(7,299,9)$ | $(508,1794,122)$ |
| $\max _{j} \min _{i}\left\|\tau_{i}-\hat{\tau}_{j}\right\|\left[10^{-1}\right]$ | $(2,41,50)$ | $(1,11,15)$ | $(1,11,15)$ | $(1,45,91)$ | $(223,331,1343)$ |
| $V_{1}[\%]$ | $(100,99,100)$ | $(100,100,100)$ | $(100,100,100)$ | $(100,98,99)$ | $(96,89,91)$ |
| ${\operatorname{FPSLE}\left[10^{-2}\right]}^{\operatorname{FNSLE}[10-2]}$ | $(16,246,167)$ | $(8,67,51)$ | $(8,67,51)$ | $(5,398,304)$ | $(708,1994,4491)$ |
| $\operatorname{Mean}(\boldsymbol{f} \in \tilde{\mathcal{H}}(\beta))[\%]$ | $(34,407,41)$ | $(17,113,14)$ | $(17,113,14)$ | $(16,785,71)$ | $(1610,5786,1168)$ |

Table 6.6: Performance of SLAM for weights $\boldsymbol{\omega}$ and sources $\boldsymbol{f}$ as in Example 1.2.1 with $\sigma=0.02,0.05,0.1$ and $n=1,280$ with prior knowledge $\lambda \geq 0.05,0.04,0.025,0.015,0.005$.

### 6.1.5 Robustness of SLAM

Finally, SLAM's robustness against violations of model assumptions is analyzed.

## Robustness against non-identifiability

Throughout this work, we assume $\delta$-separability of the underlying parameters $(\boldsymbol{\omega}, \boldsymbol{f})$, i.e., $A S B(\boldsymbol{\omega}) \geq \delta$ and $f$ separable as in A3, in order to ensure identifiability. In the following we briefly investigate SLAM's behavior if these conditions are close to be, or even violated.

Alphabet separation boundary $\delta$ We start with the identifiability condition on $\boldsymbol{\omega}$, namely $A S B(\boldsymbol{\omega}) \geq \delta(1.8)$. We reconsider Example 1.2.1, i.e. $\boldsymbol{m}=3, \mathfrak{H}=\{0,1,2\}$, and $\boldsymbol{f}$ as displayed in Figure 1.4, but with $\boldsymbol{\omega}$ chosen randomly, uniformly distributed on $\Omega_{3}$. For $\sigma=0.05$, $n=1,280$, and $\alpha=\beta=0.1$ we compute $\hat{\omega}, C_{1-\alpha}, \hat{f}^{1}, \hat{f}^{2}, \hat{f}^{3}$, and $\tilde{\mathcal{H}}(\beta)$, incorporating prior knowledge $\lambda \geq 0.025$, with truth $\lambda=0.05$. Consequently, for each run we get a different $\omega$ and $A S B(\omega)$, respectively. We found that SLAM's performance of $\hat{\omega}$ and $C_{1-\alpha}$, respectively, is not much influenced by $\operatorname{ASB}(\boldsymbol{\omega})$ (see Table 6.7, where the average mean squared error of $\hat{\omega}$ and $\overline{\operatorname{dist}}\left(\boldsymbol{\omega}, C_{1-\alpha}\right)$ remain stable when $A S B(\boldsymbol{\omega})$ becomes small). The situation changes of course, when it comes to estimation of $\boldsymbol{f}$ itself. $A S B(\boldsymbol{\omega})=0$ in (1.8) implies non-identifiability of $\boldsymbol{f}$,
i.e., it is not possible to recover $\boldsymbol{f}$ uniquely. Therefore, it is expected that small $A S B(\boldsymbol{\omega})$ will lead to a bad performance of any estimator of $\boldsymbol{f}$. This is also reflected in Theorem 3.4.2 where $\delta$, with $A S B(\boldsymbol{\omega}) \geq \delta$, appears as a "conditioning number" of the SBSR model. The results in Table 6.8 confirm the strong influence of $A S B(\boldsymbol{\omega})$ on the performance of SLAM's estimate for $\boldsymbol{f}$. However, as SLAM does not only give an estimate of $\boldsymbol{f}$ but also a confidence band $\tilde{\mathcal{H}}(\beta)$ this (unavoidable) uncertainty is also reflected in its coverage. To illustrate this define a local version of $A S B(\omega)$ as

$$
\begin{equation*}
A S B_{x}(\boldsymbol{\omega}):=\min _{e \neq \boldsymbol{f}(x) \in \mathfrak{I}^{m}}|e \boldsymbol{\omega}-f(x) \boldsymbol{\omega}| \tag{6.2}
\end{equation*}
$$

Intuitively, $A S B_{x}(\boldsymbol{\omega})$ determines the difficulty to discriminate between the source functions at a certain location $x \in[0,1)$. Now, define the local size of $\tilde{\mathcal{H}}(\beta)$ as $\left|\tilde{\mathcal{H}}_{x}(\beta)\right|:=\#\left\{e \in \mathfrak{A}^{m}\right.$ : $\exists \boldsymbol{f} \in \tilde{\mathcal{H}}(\beta)$ s.t. $\boldsymbol{f}(x)=e\}$. Table 6.8 shows that the uncertainty in $\left|\tilde{\mathcal{H}}_{x}(\beta)\right|$ increases in nonidentifiable regions, i.e., when $\operatorname{AS} B_{x}(\boldsymbol{\omega})$ is small.

|  | $\operatorname{MAE}(\hat{\omega})\left[10^{-3}\right]$ | $\overline{\operatorname{dist}}\left(\omega, C_{1-\alpha}\right)\left[10^{-3}\right]$ |
| :---: | :---: | :---: |
| $0 \leq A S B \leq 0.0001$ | $(6,4,5)$ | 29 |
| $0.0001 \leq A S B \leq 0.01$ | $(7,4,7)$ | 34 |
| $0.01 \leq A S B \leq 0.02$ | $(4,4,4)$ | 30 |
| $0.02 \leq A S B \leq 0.03$ | $(4,4,4)$ | 29 |
| $0.03 \leq A S B \leq 0.04$ | $(4,3,4)$ | 31 |
| $0.04 \leq A S B \leq 0.05$ | $(4,3,4)$ | 31 |
| $0.05 \leq A S B \leq 0.06$ | $(4,3,5)$ | 31 |
| $0.06 \leq A S B \leq 0.07$ | $(3,3,4)$ | 31 |

Table 6.7: Performance of SLAM for sources $\boldsymbol{f}$ as in Example 1.2.1 with $\sigma=0.05, n=1,280$ for $\omega$ uniformly distributed on $\Omega_{3}$ conditioned on different ranges for the ASB (2.19).

|  | $\operatorname{MIAE}\left(\hat{f}^{i}\right)\left[10^{-4}\right]$ | $\left\|\tilde{\mathcal{H}}_{x}(0.1)\right\|$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | mean | median |  |
| $0 \leq A S B \leq 0.0001$ | $(1916,1067,483)$ | 2.71 | 3 | $0 \leq A S B_{x} \leq 0.001$ |
| $0.0001 \leq A S B \leq 0.01$ | $(1536,923,354)$ | 2.68 | 3 | $0.001 \leq A S B_{x} \leq 0.01$ |
| $0.01 \leq A S B \leq 0.02$ | $(671,474,147)$ | 2.67 | 3 | $0.01 \leq A S B_{x} \leq 0.02$ |
| $0.02 \leq A S B \leq 0.03$ | $(236,164,40)$ | 2.66 | 3 | $0.02 \leq A S B_{x} \leq 0.03$ |
| $0.03 \leq A S B \leq 0.04$ | $(96,37,7)$ | 2.53 | 2 | $0.03 \leq A S B_{x} \leq 0.04$ |
| $0.04 \leq A S B \leq 0.05$ | $(100,7,2)$ | 2.49 | 2 | $0.04 \leq A S B_{x} \leq 0.05$ |
| $0.05 \leq A S B \leq 0.06$ | $(42,1,0)$ | 2.36 | 2 | $0.05 \leq A S B_{x} \leq 0.1$ |
| $0.06 \leq A S B \leq 0.07$ | $(16,4,0)$ | 1.97 | 1 | $0.1 \leq A S B_{x}$ |

Table 6.8: Performance of SLAM for sources $\boldsymbol{f}$ as in Example 1.2.1 with $\sigma=0.05, n=1,280$ for $\omega$ uniformly distributed on $\Omega_{3}$ conditioned on different ranges $A S B$ (left) and $A S B_{x}$ (right) as in (1.8) and (6.2), respectively.

Violation of separability condition Next, we consider the separability condition in A3. We consider a modification of Example 1.2.1, i.e. $\boldsymbol{m}=3, \mathfrak{A}=\{0,1,2\}$, where we modified the source function $f^{1}$ in such a way, that it violates the separability condition in A3, see Figure 6.2. For $\sigma=0.05, n=1,280$, and $\alpha=\beta=0.1$ we compute $\hat{\omega}$ and $\hat{f}^{1}, \hat{f}^{2}, \hat{f}^{3}$ incorporating


Figure 6.2: Source functions $f$ from Example 1.2.1, where $f^{1}$ is modified such that $f$ violates the separability condition A3. The dashed lines indicate the removed jumps.

|  | $(1)$ | $(2)$ | $(3)$ |
| :---: | :---: | :---: | :---: |
| $\operatorname{MAE}(\hat{\omega})\left[10^{-3}\right]$ | $(73,36,39)$ | $(43,58,16)$ | $(42,59,17)$ |
| $\operatorname{MIAE}(\hat{f} \hat{i})\left[10^{-3}\right]$ | $(123,181,84)$ | $(447,435,137)$ | $(563,279,99)$ |
| $\operatorname{Med}(\hat{K})-K$ | $(-4,2,0)$ | $(4,1,-2)$ | $(11,4,-2)$ |
| $\operatorname{Mean}(\hat{K}=K)_{i}[\%]$ | $(10,10,19)$ | $(5,0,33)$ | $(2,1,4)$ |
| $\mathrm{V}_{1}[\%]$ | $(71,85,96)$ | $(84,72,88)$ | $(78,82,89)$ |

Table 6.9: Performance of SLAM when model assumptions are violated. (1): Setting as in Example 1.2 .1 but with $f$ modified such that it violates the separability condition A3 as in Figure 6.2, for $\sigma=0.05, n=1,280$, and $\alpha=\beta=0.1$. (2): Setting as in Example 1.2.1, but with $t$-distributed errors with 3 degrees of freedom, re-scaled to a standard deviation of $\sigma=0.05$, for $n=1,280, \alpha=0.1$, and $q(\beta)=13.03$. (3): Setting as in Example 1.2.1, but with $\chi^{2}$-distributed errors with 3 degrees of freedom, re-scaled to a standard deviation of $\sigma=0.05$, for $n=1,280, \alpha=0.1$, and $q(\beta)=3.73$.
prior knowledge $\lambda \geq 0.025$ with truth $\lambda=0.05$. The results are shown in Table 6.9. The violation of the separability condition A3 leads to non-identifiability of $\omega$, which is naturally reflected in a worse performance of SLAM's estimate of $\boldsymbol{\omega}$. As the condition is violated for $\boldsymbol{f}^{1}$ (i.e., $\omega_{1} \notin \operatorname{imag}(\boldsymbol{g})$ as in (1.9)) this has a particular impact on $\hat{\omega}_{1}$. The same holds true for $\hat{f}$ itself, where the estimation error of $\hat{\omega}_{1}$ propagates to a certain degree to the estimation of $\hat{f}^{1}$. The performance of $\hat{f}^{2}$ and $\hat{f}^{3}$, however, is not much influenced.

## Violation of normality assumption

In the SBSR model the error distribution is assumed to be Gaussian. In the following, SLAM's performance for $t$-(heavy tails) and $\chi^{2}$-(skewed) distributed errors is studied. Again, Example 1.2.1, i.e. $\boldsymbol{m}=3, \mathfrak{A}=\{0,1,2\}$, and $\boldsymbol{f}$ as displayed in Figure 1.4 is considered. We add to $\boldsymbol{g}$ now $t$-distributed and $\chi^{2}$-distributed errors, respectively, with 3 degrees of freedom, re-scaled to a standard deviation of $\sigma=0.05$. For $n=1,280$ and $\alpha=0.1$ we compute $\hat{\omega}$ and $\hat{f}^{1}, \hat{f}^{2}, \hat{f}^{3}$, incorporating prior knowledge $\lambda \geq 0.025$, with truth $\lambda=0.05$. We simulated the statistic $T_{n}$ for $t$ - and $\chi^{2}$-distributed errors, respectively, and choose $q(\beta)$ to be the corresponding $90 \%$
quantile. For $t$-distributed errors this gave $q(\beta)=13.03$ and for $\chi^{2}$-distributed errors $q(\beta)=$ 3.73. The results in Table 6.9 indicate a certain robustness to misspecification of the error distribution, provided the quantiles for $T_{n}$ are adjusted accordingly.

### 6.2 SLAM-selector

We consider mixtures of $\boldsymbol{m}=1,2,3,4,5$ simple bump functions (see Figure 6.3)

$$
\begin{equation*}
f^{i}=\mathbb{1}_{[(i-1) / 5, i / 5)}, \quad \text { for } i=1, \ldots, 5 \tag{6.3}
\end{equation*}
$$

with value in the binary alphabet $\mathfrak{A}=\{0,1\}$, i.e., $k=2$ and $a_{2}=1$, with $\lambda=1 / 5$. We choose $\boldsymbol{\omega}$ such that $\delta=0.02$ as in Table 6.1, the number of observations is $n=1,000$, with Gaussian error terms $\epsilon_{j} \sim \mathcal{N}\left(0, \sigma^{2}\right)$ in (1.3) with standard deviations $\sigma=0.01,0.02,0.05,0.1$, respectively. Figure 6.3 show examples for (true) $\boldsymbol{m}=4, \sigma=0.05$ and $\boldsymbol{m}=3, \sigma=0.01$, respectively. Note that as $\operatorname{ASB}(\boldsymbol{\omega})=0.02$ is fixed, the standard deviation corresponds to the minimal signal to noise ratio (SNR). Each simulation experiment has been repeated 1,000 times.


Figure 6.3: Observations $Y$ (gray dots) according to the SBSR model (1.3) for Gaussian noise with $\sigma=0.01$ (left) and $\sigma=0.05$ (right), $n=1,000$, with true underlying signal $\boldsymbol{g}$ (solid line in top row) for $\boldsymbol{m}=4$ (left) and $\boldsymbol{m}=4$ (right), $\boldsymbol{\omega}=(0.02,0.04,0.94)$ (left) and $\boldsymbol{\omega}=$ ( $0.04,0.06,0.12,0.78$ ) (right), and $\boldsymbol{f}$ (row 2-5) as in (6.3).

### 6.2.1 Comparision with AIC, BIC, and LRM

For the SLAM selector of Definition 3.6.8 the first row in Figure 6.4 shows histograms of $\hat{m}$ for $\sigma=0.01$ (for $\sigma=0.02,0.05,0.1$ see Figure B.2, B.1, and B. 3 in the appendix). It shows that the SLAM selector $\hat{m}$ estimates the number of sources $\boldsymbol{m}$ very accurately for reasonable SNR. In particular, $\hat{m}$ rarely overestimates $\boldsymbol{m}$, even when the noise level is very high and $\boldsymbol{m}$ is large. Notably, if $\hat{m}$ underestimates $\boldsymbol{m}$ (because of the high noise level or because $\boldsymbol{m}$ is very large), it rarely underestimates $\boldsymbol{m}$ by more than one. In particular, as discussed in
the following, the SLAM selector performs significantly better than standard methods as the Bayesian information criterion (BIC), Akaike information criterion (AIC), or the local residual method (LRM).


Figure 6.4: Histogram of SLAM selector $\hat{m}$ as in Definition 3.6.8 (top row), $\hat{m}_{\text {BIC }}$ (second row), $\hat{m}_{\mathrm{AIC}}$ (third row) as in (6.6), and $\hat{m}_{\mathrm{LRM}}$ as in (6.7) for $\boldsymbol{\omega}$ as in Table 6.1 and $f=\left(f^{1}, \ldots, f^{m}\right)$ as in (6.3), with standard deviation $\sigma=0.01, n=1,000$, for $\boldsymbol{m}=1,2,3,4,5$ (from left to right). The red vertical line indicates the true number of source functions $\boldsymbol{m}$.

Bayesian and Akaike Information Criterion Considering estimation of $\boldsymbol{m}$ as a model selection problem, the most prominent selectors are the BIC and the AIC

$$
\text { BIC }:=-2 \ln (\hat{L})+p \ln (n), \quad \text { AIC }:=-2 \ln (\hat{L})+2 p
$$

where $\hat{L}$ denotes the maximized value of the likelihood function and $p$ the dimension of the free parameters to be estimated, in order to select $m$. Among a finite set of models the model with the lowest BIC and AIC, respectively, is preferred.
For models which satisfy certain regularity conditions the BIC criterion was theoretically justified by Schwarz (1978) via asymptotic expansion of the log-posterior probability. More precisely, Schwarz (1978) showed that for $n$ i.i.d. observations $Y$ from an exponential family with parameter $\theta$ belonging to one of a finite set of models $\Theta_{1}, \ldots, \Theta_{M}$, where each model is a linear
submanifold of dimension $m_{i}$ of an Euclidean space, the logarithm of the posterior probability satisfies

$$
\ln \left(\mathbf{P}\left(\theta \in \Theta_{j} \mid Y\right)\right)=l_{n}\left(\hat{\theta}_{j}\right)-\frac{1}{2} m_{j} \ln (n)+O(1)
$$

as $n \rightarrow \infty$, where $l_{n}$ denotes the log-likelihood function and $\hat{\theta}_{j}$ the maximum likelihood estimator under $\Theta_{j}$. Note that this result is obtained under very weak assumptions on the prior distribution, whose specific form is hidden in the $O(1)$ remainder term. The crucial assumption in the proof of this result is that the log-likelihood function is twice differentiable w.r.t. the parameter $\theta$ around $\hat{\theta}_{j}$. This assumption, however, is heavily violated in the SBSR model through the discrete nature of the sources $f^{1}, \ldots, f^{m}$. More precisely, in the SBSR model for fixed number of sources $m$ the parameter space is a disjoint union of several ( $m-1$ )-simplices $\Omega_{m}$, which is not a linear submanifold of an Euclidean space. Consequently, we stress that there is no theoretical justification to use the BIC criterion for model selection in the SBSR model. This has been already observed for c.p. regression, see (Zhang and Siegmund, 2007, 2012). However, as the BIC (and AIC) criterion is widely used (often also in situations where the required regularity assumptions are not fulfilled), we will, in the following, compare it with the proposed methods in a simulation study.

As the maximum likelihood estimator (which equals the least squares estimator for Gaussian error) in the model $\mathcal{M}_{m}$ is not available in general (see Section 5.2), we use SLAM to approximate it. As the observations in the SBSR model are Gaussian and as the mixing weights sum up to one, implying that the number of free parameters corresponds to $\boldsymbol{m}-1$, the BIC and AIC, respectively, in the SBSR model become

$$
\begin{align*}
& \operatorname{BIC}=\operatorname{BIC}\left(\mathcal{M}_{m}\right)=\frac{\sum_{j=1}^{n}\left(y_{j}-\hat{g}_{m}\left(x_{j}\right)\right)^{2}}{\sigma^{2}}+(m-1) \ln (n),  \tag{6.4}\\
& \operatorname{AIC}=\operatorname{AIC}\left(\mathcal{M}_{m}\right)=\frac{\sum_{j=1}^{n}\left(y_{j}-\hat{g}_{m}\left(x_{j}\right)\right)^{2}}{\sigma^{2}}+2(m-1) \tag{6.5}
\end{align*}
$$

Thus, the selected number of source functions is

$$
\begin{equation*}
\hat{m}_{\mathrm{BIC}}=\underset{1 \leq \tilde{m} \leq m_{\max }}{\operatorname{argmin}} \operatorname{BIC}\left(\mathcal{M}_{\tilde{m}}\right), \hat{m}_{\mathrm{AIC}}=\underset{1 \leq \tilde{m} \leq m_{\max }}{\operatorname{argmin}} \operatorname{AIC}\left(\mathcal{M}_{\tilde{m}}\right) \tag{6.6}
\end{equation*}
$$

For $\boldsymbol{f}$ as in (6.3), $\boldsymbol{\omega}$ as in Table 6.1, and Gaussian error terms $\epsilon_{j} \sim \mathcal{N}\left(0, \sigma^{2}\right)$ in (1.3) with standard deviation $\sigma=0.01,0.02,0.05,0.1$ we compute the BIC and AIC for $\boldsymbol{m}=1,2,3,4,5$ and $m_{\max }=8$. The second and third rows in Figure 6.4 shows the histogram of $\hat{m}_{\text {BIC }}$ and $\hat{m}_{\text {AIC }}$ for $\sigma=0.01$ (for $\sigma=0.02,0.05,0.1$ see Figure B.2, B.1, and B. 3 in the appendix). Comparing the different rows in Figure 6.4 (and Figure B.2, B.1, and B. 1 in the appendix) indicates that the SLAM selector $\hat{m}$ from Definition 3.6.8 outperforms both the BIC and the AIC. While the SLAM selector $\hat{m}$ from Definition 3.6 .8 rarely overestimate the number of sources, $\hat{m}_{\text {BIC }}$ and $\hat{m}_{\text {AIC }}$ often largely overestimate $\boldsymbol{m}$. Moreover, the variance of $\hat{m}_{\text {BIC }}$ and $\hat{m}_{\text {AIC }}$ seems to be much higher than the variance of $\hat{m}$. In particular, when the noise level becomes large $\hat{m}_{\text {BIC }}$ and $\hat{m}_{\text {AIC }}$ can produce very unreliable results. This is in contrast to $\hat{m}$, which, even when the noise
level is high and $\boldsymbol{m}$ is large, rarely misspecifies $\boldsymbol{m}$ by more than one. Note, moreover, that the AIC and BIC criterion do not give any statistical guarantees on $\hat{m}_{\text {AIC }}$ and $\hat{m}_{\text {BIC }}$, in contrast to the SLAM selector (recall Theorem 3.6.4).

Local residual method Another simple model selection method, which is often applied in practice, is a LRM. The idea is that for a reasonable estimator $\hat{g}$ in the correct model the residual $\operatorname{sum} \sum_{j=1}^{n}\left(y_{j}-\hat{g}\left(x_{j}\right)\right)^{2} / n$ is a good estimate of the variance $\sigma^{2}$, which can be estimated very accurately (with $\sqrt{n}$-rate) via local differences estimators, e.g., $\sum_{j=2}^{n}\left(y_{j}-y_{j-1}\right)^{2} /(2 n)$. More precisely, let $\hat{g}_{m}$ be the SLAM estimate in model $\mathcal{M}_{m}$. Then, for a set of models $\left\{\mathcal{M}_{1}, \ldots, \mathcal{M}_{m_{\max }}\right\}$ with $m_{\text {max }} \in \mathbb{N}$ the LRM select $\mathcal{M}_{\hat{m}_{\text {LRM }}}$ with

$$
\begin{equation*}
\hat{m}_{\mathrm{LRM}}:=\underset{1 \leq \tilde{m} \leq m_{\max }}{\operatorname{argmin}}\left|2 \sum_{j=1}^{n}\left(y_{j}-\hat{g}_{\tilde{m}}\left(x_{j}\right)\right)^{2}-\sum_{j=2}^{n}\left(y_{j}-y_{j-1}\right)^{2}\right| . \tag{6.7}
\end{equation*}
$$

For $\boldsymbol{f}$ as in (6.3), $\boldsymbol{\omega}$ as in Table 6.1, and Gaussian error terms $\epsilon_{j} \sim \mathcal{N}\left(0, \sigma^{2}\right)$ in (1.3) with standard deviation $\sigma=0.01,0.02,0.05,0.1$ we compute the LRM for $\boldsymbol{m}=1,2,3,4,5$ and $m_{\max }=8$. The bottom row in Figure 6.4 shows the histogram of $\hat{m}_{\mathrm{LRM}}$ for $\sigma=0.01$ (for $\sigma=0.02,0.05,0.1$ see Figure B.2, B.1, and B. 3 in the appendix). It shows that $\hat{m}_{\text {LRM }}$ performs poorly and especially much worse than the SLAM selector.

### 6.2.2 Lower Confidence Bounds

Theorem 3.6.4 yields that $\hat{m}_{1-\alpha}$ constitutes a $(1-\alpha)$ lower confidence bound for the number of source components $\boldsymbol{m}$. Figure 6.5 shows histograms of $\hat{m}_{1-\alpha}$ for Gaussian error terms $\epsilon_{j} \sim \mathcal{N}\left(0, \sigma^{2}\right)$ in (1.3) with standard deviation $\sigma=0.05$ (for $\sigma=0.01,0.02,0.1$ see Figure B.4, B.5, and B. 6 in the appendix). The results indicate that the actual coverage of $\hat{m}_{1-\alpha}$ is even higher than the nominal $1-\alpha$. In fact, for $\sigma=0.01$ in our simulations it did not happen once that $\hat{m}_{1-\alpha}>\boldsymbol{m}$ for $\alpha=0.05,0.1,0.25$, i.e., we obtained an empirical coverage of $100 \%$ for $\alpha=0.05,0.1,0.25$. For $\sigma=0.02,0.05,0.1$ the coverage is shown in Table 6.10, showing that also when the variance gets larger the empirical coverage is almost $100 \%$ for $\alpha=0.05,0.1,0.25$. Even for $\alpha=0.25$ the coverage was always higher than $99.4 \%$. Still, $\hat{m}_{1-\alpha}$ for $\alpha=0.05,0.1,0.25$ was close to the true underlying number of components $\boldsymbol{m}$ (see Figure 6.5). Also for the SLAM selector $\hat{m}$ as in Definition 3.6.8 we obtained a very high coverage as displayed Table 6.11. This shows that the SLAM selector is parsimonious (i.e., avoids to many components), in general, and, at the same time, powerful to recover sources very accurately. In practice, this means that one can be very sure that detected components are present in the signal. This can be driven by the overestimation probability $\alpha$, a small $\alpha$ leads to a more parsimonious result. In practical purposes, one can use it as a screening parameter (see (Frick et al., 2014)). In other words, the parameter $q$ in the estimate $\hat{m}(q)$ enables in applications a trade off between detection power of sources (small $q$ ) and control of the overestimation error (large $q$ ), where a specific $q$ translates to a bound for the overestimation probability.


Figure 6.5: Histogram of $\hat{m}_{0.95}, \hat{m}_{0.9}, \hat{m}_{0.75}$ as in Definition 3.6.4 (from top to bottom), for $\boldsymbol{\omega}$ as in Table 6.1 and $\boldsymbol{f}=\left(\boldsymbol{f}^{1}, \ldots, \boldsymbol{f}^{\boldsymbol{m}}\right)$ as in (6.3), with standard deviation $\sigma=0.05, n=1,000$, for $\boldsymbol{m}=1,2,3,4,5$ (from left to right). The red vertical line indicates the true number of source functions $\boldsymbol{m}$.

| $\sigma$ | 0.02 | 0.05 | 0.1 |
| :---: | :---: | :---: | :---: |
| $P\left(\hat{m}_{0.95}>\boldsymbol{m}\right)$ | $(0,0,0,0,0)$ | $(0,0,0,0,0)$ | $(0,0,0,0,0)$ |
| $P\left(\hat{m}_{0.90}>\boldsymbol{m}\right)$ | $(0.001,0,0,0,0)$ | $(0.001,0,0,0,0)$ | $(0,0,0,0,0)$ |
| $P\left(\hat{m}_{0.75}>\boldsymbol{m}\right)$ | $(0.005,0,0,0,0)$ | $(0.002,0.001,0,0,0)$ | $(0.006,0,0,0,0)$ |

Table 6.10: Overestimation probability for $\boldsymbol{m}=(1, \ldots, 5)$ of SLAM selector $\hat{m}_{1-\alpha}$ in (3.24) for $\omega$ as in Table 6.1 and $f$ as in (6.3) with $n=1,000$.

| $\sigma$ | 0.01 | 0.02 | 0.05 | 0.1 |
| :---: | :---: | :---: | :---: | :---: |
| $P(\hat{m}>\boldsymbol{m})$ | $(0,0,0,0,0)$ | $(0.07,0,0,0.004,0)$ | $(0.079,0,0,0,0)$ | $(0.088,0,0,0,0)$ |

Table 6.11: Overestimation probability for $\boldsymbol{m}=(1, \ldots, 5)$ of SLAM selector $\hat{m}$ in Definition 3.6.8 for $\boldsymbol{\omega}$ as in Table 6.1 and $\boldsymbol{f}$ as in (6.3) with $n=1,000$.

### 6.3 LS approximation

In the following, the Lloyd's algorithm from Figure 5.1 is explored in a simulation study. In particular, we want to compare its performance with the theoretical findings for the LSE from Chapter 4, which cannot be computed efficiently (see Section 5.2). Corollary 4.1.4 yields that the LSE achieves optimal rates for the maximal prediction error. The maximal prediction error cannot be simulated efficiently, as the maximum may be attained at any $(\boldsymbol{\omega}, \boldsymbol{\Pi})$. Instead, we simulate the Bayes risk with uniform priors for $\omega$ and $\Pi$, respectively. As discussed in Remark 4.1.5, this ensures that $A S B(\boldsymbol{\omega}) \geq c_{1} \sqrt{M}$ and $\boldsymbol{\Pi}$ is $c_{2} M$-separable, for some constant $c_{1}, c_{2}>0$


Figure 6.6: Left: Normalized MSE E $\left(\|\hat{\theta}-\Pi A \omega\|^{2}\right) / M$ for the estimator $\hat{\theta}=\hat{\Pi} A \hat{\omega}$ of Figure 5.1 for $m=3$ sources, a binary alphabet $\mathfrak{A}=\{0,1\}$, and $n=500$ observations, for $M \in$ $\{1, \ldots, 1000\}$ and $\sigma=0.2,0.5,1$ (lightgray, darkgray, and black line). Top right: MSE on a logarithmic scale. Bottom right: $\mathrm{E}\left(\|\hat{\theta}-\Pi A \omega\|^{2}\right) /\left(M \sigma^{2}\right)$.
asymptotically almost surely ${ }^{1}$. We simulate the estimator $\hat{\theta}=\hat{\Pi} A \hat{\omega}$ of Lloyd's algorithm from Figure 5.1 (see Section 5.2) for $m=2,3,4$ number of sources, alphabets $\mathfrak{A}=\{0,1\},\{0,1,2,3\}$, $n=500,1000$ number of observations, for $M \in\{1, \ldots, 1000\}$, and standard deviation $\sigma=$ $0.2,0.5,1$. Simulation runs were always 100,000 .

Dependence on $\sigma$ We simulated the mean squared error (MSE) for the estimator $\hat{\theta}=\hat{\Pi} A \hat{\omega}$ of Lloyd's algorithm from Figure 5.1 for three sources $m=3$, a binary alphabet $\mathfrak{U}=\{0,1\}$, $n=500$ observations, for $M \in\{1, \ldots, 1000\}$ and $\sigma=0.2,0.5,1$. The results are shown in Figure 6.6. For larger variances $(\sigma=1,0.5)$ the top left plot of Figure 6.6 shows a peak at $M=3$ and for $M>3$ an exponential decay to some limiting value. For small variance $\sigma=0.2$ the exponential decay starts already at $M=1$. The peak can be explained as follows: When the variance is large, i.e., the signal to noise ratio is small (recall that the alphabet $\mathfrak{H}=$ $\{0,1\}$ is fixed), the observations $Y$ in (4.1) are likely to lie outside of the parameter space $\mathcal{N} \subset[0,1]^{n \times M}$. Thus, the Lloyd's algorithm prefers parameters in $\mathcal{N}$ which are close to the boundary of $[0,1]^{n \times M}$. This corresponds to mixing matrices $\omega$ with columns equal to unit vectors, which in general are not close to the true underlying mixing matrix and hence, lead to a larger MSE. However, if $M<m$ such $\omega$ have zero alphabet separation boundary $A S B(\omega)=0$ and in particular, small number of possible mixture values. More precisely, for $M<m$ when

[^5]

Figure 6.7: Left: Normalized MSE E $\left(\|\hat{\theta}-\Pi A \omega\|^{2}\right) / M$ for the estimator $\hat{\theta}=\hat{\Pi} A \hat{\omega}$ of Lloyd's algorithm from Figure 5.1 for $m=3$ sources, a binary alphabet $\mathfrak{A}=\{0,1\}$, for $M \in$ $\{1, \ldots, 1000\}$ and $n=1000,500$ (solied and dashed line) observations with $\sigma=0.2,0.5$ (gray and black line). Top right: MSE on a logarithmic scale. Bottom right: $\mathrm{E}\left(\|\hat{\theta}-\Pi A \omega\|^{2}\right) /\left(M \sigma^{2}\right)$.
the columns of $\omega$ are unit vectors and $\tilde{\omega}$ is a different mixing matrix with $A S B(\tilde{\omega})>0$ then

$$
\#\left\{e \omega: e \in \mathfrak{A}^{m}\right\} \leq k^{M}<k^{m}=\#\left\{e \tilde{\omega}: e \in \mathfrak{A}^{m}\right\}
$$

Consequently, when $M<m$ mixing matrices $\omega$ with columns being unit vectors are not (wrongly) selected by the Lloyd's algorithm and hence, the estimate fits the true underlying parameters better. On the other hand, as the (maximal) number of mixture values $k^{m}$ does not grow with $M$, when $M \gg m$ choosing the columns of $\omega$ as unit vectors only explores certain small (relatively decreasing with $M$ ) areas of the boundary of the parameter space $\mathcal{N}$ and thus does not lead to a better fit of the data, in general. The peak in the MSE at $M=m$ can be misleading: One might think that for $M \approx m$ estimating each column of $\omega$ separately from the corresponding column of the data matrix $Y$ leads to a smaller MSE than estimating the whole matrix $\omega$ at once from the whole data $Y$. This is not true in general, which can be seen by the following example. When $M=1$ estimation of $\omega \in \mathbb{R}^{m \times 1}$ reduces to estimation of its entries $\omega_{11}, \ldots, \omega_{m 1}$, as their ordering is determined via the relation $\omega_{11}<\ldots<\omega_{m 1}$. However, when $M=2$ estimating its entries $\omega_{i j}$ does not determine $\omega$ uniquely from the relation $\left\|\omega_{1}.\right\|<\ldots<\left\|\omega_{m}.\right\|$. In particular, combining estimates of single columns of $\omega$ is not feasible. The top right plot of Figure 6.6 shows the MSE on a logarithmic scale (where we subtracted the limiting value $\left.\lim _{M \rightarrow \infty} \mathrm{E}\left(\|\hat{\theta}-\Pi A \omega\|^{2}\right) / M\right)$. Its linearity suggests an exponential decay confirming the bounds in Corollary 4.1.4. As in Corollary 4.1.4 the slope in Figure 6.6 (top right) decreases with $\sigma^{2}$ and the intercept does not depend on $\sigma^{2}$. The bottom left plot of Figure 6.6


Figure 6.8: Left: Normalized MSE E $\left(\|\hat{\theta}-\Pi A \omega\|^{2}\right) / M$ for the estimator $\hat{\theta}=\hat{\Pi} A \hat{\omega}$ of Lloyd's algorithm from Figure 5.1 for a binary alphabet $\mathfrak{A}=\{0,1\}$, with $n=500$ observations for $M \in$ $\{1, \ldots, 1000\}$ and $m=2,3,4$ (dotted, dashed, and solid line) for $\sigma=0.2,0.5$ (gray and black line). Top right: MSE on a logarithmic scale. Bottom right: $\mathrm{E}\left(\|\hat{\theta}-\Pi A \omega\|^{2}\right) /\left(M \sigma^{2}(m-1)\right)$.
shows the limiting value of the MSE. In the bottom right plot of Figure 6.6 one observes that, just as in Corollary 4.1.4, it scales with $\sigma^{2}$.

Dependence on $n$ We simulated the MSE for the estimator $\hat{\theta}=\hat{\Pi} A \hat{\omega}$ of Lloyd's algorithm from Figure 5.1 for three sources $m=3$, a binary alphabet $\mathfrak{A}=\{0,1\}$, for $M \in\{1, \ldots, 1000\}$ and $n=500,1000$ (and $\sigma=0.2,0.5$ ). The results are shown in Figure 6.7. The top right plot of Figure 6.7 shows the MSE on a logarithmic scale (where we subtracted the limiting value). It clearly shows an exponential decay. As in Corollary 4.1.4 the slope in Figure 6.7 top right does not depend on $n$ and the intercept increases with $n$. The bottom left plot of Figure 6.7 shows the limiting value of the MSE, just as in Corollary 4.1.4 it does not depend on $n$.

Dependence on $m$ We simulated the MSE for the estimator $\hat{\theta}=\hat{\Pi} A \hat{\omega}$ of Lloyd's algorithm from Figure 5.1 for a binary alphabet $\mathfrak{A}=\{0,1\}$, with $n=500$ observations for $M \in$ $\{1, \ldots, 1000\}$ and $m=2,3,4$ (and $\sigma=0.2,0.5$ ). The results are shown in Figure 6.8. The top right plot of Figure 6.8 shows the MSE on a logarithmic scale (where we subtracted the limiting value). It clearly shows an exponential decay. As in the upper bound of Corollary 4.1.4 the slope in Figure 6.8 top right decreases with $m$ and the intercept does not depend on $m$. The bottom left plot of Figure 6.8 shows the limiting value of the MSE, just as in Corollary 4.1.4 it increases with $m$ (scaling with $m-1$ ). This is in accordance with Corollary 4.1.4 which suggests a limiting constant proportional to $m$.


Figure 6.9: Left: Normalized MSE E $\left(\|\hat{\theta}-\Pi A \omega\|^{2}\right) / M$ for the estimator $\hat{\theta}=\hat{\Pi} A \hat{\omega}$ of Lloyd's algorithm from Figure 5.1 for $m=3$ sources with $n=500$ observations for $M \in\{1, \ldots, 1000\}$ and alphabets $\mathfrak{A}=\{0,1\},\{0,1,2,3\}$ (dashed and solid line) for $\sigma=0.2,0.5$ (gray and black line). Top right: MSE on a logarithmic scale. Bottom right: $\mathrm{E}\left(\|\hat{\theta}-\Pi A \omega\|^{2}\right) /\left(M \sigma^{2} m\right)$.

Dependence on $\mathfrak{A}$ We simulated the MSE for the estimator $\hat{\theta}=\hat{\Pi} A \hat{\omega}$ of Lloyd's algorithm from Figure 5.1 for $m=3$ sources with $n=500$ observations for $M \in\{1, \ldots, 1000\}$ and alphabets $\mathfrak{A}=\{0,1\},\{0,1,2,3\}$ (and $\sigma=0.2,0.5$ ). The results are shown in Figure 6.9. The top right plot of Figure 6.9 shows the MSE on a logarithmic scale (where we subtracted the limiting value). It clearly shows an exponential decay. The slope in Figure 6.9 top right does not depend on the alphabet. This suggests that in Corollary 4.1.4 the additional $\left(1+m a_{k}\right)^{2}$ term in the upper bound is not necessary. The intercept in Figure 6.9 top right increases with $a_{k}$ as in Corollary 4.1.4. The bottom left plot of Figure 6.9 shows the limiting value of the MSE. Just as in Corollary 4.1 .4 it does not depend on the alphabet $\mathfrak{N}$.

Estimation error Figure 6.10 shows the simulation results for the estimation error of the estimator $\hat{\theta}=\hat{\Pi} A \hat{\omega}$ of Lloyd's algorithm from Figure 5.1 for the setting of Figure 6.6, i.e., for $m=$ 3 sources, a binary alphabet $\mathfrak{A}=\{0,1\}$, and $n=500$ observations, for $M \in\{1, \ldots, 1000\}$ and $\sigma=0.2,0.5,1$. Again an exponential decay to some limiting value for $\mathrm{E}\left(d((\hat{\Pi}, \hat{\omega}),(\Pi, \omega))^{2}\right) / M$, $\mathbf{P}(\Pi \neq \hat{\Pi}), \mathrm{E}\left(\max _{i=1, \ldots, m}\left\|\omega_{i}-\hat{\omega}_{i} \cdot\right\|^{2}\right) / M$ and $\mathrm{E}\left(\|\Pi A-\hat{\Pi} A\|_{2}^{2}\right)$ as $M \rightarrow \infty$ is observed. Whereas $\mathbf{P}(\Pi \neq \hat{\Pi}) \rightarrow 0$ as $M \rightarrow \infty$, the limiting value of $\mathrm{E}\left(\max _{i=1, \ldots, m}\left\|\omega_{i .}-\hat{\omega}_{i}\right\|^{2}\right) / M$ and, thus, also of $\mathrm{E}\left(d((\hat{\Pi}, \hat{\omega}),(\Pi, \omega))^{2}\right) / M$, scales with $\sigma^{2}$, which is in accordance with Theorem 4.2.3.


Figure 6.10: From top to bottom: $\mathrm{E}\left(d((\hat{\Pi}, \hat{\omega}),(\Pi, \boldsymbol{\omega}))^{2}\right) / M$ from (4.8); exact recovery probability $\mathbf{P}(\Pi \neq \hat{\Pi})$ (left) and $\mathrm{E}\left(\|\Pi A-\hat{\Pi} A\|_{2}^{2}\right)$ (right); and $\mathrm{E}\left(\max _{i=1, \ldots, m}\left\|\boldsymbol{\omega}_{i}-\hat{\omega}_{i}\right\|^{2}\right) / M$ for the estimator $\hat{\theta}=\hat{\Pi} A \hat{\omega}$ of Lloyd's algorithm from Figure 5.1 for $m=3$ sources, a binary alphabet $\mathfrak{U}=\{0,1\}$, and $n=500$ observations, for $M \in\{1, \ldots, 1000\}$ and $\sigma=0.2,0.5,1$ (lightgray, darkgray, and black line).

## CHAPTER 7

## Applications in cancer genetics

In the following we want to apply the SLAM procedure from Chapter 3 to some real genetic sequencing data from a cancer tumor. Recall from Section 1.1 that a cancer tumor often consists of a few distinct sub-populations, so called clones, of DNA with distinct CN profiles arising from duplication and deletion of genetic material groups. The CN profiles of the underlying clones in a sample measurement correspond to the functions $f^{1}, \ldots, f^{m}$, the weights $\omega_{1}, \ldots, \omega_{m}$ correspond to their proportion in the tumor, and the measurements correspond to observations $Y$ as in the SBSR model (1.3).
The most common method for tumor DNA profiling is via WGS, which roughly involves the following steps:

1. Tumor cells are isolated, and the pooled DNA is extracted, amplified and fragmented through shearing into single-strand pieces.
2. Sequencing of the single pieces takes place using short "reads" (at time of writing of around $10^{2}$ base-pairs long).
3. Reads are aligned and mapped to a reference genome (or the patient germline genome if available) with the help of a computer.

Although, the observed total reads are discrete (each observation corresponds to an integer number of reads at a certain locus), for a sufficiently high sequencing coverage, as it is the case in our example with around 55 average stretches of DNA mapped to a locus, it is well established to approximate this binomial by a normal variate, see e.g., (Liu et al., 2013).
In the following, SLAM is applied to the cell line LS411, which comes from colorectal cancer and a paired lymphoblastoid cell line. Sequencing was done through a collaboration of Complete Genomics with the Wellcome Trust Center for Human Genetics at the University of Oxford. This data has the special feature of being generated under a designed experiment using radiation of the cell line ("in vitro"), designed to produce CNAs that mimic real world CN events. In this case therefore, the mixing weights and sequencing data for the individual clones are known, allowing for validation of SLAM's results, something that is not feasible for patient cancer samples.
The data comes from a mixture of three different types of DNA, relating to a normal (germline) DNA and two different clones. Tumor samples, even from micro-dissection, often contain high proportion of normal cells, which for our purposes are a nuisance, this is known as "stromal


Figure 7.1: As Figure 1.3, but with $q_{n}(\beta)=2.2$ corresponding to $\beta=0.01$.
contamination" of germline genomes in the cancer literature. The true mixing weights in our sample are $\boldsymbol{\omega}^{\top}=\left(\boldsymbol{\omega}_{\text {Normal }}, \boldsymbol{\omega}_{\text {Clone } 1}, \boldsymbol{\omega}_{\text {Clone } 2}\right)=(0.2,0.35,0.45)$.

SLAM will be, in the following, applied only to the mixture data without knowledge of $\boldsymbol{\omega}$ and the sequenced individual clones and germline. The latter (which serve as ground truth) will then be used only for validation of SLAM's reconstruction. We restricted attention to regions of chromosome $4,5,6,18$ and 20, as detailed below. Figure 1.2 shows the raw data. Sequencing produces some spatial artifacts in the data, and waviness related to the sequencing chemistry and local GC-content, corresponding to the relative frequency of the DNA bases $\{C, G\}$ relative to $\{\mathrm{A}, \mathrm{T}\}$. This violates the modeling assumptions. To alleviate this we preprocess the data with a smoothing filter using local polynomial kernel regression on normal data, baseline correction, and binning. We used the local polynomial kernel estimator from the R package KernSmooth, with bandwidth chosen by visual inspection. We selected the chromosomal regions above as those showing reasonable denoising, and take the average of every 10th data point to make the computation manageable resulting in $n=7,480$ data points spanning the genome. The resulting data is displayed in Figure 1.3, where we can see that the data is much cleaned in comparison with Figure 1.2 although clearly some artefacts and local drift of the signal remain. For the SLAM procedure we incorporated prior knowledge of constant CN 2 for the normal cells and considered the following separable regions in Algorithm CRW in Figure 3.1: to infer $\boldsymbol{\omega}_{\text {Normal }}$ we searched for regions where $f^{\text {Normal }}=2$ and $f^{\text {Clone1 }}=f^{\text {Clone2 }}=3$ and to infer $\boldsymbol{\omega}_{\text {Clone1 }}$ we search for regions where $f^{\text {Clone1 }}=3$ and $f^{\text {Clone2 }}=f^{\text {Normal }}=2$. $\boldsymbol{\omega}_{\text {Clone2 }}$ was indirectly inferred via $\omega_{\text {Clone2 }}=1-\omega_{\text {Clone1 }}-\omega_{\text {Normal }}$.
With $\sigma=0.21$ pre-estimated as in (Davies and Kovac, 2001), SLAM yields the confidence region for $\alpha=0.1 C_{0.9}=[0.00,0.23] \times[0.30,0.44] \times[0.37,0.70]$. With $q_{n}(\alpha)=-0.15$ selected with the MVT-method from Section 3.5 we obtain $\hat{\omega}=(0.11,0.36,0.52)$. Figure 7.1 shows SLAM's estimates for $q_{n}(\beta)=2.2$ (which corresponds to $\beta=0.01$ ). The top row shows the estimate for total $\mathrm{CN} \sum_{j} \hat{\omega}_{j} \hat{f}^{j}$ and rows 2-4 show $\hat{f}^{1}, \hat{f}^{2}$, and $\hat{f}^{3}$. We stress that the data for the single clones are only used for validation purposes and do not enter the estimation process. Inspection of Figure 7.1 shows that artifacts and local drifts of the signal result in an overestimation of the number of jumps. However, the overall appearance of the estimated CNA


Figure 7.2: Estimated number of source components $\hat{m}(q)$ (y-axis) as in Definition 3.6.2 for different values of $q$ (x-axis), for the WGS-data from Figure 1.3 with true number of source components $\boldsymbol{m}=3$ (red horizontal line). The blue dot shows the SLAM selector $\hat{m}$ as in Definition 3.6.8.
profile remains quite accurate. This over-fitting effect caused by these artifacts can be avoided by increasing SLAM's tuning parameter $q_{n}(\beta)$ at the (unavoidable) cost of loosing detection power on small scales (see Figure 1.3, which shows SLAM's estimate for $q_{n}(\beta)=20$ ). In summary, Figure 1.3 and 7.1 show that SLAM can yield highly accurate estimation of the total CNA profile in this example, as well as reasonable CNA profiles and their mixing proportions for the clones.

Estimating the number of clonal components Recall from Section 1.1 that usually in cancer genetics the number of clones is unknown. Therefore, we apply the SLAM selector $\hat{m}(q)$ from Definition 3.6.2 to estimate the number of clonal components in this data example, where $\boldsymbol{m}=3$. Figure 7.2 displays $\hat{m}\left(q_{1-\alpha}\right)$ in dependence of the threshold $q_{1-\alpha}$ and the probability $\alpha$, which corresponds to the error to overestimate $\boldsymbol{m}$, see Theorem 3.6.4. Larger $q_{1-\alpha}$ and hence, smaller $\alpha$, provide a stronger guarantee in accordance with Figure 7.2. Remarkably, the estimator $\hat{m}\left(q_{1-\alpha}\right)=3$ is stable over the range $\alpha \in(0.001,0.999)$. This corresponds to the threshold $q \in(-0.2,3.8)$ in Definition 3.6.2. Finally, the SLAM selector $\hat{m}$ from Definition 3.6.8 yields the correct number of sources $\hat{m}=\boldsymbol{m}=3$ in this example (see blue dot in Figure 7.2). The BIC and the AIC criterion, however, overestimate the number of sources in this example with $\hat{m}_{\text {BIC }}, \hat{m}_{\text {AIC }}=7$, in accordance to our simulation results in Section 6.2.1. As Figure 7.3 shows, misspecifying the number of clones as $\hat{m}=2$, leads to artificial jumps in the sources and mixture, respectively (recall Example 1.3.1). However, the estimate still remains quite reasonable in the sense that it tries to combine the two different clones into a single one.


Figure 7.3: As Figure 1.3, but with $\hat{m}=2$ in SLAM.

## CHAPTER 8

## Outlook and discussion

This thesis considered a unifying treatment of finite alphabet blind separation (FABS) problems, which, to the best of our knowledge, have not been analyzed in this general and comprehensive form, so far.

In a first step, the identifiability issue was characterized. Separability was introduced and found to regularize FABS via the minimal ASB $\delta$. In particular, it ensures identifiability for arbitrary alphabets $\mathfrak{A}$, number of mixtures $M$, and number of sources $\boldsymbol{m}$, including the situation where $m$ is unknown.
In a statistical setting, we first considered c.p. regression in the SBSR model (1.3). The multiscale procedure SLAM which estimates the mixing weights $\omega$ and the sources $f$ (including the number of sources components $\boldsymbol{m}$ ) at (almost) optimal rate of convergence was introduced. Moreover, this procedure yields (asymptotically) honest confidence statements for all quantities (including lower confidence bounds for $\boldsymbol{m}$ ). Theoretical optimality results were accompanied by a simulation study and a real data example from cancer genetics.
Second, the statistical setting of a multivariate linear model with unknown finite alphabet design was considered. Lower and upper bounds for both, the minimax prediction rate and the minimax estimation rate (in terms of the metric $d$ in (4.8)), were derived. Both are attained by the LSE. In particular, the results reveal that the unknown design does not influence the minimax rates when the number of mixtures $M$ is at least of order $\ln (n)$, where $n$ is the number of observations. This is in strict contrast to the computational issue. Whereas for known design computation of the LSE amounts to a convex optimization problem, for unknown finite alphabet design as in (1.6) it seems to be not feasible, as it amounts to minimization over a disjoint union of exponentially many (in $n$ ) (convex) sets. Therefore, we propose a simple Lloyd's algorithm for its approximation. Simulations indicate similar convergence properties as in the theoretical results for the LSE.
In the following we discuss further possible research directions in FABS.

Bayesian FABS This thesis considers FABS in a frequentist setting, where the data $Y$, in (1.3) and (1.6), has underlying true fixed and deterministic mixing weights $\boldsymbol{\omega}$ and sources $f$. Alternatively, one may consider FABS in a Bayesian setting, where $\boldsymbol{\omega}$ and $\boldsymbol{f}$ are themselves random variables. For any Bayesian procedure a prior distribution of the underlying parameters is fundamental. A natural prior distribution for $\boldsymbol{\omega}$ in this setting is a uniform distribution on
$\Omega_{m}$ (for known $\boldsymbol{m}$ ) and $\Omega$ (for unknown $\boldsymbol{m}$ ), which has been studied in Section 2.3.2 and 2.3.3, respectively. For the sources $f$ a reasonable prior is a Markov process (including i.i.d. sequences), which has been studied in Section 2.3.1. These may be used as a starting point for Bayesian FABS.

SLAM for general error distributions Although, we obtained a certain robustness of SLAM to misspecification of the error distribution in our simulation studies, it is natural to ask how the results of this work can be extended to other types of error distributions than the Gaussian distribution. A natural extension of the Gaussian are sub-Gaussian distributions, where $\epsilon$ is sub-Gaussian with scale parameter $\sigma>0$ if

$$
\begin{equation*}
\mathrm{E}\left(e^{t \epsilon}\right) \leq e^{\sigma^{2} t^{2} / 2}, \quad \forall t \in \mathbb{R} \tag{8.1}
\end{equation*}
$$

The consistency results for SLAM in Theorem 3.4.2 and 3.6.9 rely on a tail bound for the multiscale statistic $T_{n}$ in (1.16). For the Gaussian case (Sieling, 2013, Corollary 4) yields that for all $n \in \mathbb{N}$ and $q>C$, for some universal constant $C<\infty, \mathbf{P}\left(T_{n}>q\right) \leq \exp \left(-q^{2} / 8\right)$. When the error terms $\epsilon_{j}$ in (1.3) are only sub-Gaussian with mean zero and variance $\sigma^{2}$, one can use strong Gaussian approximation results (Sakhanenko, 1985) to derive a similar bound.

Theorem 8.0.1. Let $\boldsymbol{g} \in \mathcal{M}_{m}^{\delta, \lambda}$ for some $\delta, \lambda>0$ and $\boldsymbol{m} \in \mathbb{N}$ and consider observations $Y_{j}=\boldsymbol{g}\left(x_{j}\right)+\epsilon_{j}, j=1, \ldots, n$, from the $\operatorname{SBSR}$ model (1.3), but with $\epsilon_{j}$ i.i.d. sub-Gaussian as in (8.1) with mean 0 and variance $\sigma^{2}$. Let $T_{n}(Y, \boldsymbol{g})$ be as in (1.16). Then, for some universal constants $0<C, C_{1}, C_{2}<\infty$ it follows for all $q>C$ that

$$
\boldsymbol{P}\left(T_{n}(Y, \boldsymbol{g})>q\right) \leq \exp \left(-q^{2} / 32\right)+\left(1+C_{2} \sqrt{n}\right) \exp \left(-C_{1} q \sqrt{n \lambda} / 4\right)
$$

With Theorem 8.0.1 one can adapt the consistency results for SLAM in Theorem 3.4.2 for the sub-Gaussian case. Defining $q_{n}\left(\alpha_{n}\right):=\delta /\left(17 m a_{k} \sigma\right) \ln (n)$ explicitly as in (A.43) one obtains that the assertions of Theorem 3.4.2 still hold true for sub-Gaussian noise, but with probability decreased to $1-\exp \left(-q_{n}\left(\alpha_{n}\right)^{2} / 32\right)-\left(1+C_{2} \sqrt{n}\right) \exp \left(-C_{1} q_{n}\left(\alpha_{n}\right) \sqrt{n \lambda} / 4\right)$ (compared to $1-$ $\exp \left(-q_{n}\left(\alpha_{n}\right)^{2} / 8\right)$ in the Gaussian case). Note that this still converges superpolynomially fast to one. Analog, the consistency rates for the SLAM selector in Theorem 3.6.9 can be adapted for the sub-Gaussian case, where now $\mathbf{P}(\hat{m} \neq \boldsymbol{m})$ is of rate $O(\sqrt{n} \exp (-c(\lambda, \delta) n)$ ) (instead of $O(\exp (-c(\lambda, \delta) n))$ as in the Gaussian case).

A different extension of a Gaussian error distribution is to consider general one-dimensional exponential families. That is, the observations $Y_{j}$ in (1.3) are assumed to be independently distributed with $v$-density $h_{\boldsymbol{g}\left(x_{j}\right)}(z):=\exp \left(\boldsymbol{g}\left(x_{j}\right) z-\Psi\left(\boldsymbol{g}\left(x_{j}\right)\right)\right)$, for some $\sigma$-finite measure $v$ on the Borel sets on $\mathbb{R}$ and a cumulant transform $\Psi$, with the natural parameter space $\Theta=$ $\left\{\theta \in \mathbb{R}: \int_{\mathbb{R}} \exp (\theta z) d v(z)<\infty\right\}$. Analog to $T_{i}^{j}$ in (1.15) one can consider for the local hypothe-
sis testing problems in (1.14) the log-likelihood ratio statistic

$$
\begin{equation*}
T_{i}^{j}\left(Y, g_{i j}\right):=\log \left(\frac{\sup _{\theta \in \Theta} \Pi_{l=i}^{j} h_{\theta}\left(Y_{l}\right)}{\Pi_{l=i}^{j} h_{g_{i j}}\left(Y_{l}\right)}\right) \tag{8.2}
\end{equation*}
$$

Combining the local statistics in (8.2) in the same way as in (1.16) yields a corresponding multiscale statistic $T_{n}(Y, g)$. Dümbgen and Spokoiny (2001); Dümbgen et al. (2006); Frick et al. (2014) give several results about this multiscale statistic, its limit distribution, and its geometric interpretation, which leads to the definition of boxes $\mathfrak{B}$ as in (1.18). Combining this with the results of this work yields an extension of SLAM for such distributions. Especially for the case of Poisson and negative binomial distributed $Y$ in (1.3) this might be of particular interest in the context of cancer genetics, as these distributions are often used to model the noise of sequencing data (see (Liu et al., 2013) and references there). Proving consistency results as in Theorem 3.4.2 (and 3.6.11) for general exponential families basically involves three major steps. First, a modulus of continuity for the multiscale statistic $T_{n}(Y, g)$ (as a function of $g$ ) is needed, which boils down to a modulus of continuity of the corresponding cumulant transform $\Psi$. With this at hand, one can adapt Theorem 3.2.1 which quantifies how the estimation error of $\hat{\omega}$ increases the multiscale statistic $T_{n}$ and hence, translate an upper bound for $q_{n}\left(\beta_{n}\right)$ to an upper bound for $q_{n}\left(\alpha_{n}\right)$. Second, one has to determine the diameters of the boxes in $\mathfrak{B}$, which, in contrast to the Gaussian case, may not always have a closed expression. Finally, a tail bound for the finite sample distribution of $T_{n}$ is needed, as in Theorem 8.0.1 for the sub-Gaussian case. This gives an explicit upper bound for $\mathbf{P}\left(T_{n}(Y, \boldsymbol{g})>q_{n}\left(\alpha_{n}\right)\right)$, which translates to a lower bound for the probability that the assertions 1.- 4. in Theorem 3.4.2 hold.

SLAM for median regression Another possible extension of SLAM, without any parametric assumptions on the distribution of $Y$ in (1.3), is to consider median, instead of mean, regression. If in (1.3) the observations $Y_{j}$ are assumed to be independent with a piecewise constant median $\operatorname{Med}\left(Y_{j}\right)=\sum_{i=1}^{m} \omega_{i} f^{i}\left(x_{j}\right)$, by transforming the problem into a Binomial regression setting (see (Sieling, 2013)), one can derive a multiscale procedure, analog to SLAM, for estimating $\boldsymbol{\omega}$ and $f$ without a specific parametric model.

SLAM for multiple mixtures A natural question to ask is, whether the c.p. regression procedure of SLAM can also be extend for general number of mixtures $M$ (not just for $M=1$ as in (1.3)). Then, the underlying regression function is a multivariate step function, where in the single components the locations of c.p.'s are the same (because each component comes from the same sources) but the jump sizes can be different (because each component has possibly different mixing weights). It turns out that, while extending the theoretical results for SLAM for arbitrary $M$ is rather straight forward, computationally the problem becomes infeasible when we allow for more than one mixture. The reason for this is that in higher dimensions inversion of the local-log likelihood ratio statistics $T_{i}^{j}$ in (1.15) does not result in simple confidence intervals $\left[\underline{b}_{i j}, \bar{b}_{i j}\right]$, but rather in high dimensional ellipsoids. For computation of SLAM, with dynamic programming, intersecting local confidence regions efficiently is essential. For
ellipsoids this is computationally not feasible.

SLAM for non-linear mixtures FABS in (1.1) considers linear finite alphabet mixtures. One may as well consider non-linear mixtures. Extensions of SLAM would mainly rely on corresponding identifiability results for this case. An example from cancer genetics, where non-linear mixtures of piecewise constant finite alphabet sources occur, is to consider allele frequencies instead of total counts in Chapter 7.

Model selection for multiple mixtures In contrast to the SBSR model for single mixtures $M=1$, in the MABS model, with arbitrary $M$, we did not propose a model selection procedure for the number of sources $\boldsymbol{m}$. Note that when $M \geq \boldsymbol{m}$, separability implies $\operatorname{rank}(\Pi A \boldsymbol{\omega})=\boldsymbol{m}$ and thus, in the noiseless case the number of sources is given by the rank of the mixture. However, this is not the case in a noisy setting, where $\operatorname{rank}(Y)=\min (M, n)$ almost surely. Here, one may employ standard model selection techniques like AIC and BIC to estimate $\boldsymbol{m}$. However, just as in the SBSR model, it might be favorable to derive a refined selection procedure in the MABS model (1.6) which explicitly exploits the finite alphabet structure.

Dependence on $\boldsymbol{m}$ and $\mathfrak{A}$ in minimax rates In the MABS model (1.6) we have considered the minimax rate for fixed number of sources $\boldsymbol{m}$, fixed alphabet $\mathfrak{A}$ and $n, M \rightarrow \infty$. The derived lower and upper bounds on the minimax prediction risk in Corollary 4.1.4 coincide up to constants which depend on both, $\mathfrak{A}$ and $\boldsymbol{m}$. If exact constants (depending on $\boldsymbol{m}$ and $\mathfrak{A}$ ) in the minimax rates were obtained, it could be quantified to which extend one can let $\boldsymbol{m}$ and $k$ grow when compensating with additional mixtures $M$ and observations $n$.

Estimating weights and sources separately For future research it would also be interesting to study the estimation errors of the mixing matrix $\boldsymbol{\omega}$ and the sources $\boldsymbol{f}$ separately. So far, we have focused on estimating them jointly as in Theorem 3.4.2 for the SBSR model (1.3) and in Corollary 4.1.4 and Theorem 4.2.3 for the MABS model (1.6). It might be possible to estimate one of them while estimation of the other is not feasible. An example where such a situation occurs is multi-reference alignment, see (Bandeira et al., 2017). There, one observes $Y_{i}=R_{i} \theta+\sigma^{2} Z_{i}$, where $\theta \in \mathbb{R}^{d}$ is an unknown parameter, $R_{i}$ are unknown cyclic shifts, $Z_{i}$, $i=1, \ldots, n$, is i.i.d. standard Gaussian noise, and $\sigma^{2}$ is a known variance. In this setting it is shown in (Bandeira et al., 2017) that the parameter $\theta$ can be estimated consistently from $Y$ even when the noise level is so high that it is not possible to estimate the shifts $R_{i}$. Analogously, it might be possible to estimate $\boldsymbol{\omega}$ from $Y$ in (1.3) and (1.6), respectively, without estimating $\boldsymbol{f}$.

Statistical guarantees for the Lloyd's algorithm In Chapter 4 it was shown that the LSE is (almost) minimax optimal for the MABS model (4.1). As we cannot compute the LSE exactly in polynomial time, we proposed a Lloyd's algorithm as in Figure 5.1 for its approximation. Simulations indicate a similar performance as the LSE. Recently, Lu and Zhou (2016) gave statistical guarantees for various Lloyd's algorithms. They showed that for sub-Gaussian data
the clustering error becomes exponentially small after an order of $\log (n)$ iterations, with $n$ being the sample size, provided the labels are initialized appropriately. Their results may be applied to our setting to derive theoretical results on the performance of the algorithm in Figure 5.1.

Minimax rates over polynomial time algorithms for MABS A different research direction for the problem that, although, the LSE is (almost) minimax optimal, we cannot compute it efficiently, is to consider the minimax risk restricted to the set of polynomial time estimators, that is

$$
\inf _{\hat{\theta} \in \mathcal{P}} \sup _{\Pi A \omega} \mathrm{E}\left(\|\hat{\theta}-\Pi A \omega\|^{2}\right),
$$

with $\mathcal{P}:=$ \{estimators which can be computed in polynomial time\}. Examples where it has been shown that the minimax rate over polynomial time estimators differs from the minimax rate over all estimators are sparse linear regression (see (Zhang et al., 2014)), sparse principal component analysis (see (Berthet and Rigollet, 2013; Wang et al., 2016)), and pairwise comparison (see (Shah et al., 2016)). It would be interesting to study whether such a gap between polynomial and optimal algorithms exists for the MABS model, too.

## APPENDIX A

## Proofs

## A. 1 Proofs of Chapter 2

## A.1.1 Proofs of Section 2.1

Proof of Theorem 2.1.3. For $\sigma \in S_{m}^{n}$ we define $\boldsymbol{g}^{\sigma}:=\left(\boldsymbol{g}_{\sigma(1)}, \ldots, \boldsymbol{g}_{\sigma(\boldsymbol{m})}\right)$.
" $\Leftarrow "$
By assumption A1 $\boldsymbol{g}^{\rho}=\omega E$, i.e., $\boldsymbol{g}^{\rho} E^{-1}=\boldsymbol{\omega}$ and, consequently,

$$
\boldsymbol{g}^{\rho} E^{-1} \in \Omega_{m, M} \text { and }\left\{\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}\right\} \in\left\{\left(\boldsymbol{g}^{\rho} E^{-1}\right) a: a \in \mathfrak{H}^{m}\right\}
$$

which, by assumption A2, is not fulfilled for any other $\sigma \in S_{m}^{n}$. Thus, $\boldsymbol{\omega}$ is uniquely determined. Moreover, as $A S B(\boldsymbol{\omega})>0, f$ is uniquely determined as well.
$" \Rightarrow$ "
Assume A2 does not hold, i.e., there exists $\sigma \neq \rho \in S_{m}^{n}$ such that $\omega:=\boldsymbol{g}^{\sigma} E^{-1}$ fulfills

$$
\omega \in \Omega_{\boldsymbol{m}, M} \text { and }\left\{\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}\right\} \in\left\{\omega a: a \in \mathfrak{A}^{\boldsymbol{m}}\right\} .
$$

As we assume all observations to be pairwise different, $\omega \neq \boldsymbol{\omega}$ and $\omega$ with the corresponding $f$ leads to the same observations $\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}$. Therefore, $(\boldsymbol{\omega}, \boldsymbol{f})$ is not identifiable.

Proof of Theorem 2.1.5. First, note that by the separability assumption A3

$$
\begin{equation*}
\left\{\boldsymbol{\omega}_{1}, \ldots, \omega_{m}\right\} \subset\left\{\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}\right\} \subset\left\{e \boldsymbol{\omega}: e \in \mathfrak{A}^{m}\right\} \tag{A.1}
\end{equation*}
$$

Define for $r=1, \ldots, \boldsymbol{m}-1$

$$
\mathfrak{E}_{r}:=\left\{e \in \mathfrak{A}^{m}: e_{r+1}=\ldots=e_{m}=0\right\}
$$

and notice that for any $e \in \mathfrak{A}^{\boldsymbol{m}} \backslash \mathfrak{E}_{r}$

$$
\|e \boldsymbol{\omega}\|^{2}-\left\|\boldsymbol{\omega}_{r \cdot}\right\|^{2}=\sum_{j=1}^{M}\left(\left(\sum_{i=1}^{m} e_{i} \boldsymbol{\omega}_{i j}\right)^{2}-\boldsymbol{\omega}_{r j}^{2}\right) .
$$

If $e_{r+1}=0$, then, as $e \in \mathfrak{A}^{m} \backslash \mathfrak{E}_{r}$, there exists an $i^{\star}>r+1$ such that $a_{i^{\star}} \geq 1$ (recall that we
assume an alphabet as in (1.7)) and hence for any $j=1, \ldots, M\left(\sum_{i=1}^{m} e_{i} \omega_{i j}\right)^{2} \geq \omega_{i^{\star} j}$. On the other hand, if $e_{r+1}>0$, then for any $j=1, \ldots, M\left(\sum_{i=1}^{m} e_{i} \omega_{i j}\right)^{2} \geq \boldsymbol{\omega}_{r+1 j}$ and consequently,

$$
\|e \omega\|^{2}-\left\|\omega_{r} \cdot\right\|^{2} \geq \min _{i \geq r+1}\left\|\boldsymbol{\omega}_{i \cdot}\right\|^{2}-\left\|\omega_{r} \cdot\right\|^{2}>0
$$

Thus, we can identify $\omega_{1}$ as

$$
\boldsymbol{\omega}_{1}=\operatorname{argmin}\left\{\|x\|: x \in\left\{\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}\right\} \backslash(0, \ldots, 0)\right\}
$$

and, once we have identified $\omega_{1}, \ldots, \omega_{r}$ for some $r \geq 1$, we can identify

$$
\boldsymbol{\omega}_{r+1}=\operatorname{argmin}\left\{\|x\|: x \in\left\{\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}\right\} \backslash\left\{\sum_{i=1}^{r} e_{i} \boldsymbol{\omega}_{i}: e \in \mathbb{E}^{r}\right\}\right\} .
$$

Thus, with

$$
\boldsymbol{m}=\min \left(r:\left\{\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}\right\} \backslash\left\{\sum_{i=1}^{r} e_{i} \boldsymbol{\omega}_{i}: e \in \mathfrak{A}^{r}\right\}=\emptyset\right)
$$

we have identified $\boldsymbol{\omega}=\left(\omega_{1}, \ldots, \omega_{m}\right)$ and identifiability of $\boldsymbol{f}$ follows from $A S B(\boldsymbol{\omega})>0$.

## A.1.2 Proofs of Section 2.2

Proof of Theorem 2.2.3. The separability condition implies that there exists $e^{i}, \tilde{e}^{i} \in \mathfrak{H}^{m}$ for $i=1, \ldots, m$ such that

$$
\begin{align*}
& \left\|\boldsymbol{\omega}_{i}-\tilde{e}^{i} \omega\right\|<\epsilon, \\
& \left\|\omega_{i}-e^{i} \boldsymbol{\omega}\right\|<\epsilon . \tag{A.2}
\end{align*}
$$

We start with proving the first assertion by induction for $i=1, \ldots, \boldsymbol{m}$. If either $e^{1}$ or $\tilde{e}^{1}$ equals the unit vector $(1,0, \ldots, 0) \in \mathbb{R}^{m}$, (A.2) yields

$$
\begin{equation*}
\left\|\omega_{1 .}-\omega_{1 .}\right\|<\epsilon . \tag{A.3}
\end{equation*}
$$

If $e^{1}$ or $\tilde{e}^{1}$ equals the zero vector $(0, \ldots, 0) \in \mathbb{R}^{m}$, then $A S B(\boldsymbol{\omega}), A S B(\omega) \geq \delta$ and (A.2) contradict. So assume that $e^{1}$ and $\tilde{e}^{1}$ both neither equal the first unit vector nor the zero vector and, in particular,

$$
\begin{equation*}
e_{1}^{1} \leq 1 \Rightarrow \sum_{i=2}^{m} e_{i}^{1} \geq 1 \tag{A.4}
\end{equation*}
$$

and analog for $\tilde{e}^{1}$. W.l.o.g. assume that $\left\|\omega_{1 . \|} \geq\right\| \omega_{1} . \|$. Then

$$
\begin{equation*}
\left\|e^{1} \boldsymbol{\omega}\right\|^{2}=\sum_{j=1}^{M}\left(\sum_{i=1}^{m} e_{i}^{1} \boldsymbol{\omega}_{i j}\right)^{2} \geq \min \left(a_{2}^{2}\left\|\boldsymbol{\omega}_{1 .}\right\|^{2},\left\|\boldsymbol{\omega}_{2 \cdot} \cdot\right\|^{2}\right) \tag{A.5}
\end{equation*}
$$

where the inequality follows from separating into the following cases. If $e_{1}^{1} \geq a_{2}>1$, then

$$
\left(\sum_{i=1}^{m} e_{i}^{1} \omega_{i j}\right)^{2} \geq\left(e_{1}^{1}\right)^{2} \omega_{1 j}^{2} \geq a_{2}^{2} \omega_{1 j}^{2}
$$

If $e_{1}^{1} \leq 1$, then by (A.4) $\sum_{i=2}^{m} e_{i}^{1} \geq 1$, that is, $\exists r>1$ such that $e_{r}^{1} \geq 1$, and

$$
\begin{equation*}
\left(\sum_{i=1}^{m} e_{i}^{1} \omega_{i j}\right)^{2} \geq\left(e_{r}^{1}\right)^{2} \omega_{r j}^{2} \geq \omega_{r j}^{2} \tag{A.6}
\end{equation*}
$$

In particular, (A.5) gives

$$
\begin{align*}
& \left\|e^{1} \boldsymbol{\omega}\right\|-\left\|\boldsymbol{\omega}_{1} \cdot\right\| \geq \min \left(a_{2}\left\|\boldsymbol{\omega}_{1} \cdot\right\|-\left\|\boldsymbol{\omega}_{1} \cdot\right\|,\left\|\boldsymbol{\omega}_{2} \cdot\right\|-\left\|\boldsymbol{\omega}_{1} \cdot\right\|\right) \\
= & \min \left(\left\|\left(a_{2}-1,0, \ldots, 0\right) \boldsymbol{\omega}\right\|,\left\|\boldsymbol{\omega}_{2 \cdot} \cdot\right\|-\left\|\boldsymbol{\omega}_{1} \cdot\right\|\right) \geq \frac{2 \delta}{\left(1+\boldsymbol{m} a_{k}\right)}>\epsilon \tag{A.7}
\end{align*}
$$

and (A.2) gives

$$
\begin{equation*}
\left\|e^{1} \boldsymbol{\omega}\right\|-\left\|\boldsymbol{\omega}_{1} \cdot\right\| \leq\left\|e^{1} \boldsymbol{\omega}\right\|-\left\|\omega_{1} \cdot\right\| \leq\left\|e^{1} \boldsymbol{\omega}-\omega_{1} .\right\|<\epsilon \tag{A.8}
\end{equation*}
$$

(A.7) and (A.8) contradict, which shows (A.3).

Now assume that

$$
\begin{equation*}
\left\|\omega_{i \cdot}-\omega_{i \cdot}\right\|<\epsilon \quad \text { for } i=1, \ldots, r-1 \tag{A.9}
\end{equation*}
$$

and w.l.o.g. assume that

$$
\begin{equation*}
\left\|\boldsymbol{\omega}_{r} .\right\| \geq\left\|\omega_{r} .\right\| \tag{A.10}
\end{equation*}
$$

First, assume that $\sum_{i=r+1}^{m} e_{i}^{r} \geq 1$. Then it follows from (A.2) that

$$
\begin{align*}
\left\|\omega_{r .}\right\| & =\left\|\omega_{r .}-e^{r} \boldsymbol{\omega}+e^{r} \boldsymbol{\omega}\right\| \geq\left\|e^{r} \boldsymbol{\omega}\right\|-\left\|\omega_{r .}-e^{r} \boldsymbol{\omega}\right\| \geq\left\|e^{r} \boldsymbol{\omega}\right\|-\epsilon  \tag{A.11}\\
& \geq\left\|\boldsymbol{\omega}_{r+1} .\right\|-\epsilon \geq\left\|\boldsymbol{\omega}_{r} .\right\|+2 \delta /\left(1+\boldsymbol{m} a_{k}\right)-\epsilon>\left\|\boldsymbol{\omega}_{r} .\right\|
\end{align*}
$$

where for the third inequality we used an analog argument as in (A.6). (A.11) contradicts (A.10). Thus, it follows that

$$
\begin{equation*}
e_{r+1}^{r}=\ldots=e_{m}^{r}=0 \tag{A.12}
\end{equation*}
$$

Further, if $e_{r}^{r}=0$, then

$$
\begin{equation*}
\left\|\omega_{r .}-e^{r} \omega\right\| \leq\left\|\omega_{r .}-e^{r} \boldsymbol{\omega}\right\|+\left\|e^{r} \boldsymbol{\omega}-e^{r} \omega\right\| \leq\left\|\omega_{r .}-e^{r} \boldsymbol{\omega}\right\|+(r-1) a_{k} \epsilon \leq\left(1+(r-1) a_{k}\right) \epsilon<\delta \tag{A.13}
\end{equation*}
$$

where the second inequality follows from (A.9) and third inequality from (A.2). (A.13) and $A S B(\omega) \geq \delta$ contradict. Thus, it follows that

$$
\begin{equation*}
e_{r}^{r} \geq 1 \tag{A.14}
\end{equation*}
$$

Note that (A.12), (A.14) and (A.2) imply that

$$
\begin{align*}
\epsilon & >\left\|\omega_{r .}-e^{r} \boldsymbol{\omega}\right\| \\
& =\left\|\boldsymbol{\omega}_{r .}-\left(\omega_{r .}-\left(\left(e_{r}^{r}-1\right) \boldsymbol{\omega}_{r .}+\sum_{i=1}^{r-1} e_{i}^{r} \boldsymbol{\omega}_{i .}\right)\right)\right\| \geq\left\|\boldsymbol{\omega}_{r .}-\left(\omega_{r .}-x\right)\right\|, \tag{A.15}
\end{align*}
$$

with

$$
x_{j}= \begin{cases}\left(\left(e_{r}^{r}-1\right) \omega_{r}+\sum_{i=1}^{r-1} e_{i}^{r} \boldsymbol{\omega}_{i \cdot}\right)_{j} & \text { if }\left(\left(e_{r}^{r}-1\right) \boldsymbol{\omega}_{r}+\sum_{i=1}^{r-1} e_{i}^{r} \boldsymbol{\omega}_{i \cdot}\right)_{j} \leq \omega_{r j} \\ \omega_{r j} & \text { otherwise }\end{cases}
$$

As $x, \omega_{r}$, and $\omega_{r}-x$ have non-negative entries, it also follows that

$$
\begin{equation*}
\left\|\omega_{r}\right\| \geq\left\|\omega_{r}-x\right\| \tag{A.16}
\end{equation*}
$$

Now, assume that $\sum_{i=1}^{r-1} e_{i}^{r} \geq 1$. If $\sum_{i=r+1}^{m} \tilde{e}_{i}^{r} \geq 1$ then it follows from (A.2), (A.15), and (A.16) that

$$
\begin{aligned}
\left\|\omega_{r+1}\right\|-\left\|\omega_{r}\right\| & \leq\left\|\tilde{e}^{r} \omega\right\|-\left\|\omega_{r}-x\right\| \\
& \leq\left\|\left(\tilde{e}^{r} \omega-\omega_{r}\right)+\left(\boldsymbol{\omega}_{r}-\left(\omega_{r}-x\right)\right)\right\| \leq 2 \epsilon<2 /\left(1+\boldsymbol{m} a_{k}\right) \delta
\end{aligned}
$$

which contradicts $\operatorname{WSB} B(\omega) \geq \delta$ and hence, it follows that $\tilde{e}_{r+1}^{r}=\ldots=\tilde{e}_{m}^{r}=0$. Further, if $\tilde{e}_{r}^{r}=0$, then $\tilde{e}_{r}^{r} \omega=\sum_{i=1}^{r-1} \tilde{e}_{i}^{r} \omega_{i}$. and

$$
\begin{equation*}
\left\|\omega_{r}-\tilde{e}^{r} \boldsymbol{\omega}\right\| \leq\left\|\omega_{r}-\tilde{e}^{r} \omega\right\|+\left\|\tilde{e}^{r} \omega-\tilde{e}^{r} \omega\right\| \leq \epsilon+(r-1) a_{k} \epsilon<\delta \tag{A.17}
\end{equation*}
$$

where for the second inequality we used (A.2) and (A.9). (A.17) and $A S B(\omega) \geq \delta$ contradict. Thus it follows that $\tilde{e}_{r}^{r} \geq 1$. However, this implies that

$$
\begin{aligned}
\left\|\omega_{r}-\tilde{e}^{r} \omega\right\| & \geq\left\|\sum_{i=1}^{r-1} \tilde{e}_{i}^{r} \omega_{i}+\sum_{i=1}^{r-1} e_{i}^{r} \boldsymbol{\omega}_{i}+\left(e_{r}^{r}-1\right) \boldsymbol{\omega}_{r}+\left(\tilde{e}_{r}^{r}-1\right) \omega_{r}\right\|-\left\|\omega_{r}-e^{r} \boldsymbol{\omega}\right\| \\
& \geq\left\|\sum_{i=1}^{r-1} e_{i}^{r} \boldsymbol{\omega}_{i}\right\|-\epsilon \geq \delta-\epsilon>\epsilon
\end{aligned}
$$

which contradicts (A.2). Hence, it follows that

$$
\begin{equation*}
e_{1}^{r}=\ldots=e_{r-1}^{r}=e_{r+1}^{r}=\ldots=e_{m}^{r}=0 \text { and } e_{r}^{r} \geq 1 \tag{A.18}
\end{equation*}
$$

Thus, by (A.10) and (A.2) it follows that

$$
\begin{equation*}
\left\|\boldsymbol{\omega}_{r}-\omega_{r}\right\| \leq\left\|e_{r}^{r} \omega_{r}-\omega_{r}\right\|=\left\|e_{r} \omega-\omega_{r}\right\| \leq \epsilon \tag{A.19}
\end{equation*}
$$

where for the first inequality we used the fact that for two vectors $a, b$ with $\|a\| \geq\|b\|$ and a
constant $c \geq 1$ it follows that $\|c a-b\| \geq\|a-b\|$. Thus, the first assertion follows by induction. To show the second assertion, assume the contrary, i.e., that there exists $e \neq e^{\prime} \in \mathfrak{A}^{m}$ such that

$$
\begin{equation*}
\epsilon>\left\|e \boldsymbol{\omega}-e^{\prime} \omega\right\| \geq\left\|e \boldsymbol{\omega}-e^{\prime} \boldsymbol{\omega}\right\|-\left\|e^{\prime} \boldsymbol{\omega}-e^{\prime} \omega\right\| \tag{A.20}
\end{equation*}
$$

As $A S B(\boldsymbol{\omega}) \geq \delta$, it follows that $\left\|e \boldsymbol{\omega}-e^{\prime} \boldsymbol{\omega}\right\| \geq \delta$ and by the first assertion of the theorem, it follows that $\left\|e^{\prime} \boldsymbol{\omega}-e^{\prime} \omega\right\| \leq \boldsymbol{m} a_{k} \epsilon$. Therefore (A.20) implies $\epsilon>\delta-\boldsymbol{m} a_{k} \epsilon$, which is a contradiction.

Proof of Theorem 2.2.5. W.1.o.g. assume that $m:=\mathfrak{m}(f \omega) \leq \mathfrak{m}(\boldsymbol{f} \boldsymbol{\omega}):=\boldsymbol{m}$. It follows from Theorem 2.3.10 (see Remark 2.2.6) that

$$
\begin{equation*}
\frac{\delta^{3 / 2}}{\sqrt{3} a_{k}} \leq \frac{\delta}{1+\boldsymbol{m} a_{k}} \tag{A.21}
\end{equation*}
$$

and thus, one can deduce just as in the proof of Theorem 2.2.3 that

$$
\begin{equation*}
\left|\omega_{i}-\omega_{i}\right|<\epsilon<\frac{\delta^{3 / 2}}{\sqrt{3} a_{k}} \quad \text { for all } i=1, \ldots, m \tag{A.22}
\end{equation*}
$$

If $m<\boldsymbol{m}$, then

$$
\begin{aligned}
1 & =\sum_{i=1}^{m} \omega_{i} \leq \sum_{i=1}^{m} \boldsymbol{\omega}_{i}+m \frac{\delta^{3 / 2}}{\sqrt{3} a_{k}} \leq 1-\omega_{m}+m \frac{\delta^{3 / 2}}{\sqrt{3} a_{k}} \\
& \leq 1-\frac{1}{\boldsymbol{m}}+m \frac{\delta^{3 / 2}}{\sqrt{3} a_{k}} \leq 1-\frac{1}{\boldsymbol{m}}+\frac{2^{3 / 2}}{\sqrt{3}} \frac{\boldsymbol{m}-1}{(\boldsymbol{m}(\boldsymbol{m}+1))^{3 / 2}}<1
\end{aligned}
$$

which is a contradiction. Thus, together with (A.22) the first two assertions follow. The last assertion then follows directly from Theorem 2.2.3.

## A.1.3 Proofs of Section 2.3

Proof of Theorem 2.3.1. Let $\mathfrak{I}^{r}$ be as in (2.15) and let $p_{0}$ be the initial distribution of $\left(\boldsymbol{f}_{j}\right)_{j}$. Define the stopped process

$$
\tilde{\boldsymbol{f}}_{j}^{r}:= \begin{cases}\left(\boldsymbol{f}_{j 1}, \ldots, \boldsymbol{f}_{j m}\right) & \text { if } j<\mathfrak{I}^{r} \\ e_{r} & \text { otherwise }\end{cases}
$$

for $r=1, \ldots, \boldsymbol{m}$, which is a Markov process as well (see e.g., (Kolokoltsov, 2011, Proposition 4.11.1.)). It is obvious that for the Markov process $\left(\tilde{f}_{j}^{r}\right)_{j}$ the state $e_{r}$ is absorbing and all other states are transient. Moreover, when we reorder the states in $\mathfrak{A}^{m}$ such that $e_{r}$ is the first state,
the transition matrix of $\left(\tilde{f}_{j}^{r}\right)_{j}$ is given by

$$
\tilde{P}_{r}=\left(\begin{array}{cccc}
1 & 0 & \ldots & 0 \\
p_{2 r} & & & \\
& & Q_{r} & \\
p_{N r} & & &
\end{array}\right)
$$

The distribution of $\mathfrak{I}^{r}$ is a discrete phase type distribution (see e.g., (Neuts, 1981, Section 2.2.)), i.e.,

$$
\begin{equation*}
\mathbf{P}\left(\mathfrak{I}^{r}>n\right)=p_{0} Q_{r}^{n} \mathbf{1} \leq\left\|Q_{r}^{n} \mathbf{1}\right\|_{\infty} . \tag{A.23}
\end{equation*}
$$

As $P^{N}>0$

$$
\tilde{P}_{r}^{N}=\left(\begin{array}{cccc}
1 & 0 & \ldots & 0 \\
s_{2 r} & & & \\
\vdots & & Q^{N} & \\
s_{\boldsymbol{m} r} & & &
\end{array}\right)
$$

with $s_{2 r}, \ldots, s_{m r}>0$ for $r=1, \ldots, \boldsymbol{m}$. Consequently, all row sums of $Q_{r}^{N}$ are smaller than 1 , i.e.,

$$
\begin{equation*}
c_{r}:=\left\|Q_{r}^{N} \mathbf{1}\right\|_{\infty}<1 \tag{A.24}
\end{equation*}
$$

and hence $c=\max _{1 \leq r \leq m} c_{r}<1$.
Next, we show by induction that $\left\|Q_{r}^{n} \mathbf{1}\right\|_{\infty} \leq c_{r}^{\lfloor n / N\rfloor}$ for all $n \geq N$. For $n=N$ this holds by definition. So assume that $\left\|Q_{r}^{l} \mathbf{1}\right\|_{\infty} \leq c_{r}^{\lfloor l / N\rfloor}$ for all $N \leq l \leq n$ and define $A=\left(a_{i j}\right)_{i j}:=Q_{r}^{n}$, i.e.,

$$
\max _{i} \sum_{j} a_{i j} \leq c_{r}^{\lfloor n / N\rfloor}
$$

If $\left\lfloor\frac{n}{N}\right\rfloor=\left\lfloor\frac{n+1}{N}\right\rfloor$, then

$$
\left\|Q_{r}^{n+1} \mathbf{1}\right\|_{\infty}=\left\|A Q_{r} \mathbf{1}\right\|_{\infty}=\max _{i} \sum_{j} \sum_{k} a_{i k} q_{k j}=\max _{i} \sum_{k} a_{i k} \sum_{j} q_{k j} \leq c_{r}^{\left\lfloor\frac{n}{N}\right\rfloor}=c_{r}^{\left\lfloor\frac{n+1}{N}\right\rfloor}
$$

as $\max _{i} \sum_{k} a_{i k} \leq c_{r}^{\left\lfloor\frac{n}{N}\right\rfloor}$ and $\sum_{j} q_{k j} \leq 1$. If $\left\lfloor\frac{n}{N}\right\rfloor \neq\left\lfloor\frac{n+1}{N}\right\rfloor$, then $\left\lfloor\frac{n}{N}\right\rfloor+1=\left\lfloor\frac{n+1}{N}\right\rfloor$ and $n+1=$ $N\left\lfloor\frac{n}{N}\right\rfloor+N$, with $N\left\lfloor\frac{n}{N}\right\rfloor=: l \in\{N, \ldots, n\}$. Therefore,

$$
\left\|Q_{r}^{n+1} \mathbf{1}\right\|_{\infty}=\left\|Q_{r}^{l} Q_{r}^{N} \mathbf{1}\right\|_{\infty} \leq c_{r}^{\left\lfloor\frac{l}{N}\right\rfloor+1}=c_{r}^{\left\lfloor\frac{n+1}{N}\right\rfloor}
$$

With (A.23) and (2.16) it follows that

$$
\left.1-\mathbf{P}((\boldsymbol{\omega}, \boldsymbol{f}) \text { is identifiable }) \leq \boldsymbol{m} c^{\left\lfloor\frac{n}{!}\right.} N\right\rfloor
$$

Finally, the assertion follows from $\boldsymbol{m} c^{\left\lfloor\frac{n}{N}\right\rfloor} /\left(c^{\frac{n}{N}}\right) \leq \boldsymbol{m} / c<\infty$.

Proof of Theorem 2.3.4. In order to proof Theorem 2.3.4, we need to approximate for given
$\delta>0$ and $m \in \mathbb{N}$ the size of the sets $\Omega_{m}, \Omega_{m}^{\delta} \subset \mathbb{R}^{m}$. As both have Lebesgue measure zero, we consider the corresponding ( $m-1$ )-simplex in $\mathbb{R}^{m-1}$

$$
\begin{equation*}
\tilde{\Omega}_{m}:=\left\{\omega \in \mathbb{R}^{m-1}: 0 \leq \omega_{1} \leq \ldots \leq \omega_{m-1} \leq 1-\|\omega\|_{1}\right\} \tag{A.25}
\end{equation*}
$$

with vertices

$$
\tilde{v}_{0}=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right), \tilde{v}_{1}=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
1 / 2
\end{array}\right), \quad \ldots, \quad \tilde{v}_{m-2}=\left(\begin{array}{c}
0 \\
1 /(m-1) \\
\vdots \\
1 /(m-1)
\end{array}\right), \tilde{v}_{m-1}=\left(\begin{array}{c}
1 / m \\
1 / m \\
\vdots \\
1 / m
\end{array}\right)
$$

and

$$
\tilde{\Omega}_{m}^{\delta}:=\left\{\omega \in \tilde{\Omega}_{m}: A S B\left(\omega_{1}, \ldots, \omega_{m-1}, 1-\|\omega\|_{1}\right) \geq \delta\right\}
$$

The Lebesgue measure of the simplex $\tilde{\Omega}_{m}$ is (see e.g., (Stein, 1966))

$$
\lambda\left(\tilde{\Omega}_{m}\right)=\left|\frac{1}{(m-1)!} \operatorname{det}\left(\begin{array}{ccc}
\tilde{v}_{1} & \ldots & \tilde{v}_{m}  \tag{A.26}\\
1 & \ldots & 1
\end{array}\right)\right|=\frac{1}{m!(m-1)!} .
$$

The following lemma gives a bound on the Lebesgue measure of $\tilde{\Omega}_{m}^{\delta}$.

Lemma A.1.1. For a given finite alphabet $\mathfrak{A}$ let $\delta<\Delta \mathfrak{A}_{\text {min }}$. Then

$$
\lambda\left(\tilde{\Omega}_{m} \backslash \tilde{\Omega}_{m}^{\delta}\right) \leq \frac{k^{2 m} m}{\sqrt{2} \Delta^{2} \mathfrak{A}_{\min }(m-1)!(m-2)!} \delta
$$

with $\lambda=\lambda^{m-1}$ the Lebesgue measure on $\mathbb{R}^{m-1}$.

Proof of Lemma A.1.1. Note that

$$
\tilde{\Omega}_{m} \backslash \tilde{\Omega}_{m}^{\delta}=\left\{\omega \in \tilde{\Omega}_{m}: A S B(\omega) \leq \delta\right\}=\bigcup_{d \in \Delta \mathscr{\mathcal { I } ^ { m }}} \mathfrak{w}_{d}
$$

with

$$
\begin{aligned}
\mathfrak{w}_{d} & :=\left\{\omega \in \tilde{\Omega}_{m}:\left|\left\langle\left(\omega_{1}, \ldots, \omega_{m-1}, 1-\|\omega\|_{1}\right), d\right\rangle\right| \leq \delta\right\} \\
& =\left\{\omega \in \tilde{\Omega}_{m}:-\delta-d_{m} \leq\langle\omega, \tilde{d}\rangle \leq \delta-d_{m}\right\},
\end{aligned}
$$

and $\tilde{d}=\left(d_{1}-d_{m}, \ldots, d_{m-1}-d_{m}\right)$. If $\tilde{d} \equiv 0,\left|d_{m}\right|>\Delta \mathfrak{A}_{\min }>\delta$ implies $\lambda^{m-1}\left(\mathfrak{w}_{d}\right)=0$. Otherwise,
let $R$ be the rotation matrix which maps $\tilde{d}$ to $(\|\tilde{d}\|, 0, \ldots, 0)$. Then

$$
\begin{aligned}
\lambda^{m-1}\left(\mathfrak{w}_{d}\right)=\lambda^{m-1}\left(R \mathfrak{w}_{d}\right) & =\lambda^{m-1}\left(\left\{\omega \in R \tilde{\Omega}_{m}:-\delta-d_{m} \leq\left\langle R^{-1} \omega, \tilde{d}\right\rangle \leq \delta-d_{m}\right\}\right) \\
& =\lambda^{m-1}\left(\left\{\omega \in R \tilde{\Omega}_{m}:-\delta-d_{m} \leq\langle\omega, R \tilde{d}\rangle \leq \delta-d_{m}\right\}\right) \\
& =\lambda^{m-1}\left(\left\{\omega \in R \tilde{\Omega}_{m}:-\delta-d_{m} \leq\|\tilde{d}\| \omega_{1} \leq \delta-d_{m}\right\}\right) \\
& =\lambda^{m-1}\left(R \tilde{\Omega}_{m} \bigcap\left\{\omega \in \mathbb{R}^{m-1}: \frac{-\delta-d_{m}}{\|\tilde{d}\|} \leq \omega_{1} \leq \frac{\delta-d_{m}}{\|\tilde{d}\|}\right\}\right) \\
& \leq \lambda^{m-2}\left(\operatorname{proj}_{1}\left(R \tilde{\Omega}_{m}\right)\right) \frac{2 \delta}{\|\tilde{d}\|} \leq \lambda^{m-2}\left(\Delta\left(R \tilde{\Omega}_{m}\right)\right) \frac{2 \delta}{\|\tilde{d}\|} \\
& =\lambda^{m-2}\left(\Delta \tilde{\Omega}_{m}\right) \frac{2 \delta}{\|\tilde{d}\|} \leq \lambda^{m-2}\left(\Delta \tilde{\Omega}_{m}\right) \frac{2 \delta}{\Delta^{2} \mathfrak{U}_{\min }},
\end{aligned}
$$

where $\operatorname{proj}_{1}$ denotes the orthogonal projection onto $(1,0, \ldots, 0)^{\perp}$, i.e., $\operatorname{proj}_{1}\left(\left(x_{1}, \ldots, x_{m-1}\right)^{\top}\right)=$ $\left(x_{2}, \ldots, x_{m-1}\right)^{\top}$ and $\Delta\left(R \tilde{\Omega}_{m}\right)$ denotes the surface area of $R \tilde{\Omega}_{m}$. The first inequality follows from Cavalieri's principle and the fact that the intersection of a convex set with a hyperplane is smaller than its projection onto the same hyperplane. The second inequality follows from the fact that the orthogonal projection is a contraction and the last inequality follows directly from the definition of $\Delta^{2} \mathfrak{U}_{\text {min }}$ in (2.21).

It remains to find an upper bound for the Lebesgue measure $\lambda^{m-2}\left(\Delta \tilde{\Omega}_{m}\right)$ of the surface area of the $m-1-$ simplex $\tilde{\Omega}_{m}$, which is the union of its facets. To this end, let $V_{i}$ for $i=$ $0, \ldots, m-1$ denote the Lebesgue measure of the $i$-th facet of $\tilde{\Omega}_{m}$, the $m-2$ - simplex with vertices $\tilde{v}_{0}, \ldots, \tilde{v}_{i-1}, \tilde{v}_{i+1}, \ldots, \tilde{v}_{m-1}$. Further, let $\mathfrak{b}$ denote the Gramian matrix of $\tilde{v}_{1}, \ldots, \tilde{v}_{m-1}$ with entries

$$
(\mathfrak{G})_{i j}=\left\langle\tilde{v}_{i}, \tilde{v}_{j}\right\rangle=\left(\frac{\min (i, j)}{(i+1)(j+1)}\right)_{i j}, \quad i, j=1, \ldots, m-1
$$

and let $\mathfrak{5}^{k l}$ denote the matrix $\mathfrak{5}$ with $k$-th row and $l$-th column deleted. Then it follows from (Dörband, 1970) that

$$
\begin{align*}
& \left((m-2)!V_{0}\right)^{2}=\sum_{k=1}^{m-1} \sum_{l=1}^{m-1}(-1)^{k+l} \operatorname{det}\left(\left(\mathfrak{F}^{k l}\right),\right.  \tag{A.27}\\
& \left((m-2)!V_{k}\right)^{2}=\operatorname{det}\left(\left(\mathfrak{F}^{k k}\right), \quad \text { for } k=1, \ldots, m-1\right.
\end{align*}
$$

We have that

$$
\begin{equation*}
\operatorname{det}\left(\left(\mathfrak{F}^{k l}\right)=\operatorname{det}\left(\left(\frac{\min (i, j)}{(i+1)(j+1)}\right)_{\substack{1 \leq i \neq k \leq m-1 \\ 1 \leq i \neq l \leq m-1}}\right)=\frac{k}{m!} \frac{l}{m!} \operatorname{det}\left((\min (i, j))_{\substack{1 \leq i \neq k \leq m-1 \\ 1 \leq i \neq l \leq m-1}}\right) .\right. \tag{A.28}
\end{equation*}
$$

Next, we show that

$$
\operatorname{det}\left((\min (i, j))_{\substack{1 \leq i \neq k \leq m-1  \tag{A.29}\\
1 \leq i \neq l \leq m-1}}\right)=\left\{\begin{array}{ll}
2 & \text { if } k=l \\
1 & \text { if } k \neq l
\end{array}\right. \text {. }
$$

First, consider the case $k=l$. Then

$$
\begin{aligned}
& \operatorname{det}\left((\min (i, j))_{1 \leq i, j \neq k \leq m-2}\right)=\operatorname{det}\left(\left(\begin{array}{ccccccc}
1 & 1 & 1 & \ldots & & & 1 \\
1 & 2 & 2 & \ldots & & & 2 \\
& & \ddots & & & & \\
1 & 2 & \ldots & k-1 & k-1 & \ldots & k-1 \\
1 & 2 & \ldots & k-1 & k+1 & \ldots & k+1 \\
& & & & & & \vdots \\
1 & 2 & \ldots & k-1 & k+1 & \ldots & m-1
\end{array}\right)\right) \\
& =\operatorname{det}\left(\left(\begin{array}{ccccccc}
1 & 0 & 0 & \ldots & & & 0 \\
1 & 1 & 0 & \ldots & & & 0 \\
& & \ddots & & & & \\
1 & 1 & \ldots & 1 & 0 & \ldots & 0 \\
1 & 1 & \ldots & 1 & 2 & \ldots & 0 \\
& & & & & & \vdots \\
1 & 1 & \ldots & 1 & 2 & \ldots & 1
\end{array}\right)\right)=2,
\end{aligned}
$$

where for the second equality we subtracted the $i$-th column from the $i+1$-th column for $i=1, \ldots, m-2$.

Second, consider the case $k \neq l$. For $m=2$ (A.29) holds trivially. So assume that (A.29) holds for all $1 \leq k, l \leq m-1$ for some $m \geq 2$ and let $k \neq l$ be fixed. As the determinant is invariant under transposition, we can assume w.l.o.g. that $k<l$ and, hence, $l>1$. Then

$$
\begin{aligned}
& \operatorname{det}\left((\min (i, j))_{\substack{1 \leq i \neq k \leq m \\
1 \leq i \neq l \leq m}}\right) \\
= & \operatorname{det}\left(1_{1 \leq i \neq k \leq m}, \min (2, i)_{1 \leq i \neq k \leq m},\right. \\
& \left.\ldots, \min (l-1, i)_{1 \leq i \neq k \leq m}, \min (l+1, i)_{1 \leq i \neq k \leq m}, \ldots, \min (m, i)_{1 \leq i \neq k \leq m}\right) \\
= & \operatorname{det}\left(1_{0 \leq i \neq k-1 \leq m-1}, \min (1, i)_{0 \leq i \neq k-1 \leq m-1},\right. \\
& \left.\ldots, \min (l-2, i)_{0 \leq i \neq k-1 \leq m-1}, \min (l, i)_{0 \leq i \neq k-1 \leq m-1}, \ldots, \min (m-1, i)_{0 \leq i \neq k-1 \leq m-1}\right) \\
= & \operatorname{det}\left(\min (1, i)_{1 \leq i \neq k-1 \leq m-1},\right. \\
& \left.\ldots, \min (l-2, i)_{1 \leq i \neq k-1 \leq m-1}, \min (l, i)_{1 \leq i \neq k-1 \leq m-1}, \ldots, \min (m-1, i)_{1 \leq i \neq k-1 \leq m-1}\right) \\
& =\operatorname{det}\left((\min (i, j))_{\substack{1 \leq i \neq k \leq m-1 \\
1 \leq i \neq l \leq m-1}}\right)=1,
\end{aligned}
$$

where for the second equality we subtracted the first column from the others and for the third equality we evaluate the determinant by its first row, and hence (A.29) follows.

From (A.28) and (A.29) we deduce that

$$
\operatorname{det}\left(\left(\mathfrak{G}^{k l}\right)= \begin{cases}2\left(\frac{k}{m!}\right)^{2} & \text { if } k=l \\ \frac{k}{m!} \frac{l}{m!} & \text { if } k \neq l\end{cases}\right.
$$

and from (A.27) that

$$
\begin{aligned}
& \left((m-2)!V_{0}\right)^{2} \leq\left(\frac{\sqrt{2}}{m!} \sum_{k=1}^{m-1}(-1)^{k} k\right)^{2} \leq\left(\frac{1}{\sqrt{2}(m-1)!}\right)^{2}, \\
& \left((m-2)!V_{j}\right)^{2}=2\left(\frac{j}{m!}\right)^{2}, \quad \text { for } j=1, \ldots, m-1
\end{aligned}
$$

and consequently,

$$
\lambda^{m-2}\left(\Delta \tilde{\Omega}_{m}\right)=\sum_{i=0}^{m-1} V_{i} \leq \frac{1}{\sqrt{2}(m-1)!(m-2)!}+\frac{\sqrt{2}}{(m-2)!m!} \sum_{j=1}^{m-1} j=\frac{m}{\sqrt{2}(m-1)!(m-2)!}
$$

and

$$
\lambda^{m-1}\left(\mathfrak{w}_{d}\right) \leq \frac{m \sqrt{2}}{\Delta^{2} \mathfrak{A}_{\min }(m-1)!(m-2)!} \delta
$$

Finally, as $\mathfrak{w}_{d}=\mathfrak{w}_{-d}$ and $\# \Delta \mathfrak{H}^{m} \leq k^{2 m}$, the assertion follows from

$$
\lambda\left(\tilde{\Omega}_{m} \backslash \tilde{\Omega}_{m}^{\delta}\right) \leq \sum_{d \in \Delta \mathscr{R}^{m}} \frac{\lambda^{m-1}\left(\mathfrak{w}_{d}\right)}{2} \leq \frac{k^{2 m} \lambda^{m-1}\left(\mathfrak{w}_{d}\right)}{2}
$$

From Lemma A.1.1 and (A.26) we deduce that

$$
\mathbf{P}\left(\omega \in \Omega_{m}^{\delta}\right)=1-\frac{\lambda\left(\tilde{\Omega}_{m} \backslash \tilde{\Omega}_{m}^{\delta}\right)}{\lambda\left(\tilde{\Omega}_{m}\right)} \geq 1-\frac{k^{2 m} m^{2}(m-1)}{\sqrt{2} \Delta^{2} \mathfrak{A}_{\min }} \delta
$$

which shows the assertion.

Proof of Theorem 2.3.5. From Lemma A.1.2 it follows surely that $A S B(\omega) / \sqrt{M}$ is bounded from above by $\left(1+m a_{k}\right) / \sqrt{2(m(m-1))}$, which shows the inequality on the right hand side. If $M=1$ and $\boldsymbol{\omega}$ is drawn uniformly, then by Theorem 2.3.4 $\mathbf{P}(A S B(\boldsymbol{\omega})>\delta) \geq 1-d \delta$ with $d=$ $k^{2 m} m^{2}(m-1) /\left(\sqrt{2} \Delta^{2} \mathfrak{A}_{\text {min }}\right)$. For arbitrary $M \in \mathbb{N}$, if $\boldsymbol{\omega}$ is drawn uniformly its ASB is bounded by the corresponding ASB's of the single components, i.e., $A S B(\boldsymbol{\omega})^{2} \geq \sum_{j=1}^{M} A S B\left(\boldsymbol{\omega}_{\cdot j}\right)^{2}$, where $A S B\left(\boldsymbol{\omega}_{\cdot j}\right), j=1, \ldots, M$, are independent and identically distributed with

$$
\mathrm{E}\left(A S B\left(\boldsymbol{\omega}_{\cdot j}\right)^{2}\right) \geq \int_{0}^{\infty}(1-d \sqrt{x})_{+} d x=\frac{1}{3 d^{2}}
$$

Hence, for $c<\frac{1}{\sqrt{3} d}$ it follows from the strong law of large numbers that almost surely

$$
\liminf _{M \rightarrow \infty} \frac{A S B(\boldsymbol{\omega})^{2}}{M} \geq \liminf _{M \rightarrow \infty} \frac{1}{M} \sum_{j=1}^{M} A S B(\boldsymbol{\omega} \cdot j)^{2}=\mathrm{E}\left(A S B(\boldsymbol{\omega} \cdot j)^{2}\right)>c^{2}
$$

which shows the inequality on the left hand side.

Proof of Theorem 2.3.6. With the notation of the proof of Lemma A.1.1 we have that

$$
\begin{aligned}
c(m) \mathbf{P}(A S B(\boldsymbol{\omega})<\delta) & =\lambda^{m-1}\left(\bigcup_{d \in \Delta \mathscr{A}^{m}} \mathfrak{w}_{d}\right) \\
& =\sum_{i=1}^{\left|\Delta \mathscr{R}^{m}\right|}(-1)^{i+1} \sum_{\left\{d^{1}, \ldots, d^{i}\right\} \subset \Delta \mathscr{I}^{m}} \lambda^{m-1}\left(\mathfrak{w}_{d^{1}} \cap \ldots \cap \mathfrak{w}_{d^{i}}\right)
\end{aligned}
$$

for some constant $c(m)$ which only depends on $m$. Moreover,

$$
\mathfrak{w}_{d^{1}} \cap \ldots \cap \mathfrak{w}_{d^{i}}=\left\{\omega \in \tilde{\Omega}_{m}:\left\langle\tilde{d}^{j}, \omega\right\rangle \in\left[d_{m}^{j} \pm \delta\right] \text { for } j=1, \ldots, i\right\}=\left\{\omega \in \tilde{\Omega}_{m}: D \omega \in a \pm \delta\right\}
$$

with $\tilde{d}^{j}:=\left(d_{1}^{j}-d_{m}^{j}, \ldots, d_{m-1}^{j}-d_{m}^{j}\right) \in \mathbb{R}^{m-1}, D:=\left(\tilde{d}^{1}, \ldots, \tilde{d}^{i}\right)^{\top} \in \mathbb{R}^{i \times(m-1)}$, and $a=$ $\left(d_{m}^{1}, \ldots, d_{m}^{i}\right)^{\top} \in \mathbb{R}^{i}$. Let $r:=\operatorname{rank}(D)$ and consider a singular value decomposition $D=U \Sigma V^{\star}$. Then, as $1 \leq r \leq m-1$ the assertion follows from

$$
\begin{aligned}
& \lambda^{m-1}\left(\left\{\omega \in \tilde{\Omega}_{m}: D \omega \in a \pm \delta\right\}\right)=\lambda^{m-1}\left(\left\{\omega \in V^{\star} \tilde{\Omega}_{m}: \Sigma \omega \in U^{\star} a \pm \delta\right\}\right) \\
= & \lambda^{m-1}\left(\left\{\omega \in V^{\star} \tilde{\Omega}_{m}: \omega_{1} \in\left[\left(U^{\star} a\right)_{1} \pm \delta\right], \ldots, \omega_{r} \in\left[\left(U^{\star} a\right)_{r} \pm \delta\right]\right\}\right)=O\left(\delta^{r}\right) .
\end{aligned}
$$

Proof of Theorem 2.3.10. First, note that for all $j=1, \ldots, k-1$ and $\omega \in \Omega_{m}$

$$
A S B(\omega, \mathfrak{H}) \leq A S B\left(\omega,\left\{a_{j}, a_{j+1}\right\}\right)=\left(a_{j+1}-a_{j}\right) A S B(\omega,\{0,1\})
$$

and hence

$$
\begin{equation*}
\max _{\omega \in \Omega_{m}} A S B(\omega, \mathfrak{A}) \leq \min _{j=1, \ldots, k-1}\left(a_{j+1}-a_{j}\right) \max _{\omega \in \Omega_{m}} A S B(\omega,\{0,1\}) \tag{A.30}
\end{equation*}
$$

Further, $\operatorname{AS} B(\omega,\{0,1\}) \leq \min \left(\omega_{1}, \omega_{2}-\omega_{1}, \ldots, \omega_{m}-\omega_{m-1}\right)$ and hence $\operatorname{AS} B(\omega,\{0,1\})$ can be bounded from above by the solution of the optimization problem

$$
\begin{aligned}
& \max _{\omega \in \mathbb{R}^{m}} \min \left(\omega_{1}, \omega_{2}-\omega_{1}, \ldots, \omega_{m}-\omega_{m-1}\right) \quad \text { s.t. } \\
& \omega_{1}+\ldots+\omega_{m}=1 \\
& \omega_{1} \geq 0 \\
& \omega_{i}-\omega_{i-1} \geq 0, \quad i=2, \ldots, m
\end{aligned}
$$

Applying the coordinate transformation $\left(\lambda_{1}, \ldots, \lambda_{m}\right)=\left(\omega_{1}, \omega_{2}-\omega_{1}, \ldots, \omega_{m}-\omega_{m-1}\right)$, this can be rewritten as

$$
\begin{align*}
& \max _{\lambda \in \mathbb{R}^{m}} \min \left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right) \quad \text { s.t. } \\
& m \lambda_{1}+(m-1) \lambda_{2}+\ldots+\lambda_{m}=1  \tag{A.31}\\
& \lambda_{i} \geq 0, \quad i=1, \ldots, m .
\end{align*}
$$

Note that omitting the positivity constraint in (A.31) does not change its optimal solution and hence coincides with the global maximum of $f: \mathbb{R}^{m-1} \rightarrow \mathbb{R}, f(\lambda)=\min \left(\lambda_{1}, \ldots, \lambda_{m-1}, 1-\right.$
$\left.m \lambda_{1}-(m-1) \lambda_{2}-\ldots-2 \lambda_{m-1}\right)$, which is attained at

$$
\lambda_{1}=\ldots=\lambda_{m-1}=1-m \lambda_{1}-(m-1) \lambda_{2}-\ldots-2 \lambda_{m-1}
$$

i.e., $\max _{\lambda \in \mathbb{R}^{m-1}} f(\lambda)=2 /(m(m+1))$. Together with (A.30) it follows that

$$
\max _{\omega \in \Omega_{m}} A S B(\omega) \leq \frac{2}{m(m+1)} \min _{j=1, \ldots, k-1}\left(a_{j+1}-a_{j}\right)
$$

Moreover, as the weights $\omega$ sum up to one, it follows for any $e \in \mathfrak{A}^{m}$ that $e \omega \in\left[0, a_{k}\right]$. Thus, $\max _{\omega \in \Omega_{m}} A S B(\omega)$ must be smaller than the maximum of the minimal distance between $k^{m}$ points in the interval $\left[0, a_{k}\right]$, which equals $a_{k} /\left(k^{m}-1\right)$. Hence, the assertion follows.

Proof of Theorem 2.3.12. From (A.26) together with an expression for the modified Bessel function of the $v$-th kind (Abramowitz and Stegun, 1972, equation 9.6.10)

$$
\begin{equation*}
I_{v}(z)=\left(\frac{z}{2}\right)^{v} \sum_{k=0}^{\infty} \frac{(z / 2)^{2 k}}{k!\Gamma(k+v+1)} \tag{A.32}
\end{equation*}
$$

one gets

$$
\lambda(\tilde{\Omega})=\sum_{m=2}^{\infty} \lambda\left(\tilde{\Omega}^{m}\right)=\sum_{m \in \mathbb{N}} \frac{1}{m!(m-1)!}=I_{1}(2)-1 \approx 0.59
$$

and similar from Lemma A.1.1

$$
\begin{aligned}
\lambda\left(\tilde{\Omega} \backslash \tilde{\Omega}^{\delta}\right) & =\sum_{m=2}^{\infty} \lambda\left(\tilde{\Omega}_{m} \backslash \tilde{\Omega}_{m}^{\delta}\right) \leq \frac{\delta}{\sqrt{2} \Delta^{2} \mathfrak{A}_{\min }} \sum_{m=2}^{\infty} \frac{k^{2 m} m}{(m-1)!(m-2)!} \\
& =\frac{\delta}{\sqrt{2} \Delta^{2} \mathfrak{A}_{\min }}\left(\sum_{m=2} \frac{k^{2 m}(m-2)}{(m-1)!(m-2)!}+\sum_{m=2}^{\infty} \frac{2 k^{2 m}}{(m-1)!(m-2)!}\right) \\
& =\frac{\delta}{\sqrt{2} \Delta^{2} \mathfrak{A}_{\min }}\left(k^{6} \sum_{m=0} \frac{k^{2 m}}{m!(m+2)!}+2 k^{4} \sum_{m=0}^{\infty} \frac{k^{2 m}}{m!(m+1)!}\right) \\
& =\frac{\delta}{\sqrt{2} \Delta^{2} \mathfrak{A}_{\min }} k^{3}\left(2 I_{1}(2 k)+k I_{2}(2 k)\right),
\end{aligned}
$$

which shows the assertion.

## A.1.4 Proofs of Section 2.4

Proof of Theorem 2.4.1. W.l.o.g. assume that $\left(a_{2}-a_{1}\right) /\left(a_{k}-a_{k-1}\right)<1$. Otherwise one can multiply all observations by -1 , such that the new alphabet becomes $-a_{k}<\ldots<-a_{1}$. Further, note that $A S B(\boldsymbol{\omega})>0$ implies that $\boldsymbol{\omega}_{i} \neq 0$ for all $i=1, \ldots, \boldsymbol{m}$. For $\boldsymbol{g}:=\boldsymbol{f} \boldsymbol{\omega}$ let $(\mathfrak{5}:=$ $\left\{\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}\right\}$ be the set of the pairwise different observations. (2.24) implies that there exist $i_{0}, \ldots, i_{m}, j_{0}, \ldots, j_{m} \in\{1, \ldots, n\}$ such that for $r=0, \ldots, \boldsymbol{m}$

$$
\boldsymbol{g}_{i_{r}}=A^{s}\left(a_{2}, a_{1}, a_{k}\right)_{r+1} \cdot \boldsymbol{\omega}, \quad \boldsymbol{g}_{j_{r}}=A^{s}\left(a_{k-1}, a_{k}, a_{1}\right)_{r+1} \cdot \boldsymbol{\omega} .
$$

First, note that

$$
\min \mathfrak{G}=\boldsymbol{g}_{i_{0}}=a_{k} \sum_{\substack{i=1 \\ \boldsymbol{\omega}_{i}<0}}^{\boldsymbol{m}} \boldsymbol{\omega}_{i}+a_{1} \sum_{\substack{i=1 \\ \omega_{i}>0}}^{\boldsymbol{m}} \boldsymbol{\omega}_{i}, \quad \max \mathfrak{G}=\boldsymbol{g}_{j_{0}}=a_{1} \sum_{\substack{i=1 \\ \boldsymbol{\omega}_{i}<0}}^{\boldsymbol{m}} \boldsymbol{\omega}_{i}+a_{k} \sum_{\substack{i=1 \\ \boldsymbol{\omega}_{i}>0}}^{\boldsymbol{m}} \boldsymbol{\omega}_{i}
$$

and thus

$$
\mathfrak{o}_{+}:=\sum_{\substack{i=1 \\ \omega_{i}>0}}^{m} \boldsymbol{\omega}_{i}=\frac{a_{k} \max \left(\mathfrak{G}-a_{1} \min \mathfrak{G}\right.}{a_{k}^{2}-a_{1}^{2}}, \quad \mathfrak{o}_{-}:=\sum_{\substack{i=1 \\ \omega_{i}<0}}^{m} \boldsymbol{\omega}_{i}=\frac{a_{k} \min \left(\mathfrak{5}-a_{1} \max \mathfrak{G}\right.}{a_{k}^{2}-a_{1}^{2}} .
$$

If $\mathfrak{o}_{-}=0$, all weights are positive and, as $\mathfrak{o}_{+}$is identified and thus w.l.o.g. equal to one, Theorem 2.1.5 applies. Thus, assume that $\mathfrak{o}_{-}<0$ and define $\mathfrak{F}_{0}:=\mathfrak{F} \backslash\{\min \mathfrak{F}$, max $\mathfrak{F}\}$ and

$$
\tilde{\boldsymbol{m}}_{0}:=\max \left\{i=1, \ldots, \boldsymbol{m} \text { s.t. } \boldsymbol{\omega}_{i}<0\right\}, \quad \tilde{\boldsymbol{m}}_{0}^{+}:=\tilde{\boldsymbol{m}}_{0}+1
$$

i.e., $\omega_{1}<\ldots<\omega_{\tilde{m}_{0}}<0<\omega_{\tilde{m}_{0}^{+}}<\ldots<\omega_{m}$. Second, note that

$$
\begin{aligned}
& \min \left(\mathfrak{b}_{0}=\min \left(\boldsymbol{g}_{i_{\tilde{m}_{0}^{+}}}, \boldsymbol{g}_{j_{\tilde{m}_{0}}}\right)\right. \\
= & \min \left(a_{2} \omega_{\tilde{m}_{0}^{+}}+\sum_{i=1}^{\tilde{m}_{0}} a_{k} \omega_{i}+\sum_{i=\tilde{m}_{0}^{+}+1}^{m} a_{1} \omega_{i}, a_{k-1} \omega_{\tilde{m}_{0}}+\sum_{i=1}^{\tilde{m}_{0}-1} a_{k} \omega_{i}+\sum_{i=\tilde{m}_{0}^{+}}^{m} a_{1} \omega_{i}\right), \\
= & \min \left(a_{2} \omega_{\tilde{m}_{0}^{+}}+a_{k} \mathfrak{o}_{-}+a_{1}\left(\mathfrak{o}_{+}-\omega_{\tilde{m}_{0}^{+}}\right), a_{k-1} \omega_{\tilde{m}_{0}}+a_{k}\left(\mathfrak{o}_{-}-\omega_{\tilde{m}_{0}}\right)+a_{1} \mathfrak{o}_{+}\right),
\end{aligned}
$$

and analog

$$
\begin{aligned}
& \max \left(\mathfrak{b}_{0}=\max \left(\boldsymbol{g}_{j_{\tilde{m}_{0}^{+}}} \boldsymbol{g}_{i_{\tilde{m}_{0}}}\right)\right. \\
= & \max \left(a_{k-1} \omega_{\tilde{m}_{0}^{+}}+\sum_{i=1}^{\tilde{m}_{0}} a_{1} \omega_{i}+\sum_{i=\tilde{\boldsymbol{m}}_{0}^{+}+1}^{m} a_{k} \omega_{i}, a_{2} \omega_{\tilde{m}_{0}}+\sum_{i=1}^{\tilde{m}_{0}-1} a_{1} \omega_{i}+\sum_{i=\tilde{\boldsymbol{m}}_{0}^{+}}^{m} a_{k} \omega_{i}\right) \\
= & \max \left(a_{k-1} \omega_{\tilde{m}_{0}^{+}}+a_{1} \mathfrak{0}_{-}+a_{k}\left(\mathfrak{0}_{+}-\omega_{\tilde{m}_{0}^{+}}\right), a_{2} \omega_{\tilde{m}_{0}}+a_{1}\left(\mathfrak{0}_{-}-\omega_{\tilde{m}_{0}}\right)+a_{k} \mathfrak{0}_{+}\right) .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\frac{\min \left(\mathfrak{5}_{0}-a_{k} \mathfrak{o}_{-}-a_{1} \mathfrak{v}_{+}\right.}{a_{k}-a_{k-1}} & =\min \left(\frac{a_{2}-a_{1}}{a_{k}-a_{k-1}} \omega_{\tilde{m}_{0}^{+}},-\omega_{\tilde{m}_{0}}\right) \\
\frac{a_{k} \mathfrak{0}_{+}+a_{1} \mathfrak{v}_{-}-\max \mathfrak{5}_{0}}{a_{2}-a_{1}} & =\min \left(\frac{a_{k}-a_{k-1}}{a_{2}-a_{1}} \omega_{\tilde{m}_{0}^{+}},-\omega_{\tilde{m}_{0}}\right)
\end{aligned}
$$

Hence, if $\left(\min \left(\mathfrak{F}_{0}-a_{k} \mathrm{o}_{-}-a_{1} \mathrm{o}_{+}\right) /\left(a_{k}-a_{k-1}\right)<\left(a_{k} \mathrm{o}_{+}+a_{1} \mathrm{D}_{-}-\max \left(\mathfrak{F}_{0}\right) /\left(a_{2}-a_{1}\right)\right.\right.$, we find

$$
\omega_{\tilde{m}_{0}^{+}}=\frac{\min \left(\mathfrak{b}_{0}-a_{k} \mathrm{o}_{-}-a_{1} \mathfrak{0}_{+}\right.}{a_{2}-a_{1}}
$$

and if $\left(\min \left(\mathfrak{5}_{0}-a_{k} \mathfrak{v}_{-}-a_{1} \mathfrak{v}_{+}\right) /\left(a_{k}-a_{k-1}\right)=\left(a_{k} \mathfrak{v}_{+}+a_{1} \mathfrak{v}_{-}-\max \left(\mathfrak{5}_{0}\right) /\left(a_{2}-a_{1}\right)\right.\right.$, that

$$
\omega_{\tilde{m}_{0}}=\frac{\max \mathfrak{G}_{0}-a_{k} \mathfrak{0}_{+}-a_{1} \mathfrak{0}_{-}}{a_{2}-a_{1}} .
$$

Thus, we have identified the first weight, namely

$$
\boldsymbol{\omega}_{1}^{\star}:= \begin{cases}\boldsymbol{\omega}_{\tilde{\boldsymbol{m}}_{0}^{+}} & \text {if } \frac{\min \left(\mathfrak{S}_{1}-a_{k} \mathfrak{0}_{-}-a_{1} \mathfrak{0}_{+}\right.}{a_{k} \mathfrak{0}_{+}+a_{1} \mathbf{0}_{-}-\max \mathfrak{\zeta}_{1}}<\frac{a_{k}-a_{k-1}}{a_{2}-a_{1}} \\ \boldsymbol{\omega}_{\tilde{\boldsymbol{m}}_{0}} & \text { otherwise } .\end{cases}
$$

Now assume that we have identified $l$ different weights, $\boldsymbol{\omega}_{1}^{\star}, \ldots, \boldsymbol{\omega}_{l}^{\star}$. If $\boldsymbol{o}_{-}=\sum_{i=1, \omega_{i}^{\star}<0}^{l} \boldsymbol{\omega}_{i}^{\star}$, all the remaining weights are positive and Theorem 2.1.5 applies. Thus assume that $\boldsymbol{o}_{-}<$ $\sum_{i=1, \omega_{i}^{\star}<0}^{l} \boldsymbol{\omega}_{i}^{\star}$ and define $\mathfrak{F}_{l}:=\mathfrak{F}_{l-1} \backslash \mathfrak{R}_{l-1}$, with

$$
\mathfrak{R}_{l-1}:=\bigcup_{\substack{e^{\prime}, e^{\prime \prime} \in \mathfrak{A} \\ e \in \mathfrak{I}^{l}}}\left\{e^{\prime}\left(\mathfrak{D}_{-}-\sum_{\substack{i=1 \\ \omega_{i}^{\star}<0}}^{l} \omega_{i}^{\star}\right)+e^{\prime \prime}\left(\mathfrak{0}_{+}-\sum_{\substack{i=1 \\ \omega_{i}^{\star}>0}}^{l} \omega_{i}^{\star}\right)+\left(\omega_{1}^{\star}, \ldots, \omega_{l}^{\star}\right) e\right\}
$$

and

$$
\begin{aligned}
\tilde{\boldsymbol{m}}_{l} & :=\max \left\{i=1, \ldots, \boldsymbol{m} \text { s.t. } \omega_{i}<0 \text { and } \omega_{i} \notin\left\{\omega_{1}^{\star}, \ldots, \omega_{l}^{\star}\right\}\right\}, \\
\tilde{\boldsymbol{m}}_{l}^{+} & :=\min \left\{i=1, \ldots, \boldsymbol{m} \text { s.t. } \omega_{i}>\omega_{\tilde{m}_{l}} \text { and } \omega_{i} \notin\left\{\omega_{1}^{\star}, \ldots, \omega_{l}^{\star}\right\}\right\} .
\end{aligned}
$$

Note that

$$
\min \left(\mathfrak{F}_{l}=\min \left(\boldsymbol{g}_{\tilde{\tilde{m}}_{l}^{+}}, \boldsymbol{g}_{j_{\tilde{m}_{l}}}\right), \quad \max \left(\mathfrak{G}_{l}=\max \left(\boldsymbol{g}_{j_{\tilde{m}_{l}^{+}}}, \boldsymbol{g}_{i_{\tilde{m}_{l}}}\right)\right.\right.
$$

and thus

$$
\begin{aligned}
& \frac{\min \left(\mathfrak{b}_{l}-a_{k} \mathfrak{o}_{-}-a_{1} \mathfrak{0}_{+}\right.}{a_{k}-a_{k-1}}=\min \left(\frac{a_{2}-a_{1}}{a_{k}-a_{k-1}} \omega_{\tilde{m}_{l}^{+}},-\omega_{\tilde{m}_{l}}\right) \\
& \frac{a_{k} \mathfrak{0}_{+}+a_{1} \mathfrak{0}_{-}-\max \tilde{\mathfrak{F}}_{l}}{a_{2}-a_{1}}=\min \left(\frac{a_{k}-a_{k-1}}{a_{2}-a_{1}} \omega_{\tilde{m}_{l}^{+}},-\omega_{\tilde{m}_{l}}\right)
\end{aligned}
$$

Hence, if $\left(\min \mathfrak{G}_{l}-a_{k} \mathfrak{o}_{-}-a_{1} \mathfrak{o}_{+}\right) /\left(a_{k}-a_{k-1}\right)<\left(a_{k} \mathfrak{o}_{+}+a_{1} \mathfrak{D}_{-}-\max \left(\mathfrak{b}_{l}\right) /\left(a_{2}-a_{1}\right)\right.$, we find

$$
\boldsymbol{\omega}_{\tilde{m}_{l}^{+}}=\frac{\min \left(\mathfrak{b}_{l}-a_{k} \mathrm{o}_{-}-a_{1} \mathfrak{o}_{+}\right.}{a_{2}-a_{1}}
$$

and if $\left(\min \left(\mathfrak{b}_{l}-a_{k} \mathfrak{0}_{-}-a_{1} \mathfrak{0}_{+}\right) /\left(a_{k}-a_{k-1}\right)=\left(a_{k} \mathfrak{0}_{+}+a_{1} \mathfrak{D}_{-}-\max \left(\mathfrak{b}_{l}\right) /\left(a_{2}-a_{1}\right)\right.\right.$, that

$$
\omega_{\tilde{m}_{l}}=\frac{\max \left(\mathfrak{b}_{l}-a_{k} \mathrm{o}_{+}-a_{1} \mathrm{o}_{-}\right.}{a_{2}-a_{1}}
$$

Thus, we have identified the $(l+1)$-th weight as

By induction, we can identify all weights and thus, by $A S B(\boldsymbol{\omega})>0$ the assertion follows.

Proof of Theorem 2.4.2. W.l.o.g. assume that $\boldsymbol{g}_{1}<\ldots<\boldsymbol{g}_{n}$. Then $\boldsymbol{g}_{1}=a_{1}$ and $\boldsymbol{g}_{n}=a_{k}$ and we can assume w.l.o.g. that $a_{1}=0$ and $a_{k}=1$ (otherwise one may consider $\left(\boldsymbol{g}_{j}-a_{1}\right) /\left(a_{k}-\right.$ $a_{1}$ ) instead). Thus, $\boldsymbol{g}_{2}=a_{2} \boldsymbol{\omega}_{1}$ and $1-\boldsymbol{g}_{n-1}=\left(1-a_{k-1}\right) \boldsymbol{\omega}_{1}$. Assume we have identified $\omega_{1} a_{2}, \ldots, \omega_{1} a_{1+l}$ and $\omega_{1}\left(1-a_{k-1}\right), \ldots, \omega_{1}\left(1-a_{k-l^{\prime}}\right)$ for some $l, l^{\prime} \geq 1$. Set $\mathfrak{F}:=\left\{\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}\right\}$, then
$r^{l}:=\min \left(\mathfrak{G} \backslash\left\{\omega_{1} a_{2}, \ldots, \omega_{1} a_{1+l}\right\}\right)=\min \left(\omega_{1} a_{1+l+1},\left(1-\omega_{1}\right) a_{2}\right)$,
$s^{l^{\prime}}:=\min \left(\left(1-(\mathfrak{5}) \backslash\left\{\omega_{1}\left(1-a_{k-1}\right), \ldots, \omega_{1}\left(1-a_{k-l^{\prime}}\right)\right\}\right)=\min \left(\omega_{1}\left(1-a_{k-l^{\prime}-1}\right),\left(1-\omega_{1}\right)\left(1-a_{k-1}\right)\right)\right.$
and

$$
\tilde{s}^{l^{\prime}}:=\frac{\boldsymbol{g}_{2}}{1-\boldsymbol{g}_{n-1}} s^{l^{\prime}}=\min \left(\boldsymbol{\omega}_{1} \frac{\left(1-a_{k-l^{\prime}-1}\right) a_{2}}{\left(1-a_{k-1}\right)},\left(1-\boldsymbol{\omega}_{1}\right) a_{2}\right)
$$

If $r^{l}=\tilde{s}^{l^{\prime}}$, it follows from $\operatorname{OS} B(\mathfrak{H})>0$ that $r^{l}=\left(1-\boldsymbol{\omega}_{1}\right) a_{2}$ and $\boldsymbol{\omega}_{1}=\boldsymbol{g}_{2} /\left(\boldsymbol{g}_{2}+r^{l}\right)$, and hence we have identified $\boldsymbol{\omega}=\left(\boldsymbol{\omega}_{1}, 1-\boldsymbol{\omega}_{1}\right)^{\top}$.
If $r^{l}<\tilde{s}^{l^{\prime}}$, then $r^{l}=\omega_{1} a_{1+l+1}$ and if $r^{l}>\tilde{s}^{l^{\prime}}$, then $s^{l^{\prime}}=\boldsymbol{\omega}_{1}\left(1-a_{k-l^{\prime}-1}\right)$. Thus, we have increased either $l$ or $l^{\prime}$ by one. Note that if $l=k-1$, then $r^{l}=\left(1-\omega_{1}\right) a_{2}$ and hence, either $r^{l}=\tilde{s}^{\prime}$ (in which case $\omega$ is identified) or $r^{l}>\tilde{s}^{l^{\prime}}$ (in which case $l^{\prime}$ increases). Similar, if $l^{\prime}=k-1$, then $s^{l^{\prime}}=\left(1-\omega_{1}\right)\left(1-a_{k-1}\right)$ and hence, either $r^{l}=\tilde{s}^{l^{\prime}}$ (in which case $\boldsymbol{\omega}$ is identified) or $r^{l}<\tilde{s}^{l^{\prime}}$ (in which case $l$ increases). Consequently, $r^{l}=\tilde{s}^{l^{\prime}}$ finally and $\omega$ is identified.
Now, we show to identify the unknown alphabet, given the mixing weights $\boldsymbol{\omega}=\left(\boldsymbol{\omega}_{1}, 1-\boldsymbol{\omega}_{1}\right)^{\top}$. We have that $a_{2}=\boldsymbol{g}_{2} / \boldsymbol{\omega}_{1}$. So assume we have identified $a_{2}, \ldots, a_{l}$ for some $l \geq 2$. Then

$$
\min \left(\left(\mathfrak{b} \backslash\left\{a \boldsymbol{\omega}_{1}+a^{\prime}\left(1-\boldsymbol{\omega}_{1}\right): a, a^{\prime} \in\left\{0, a_{2}, \ldots, a_{l}\right\}\right\}\right)=a_{l+1} \boldsymbol{\omega}_{1}\right.
$$

and hence $a_{l+1}$ is identified. Successively, we can identify the complete alphabet $0, a_{2}, \ldots, a_{k-1}$, 1 with

$$
k=\min \left(l: \mathfrak{b} \backslash\left\{a \boldsymbol{\omega}_{1}+a^{\prime}\left(1-\boldsymbol{\omega}_{1}\right): a, a^{\prime} \in\left\{0, a_{2}, \ldots, a_{l}\right\}\right\}=\emptyset\right)
$$

Finally, identifiability of $\boldsymbol{f}$ follows from $A S B(\boldsymbol{\omega})>0$.

## A.1.5 Additional lemmas on the ASB

Lemma A.1.2. If $\Omega_{m, M}^{\delta}$ in (2.11) is non-empty for some $m, M \in \mathbb{N}$, then $\delta \leq \frac{\sqrt{M}\left(1+m a_{k}\right)}{\sqrt{2 m(m+1)}}$.
Proof. If $\Omega_{m, M}^{\delta}$ in (2.11) is non-empty, then there exists an $\omega \in \Omega_{m, M}$ with $\delta \leq A S B(\omega) \leq$ $\sqrt{\sum_{j=1}^{M} \omega_{1 j}^{2}}$ and $\delta \leq W S B(\omega) \leq\left(1+m a_{k}\right) / 2\left(\left\|\omega_{i \cdot} \cdot\right\|-\left\|\omega_{i-1} \cdot\right\|\right) \leq\left(1+m a_{k}\right) / 2 \sqrt{\left\|\omega_{i} \cdot\right\|^{2}-\left\|\omega_{i-1} \cdot\right\|^{2}}$ for all $i=1, \ldots, m$, with $\omega_{m j}=1-\omega_{1 j}-\ldots-\omega_{m-1 j}$. In particular, there exists $\omega \in \mathbb{R}_{+}^{m \times M}$ with
$\frac{4 \delta^{2}}{\left(1+m a_{k}\right)^{2}} \leq \min \left(\sum_{j=1}^{M} \omega_{1 j}^{2}, \min _{i=2, \ldots, m-1} \sum_{j=1}^{M}\left(\omega_{i j}^{2}-\omega_{i-1 j}^{2}\right), \sum_{j=1}^{M}\left(\left(1-\omega_{1 j}-\ldots-\omega_{m-1 j}\right)^{2}-\omega_{m-1 j}^{2}\right)\right)$.

Moreover,

$$
\begin{aligned}
\left(1-\omega_{1 j}-\ldots-\omega_{m-1 j}\right)^{2} & =1+\left(\omega_{1 j}+\ldots+\omega_{m-1 j}\right)^{2}-2 \omega_{1 j}-\ldots-2 \omega_{m-1 j} \\
& =1-\sum_{i=1}^{m-1} \omega_{i j} \underbrace{\left(2-\sum_{s=1}^{m-1} \omega_{s j}\right)}_{\geq 1 \geq \omega_{i j}} \leq 1-\omega_{1 j}^{2}-\ldots-\omega_{m-1 j}^{2} .
\end{aligned}
$$

And thus,

$$
\begin{aligned}
\frac{\delta^{2} 4}{\left(1+m a_{k}\right)^{2}} & \leq \min \left(\sum_{j=1}^{M} \omega_{1 j}^{2}, \min _{i=2, \ldots, m-1} \sum_{j=1}^{M}\left(\omega_{i j}^{2}-\omega_{i-1 j}^{2}\right), \sum_{j=1}^{M}\left(1-\omega_{1 j}^{2}-\ldots-2 \omega_{m-1 j}^{2}\right)\right) \\
& \leq \max _{x \in \mathbb{R}^{m-1}} \min \left(x_{1}, x_{2}, \ldots, x_{m-1},\left(M-m x_{1}-\ldots-2 x_{m-1}\right)\right)=\frac{2 M}{m(m+1)},
\end{aligned}
$$

where for the second inequality we used $x_{1}:=\sum_{j=1}^{M} \omega_{1 j}^{2}$ and $x_{i}:=\sum_{j=1}^{M} \omega_{i j}^{2}-\sum_{j=1}^{M} \omega_{i-1 j}^{2}$ for $i=2, \ldots m$.

Lemma A.1.3. $\Omega_{m, m}^{0.2 \Delta \mathscr{I}_{\text {min }}}$ as in (2.11) is non-empty for any $m \in \mathbb{N}$, with $\Delta \mathfrak{H}_{\text {min }}$ as in (2.21).
Proof. For $1 / 2>\delta>0$ define

$$
\omega^{\delta}:=I_{m \times m}-\frac{2 \delta}{1+m a_{k}}\left(\begin{array}{ccccc}
m-1 & 0 & \ldots & 0 & 0  \tag{A.33}\\
0 & m-2 & \ldots & 0 & 0 \\
& & \vdots & & \\
0 & 0 & \ldots & 1 & 0 \\
-(m-1) & -(m-2) & \ldots & -1 & 0
\end{array}\right) \text {, }
$$

where $I_{m \times m}$ denotes the $m \times m$ identity matrix. As $\frac{2 \delta}{1+m a_{k}}(m-1)<1$, it holds for $i=m-1, \ldots, 1$ that

$$
\left|1-\frac{2 \delta}{1+m a_{k}}(i-1)\right|-\left|1-\frac{2 \delta}{1+m a_{k}} i\right| \geq \frac{2 \delta}{1+m a_{k}}
$$

and thus $\operatorname{WS} B\left(\omega^{\delta}\right) \geq \delta$. Consequently, if $A S B\left(\omega^{\delta}\right) \geq \delta$ it follows that $\Omega_{m, m}^{\delta}$ is non-empty. We have that

$$
\begin{aligned}
A S B\left(\omega^{\delta}\right) & \geq A S B\left(I_{m \times m}\right)-\frac{2 \delta}{1+m a_{k}} \max _{e \neq 0 \in \Delta \mathscr{N}^{m}} \sqrt{\left((m-1)\left(e_{1}-e_{m}\right)\right)^{2}+\ldots+\left(e_{m-1}-e_{m}\right)^{2}} \\
& =\Delta \mathscr{A}_{\min }-\frac{2 \delta}{1+m a_{k}} \max _{e \neq 0 \in \Delta \mathbb{2}^{m}} \sqrt{\left((m-1)\left(e_{1}-e_{m}\right)\right)^{2}+\ldots+\left(e_{m-1}-e_{m}\right)^{2}} \\
& \geq \Delta \mathfrak{A}_{\min }-\frac{2 \delta}{1+m a_{k}} 2 a_{k} \sqrt{\sum_{i=1}^{m-1}(m-i)}=\Delta \mathscr{A}_{\min }-\frac{\delta 4 a_{k}}{1+m a_{k}} \sqrt{\frac{m(m-1)}{2}},
\end{aligned}
$$

which implies that if

$$
\begin{equation*}
\delta \leq \Delta \mathfrak{A}_{\min }-\frac{\delta \sqrt{8} a_{k} \sqrt{m(m-1)}}{1+m a_{k}} \Leftrightarrow \delta \leq \Delta \mathscr{I}_{\min }\left(1+\frac{\sqrt{8} a_{k} \sqrt{m(m+1)}}{1+m a_{k}}\right)^{-1} \tag{A.34}
\end{equation*}
$$

then $\Omega_{m, m}^{\delta}$ is non-empty. As

$$
\left(1+\frac{\sqrt{8} a_{k} \sqrt{m(m+1)}}{1+m a_{k}}\right)^{-1} \geq\left(1+\sqrt{\frac{8(m+1)}{m}}\right)^{-1} \geq 0.2
$$

(A.34) holds for $\delta=0.2 \Delta \mathfrak{A}_{\text {min }}$.

Lemma A.1.4. If $M / m \in \mathbb{N}$, then $\Omega_{m, M}^{0.2 \Delta \mathscr{M}_{\text {min }} \sqrt{M / m}}$ in (2.11) is non-empty.
Proof. By Lemma A.1.3 there exists $\omega^{\prime} \in \Omega_{m, m}^{0.2 \Delta \mathscr{I}_{\text {min }}}$, i.e., $A S B\left(\omega^{\prime}\right), W S B\left(\omega^{\prime}\right) \geq 0.2 \Delta \mathfrak{A}_{\text {min }}$. Define

$$
\omega=\underbrace{\left(\omega^{\prime}, \ldots, \omega^{\prime}\right)}_{M / m \times} \in \Omega_{m, M}
$$

Then $A S B(\omega), W S B(\omega) \geq 0.2 \Delta \mathfrak{A}_{\text {min }} \sqrt{M / m}$.

Lemma A.1.5. If $\Omega_{m, M}^{\delta}$ is non-empty for some $\delta>0$, then there exists $\omega \in \Omega_{m, M}^{\delta}$ with $A S B(\omega)=\delta$.

Proof. Fix some $\omega \in \Omega_{m, M}^{\delta}$ and for $0 \leq \epsilon \leq 1$ define $\omega^{\epsilon} \in \Omega_{m, M}$ as

$$
\omega_{i j}^{\epsilon}= \begin{cases}\omega_{i j} & \text { if } i \notin\{1, m\} \\ \epsilon \omega_{1 j} & \text { if } i=1 \\ \omega_{m j}+(1-\epsilon) \omega_{1 j} & \text { if } i=m\end{cases}
$$

Then $W S B\left(\omega^{\epsilon}\right) \geq W S B(\omega) \geq \delta$ for all $0 \leq \epsilon \leq 1$ and $\epsilon \mapsto A S B\left(\omega^{\epsilon}\right)$ is continuous with $A S B\left(\omega^{0}\right)=0$ and $A S B\left(\omega^{1}\right) \geq \delta$. Thus, there exists an $\epsilon^{\star} \in(0,1]$ such that $\omega^{\epsilon^{\star}}$ has the desired properties.

Lemma A.1.6. If $\Omega_{m, M}^{\delta}$ in (2.11) is non-empty, then there exists an $\omega \in \Omega_{m, m}$ such that $A S B(\omega)=\delta \Delta \mathfrak{H}_{\text {min }} /\left(9 \sqrt{M} a_{k}\right)$ and $W S B(\omega) \geq \delta \Delta \mathfrak{A}_{\text {min }} /\left(9 \sqrt{M} a_{k}\right)$.

Proof. If $\Omega_{m, M}^{\delta}$ is non-empty, it follows from Lemma A.1.2 that $\delta \leq \frac{\sqrt{M}\left(1+m a_{k}\right)}{\sqrt{2 m(m+1)}}$ and, hence, $\delta \Delta \mathfrak{A}_{\text {min }} /\left(9 \sqrt{M} a_{k}\right) \leq 0.2 \Delta \mathfrak{A}_{\text {min }}$. Thus, by Lemma A.1.3 it follows that $\Omega_{m, m}^{\delta \Delta \mathfrak{I}_{\text {min }} /\left(9 \sqrt{M} a_{k}\right)} \supset$ $\Omega_{m, m}^{0.2 \Delta \mathfrak{I}_{\text {min }}} \neq \emptyset$. i.e., there exists $\omega \in \Omega_{m, m}$ such that $A S B(\omega), W S B(\omega) \geq \delta \Delta \mathfrak{H}_{\text {min }} /\left(9 \sqrt{M} a_{k}\right)$. Now the assertion follows from Lemma A.1.5.

## A. 2 Proofs of Chapter 3

Proof of Theorem 3.2.1. Let $\omega \in \Omega_{m}$ be fixed. Analog to $\mathcal{S}(\mathfrak{H})_{\lambda}^{m}$ in (1.12) define

$$
\begin{align*}
\mathcal{S}(\mathcal{N}(\omega))_{\lambda}^{m}:= & \left\{\sum_{j=0}^{K} \theta_{j} \mathbb{1}_{\left[\tau_{j}, \tau_{j+1}\right)}: \theta_{j} \in \mathcal{N}(\omega), \tau_{i+1}-\tau_{i} \geq \lambda\right.  \tag{A.35}\\
& \left.\tau_{0}=0, \tau_{K+1}=1, \omega_{1}, \ldots, \omega_{m} \in\left\{\theta_{0}, \ldots, \theta_{K}\right\}, K \in \mathbb{N}\right\}
\end{align*}
$$

for the neighborhood of $\omega$-mixture values

$$
\mathcal{N}(\omega):=\left\{e \tilde{\omega}: e \in \mathfrak{A}^{m} \text { and }\|\tilde{\omega}-\omega\|_{\infty} \leq 2 \sigma \frac{q_{n}(\alpha)+\sqrt{2 \ln (e / \lambda)}}{\sqrt{n \lambda}}\right\}
$$

First, we show the following lemma. ${ }^{1}$

Lemma A.2.1. Conditioned on $\left\{\omega \in C_{1-\alpha}(Y)\right\}$ and $\left\{T_{n}(Y, \boldsymbol{g}) \leq q_{n}(\alpha)\right\}$

$$
\begin{equation*}
\inf _{g \in \mathcal{S}(\mathcal{N}(\omega))_{\lambda / 3}^{m}} T_{n}(Y, g) \leq q_{n}(\alpha) \quad \text { surely } . \tag{A.36}
\end{equation*}
$$

Proof of Lemma A.2.1. For ease of notation assume that $n \lambda \in \mathbb{N}$. As in R3 define

$$
Q(i, j):=\left[\max _{i \leq u \leq v \leq j} b_{u v}, \min _{i \leq u \leq v \leq j} \bar{b}_{u v}\right] \cap \mathcal{N}(\omega)
$$

and note that any $g=\sum_{j=0}^{K} \theta_{j} \mathbb{1}_{\left[\tau_{j}, \tau_{j+1}\right)}$ such that for every $j=0, \ldots, K$ there exist an interval [ $x_{u}, x_{v}$ ] with $1 \leq u \leq v \leq n$ and $v-u+1 \geq n \lambda$ such that

1. $\left[\tau_{j}, \tau_{j+1}\right) \subset\left[x_{u}, x_{v}\right]$,
2. $Q(u, v) \neq \emptyset$, and
3. $\theta_{j} \in Q(u, v)$,
fulfills the multiscale constraint $T_{n}(Y, g) \leq q_{n}(\alpha)$ and takes only values in $\mathcal{N}(\omega)$, that is $g \in$ $\mathcal{S}(\mathcal{N}(\omega))^{m}:=\mathcal{S}(\mathcal{N}(\omega))_{0}^{m}$. Further, note that conditioned on $\left\{T_{n}(Y, \boldsymbol{g}) \leq q_{n}(\alpha)\right\}$ it follows that $\boldsymbol{\omega} \in C_{1-\alpha}$ (see (1.13)) and, in particular, $\mathfrak{B}^{\star} \neq \emptyset$ in (1.22). Thus, $\omega \in B:=B\left(i_{1}^{*}, j_{1}^{*}\right) \times \ldots \times$ $B\left(i_{m}^{*}, j_{m}^{*}\right)$ for some $B \in \mathfrak{B}^{\star}$ with $j_{r}^{*}-i_{r}^{*}+1 \geq n \lambda$ for $r=1, \ldots, \boldsymbol{m}$. By definition of $B$ in (1.18)

$$
\begin{equation*}
\mathcal{N}(\omega) \supset\left\{e \tilde{\omega}: e \in \mathfrak{M}^{m}, \tilde{\omega} \in B\right\} \tag{A.37}
\end{equation*}
$$

Consequently, it follows directly from R 3 and (A.37) that a function $g$ which fulfills 1. - 3 . exists. In the following we explicitly construct a function $g$ which has minimal scale $\lambda / 3$ and fulfills 1. - 3 . such that $g \in \mathcal{S}(\mathcal{N}(\omega))_{\lambda / 3}^{m}$, which yields (A.36).
To this end, define $\underline{t}_{1}:=1, \bar{t}_{1}:=\max \{i \geq n \lambda: Q(1, i) \neq \emptyset\}$ and successively for $r \geq 2$

$$
\begin{aligned}
& \underline{t}_{r}:=\min \left\{i>\bar{t}_{r-1}: \exists j \geq i-1+n \lambda \text { s.t. } Q(i, j) \neq \emptyset\right\}, \\
& \bar{t}_{r}:=\max \left\{i \geq \underline{t}_{r}: Q\left(\underline{t}_{r}, i\right) \neq \emptyset\right\}
\end{aligned}
$$

with the convention that $\min \{\emptyset\}=\infty$. Let $R:=\max \left\{r: \underline{t}_{r}<\infty\right\}$ and $\underline{t}_{R+1}:=n+1$. Further, for every $r=1, \ldots, R$ fix some

$$
\begin{equation*}
\theta_{r} \in Q\left(\underline{t}_{r}, \bar{t}_{r}\right) . \tag{A.38}
\end{equation*}
$$

[^6]Note that by construction $Q\left(\underline{t}_{r}, \bar{t}_{r}\right) \neq \emptyset$ and $\bar{t}_{r}-\underline{t}_{r}+1 \geq n \lambda$. Further, by R3 it follows that $\underline{t}_{r}-\bar{t}_{r-1} \leq n \lambda$ for $r=2, \ldots, R+1$. To see this, assume the opposite, i.e., $\underline{t}_{r}-\bar{t}_{r-1}>n \lambda$ for some $r=2, \ldots, R+1$. For $k=\underline{t}_{r}-1$ in R 3 let $[i, j] \in \mathcal{J}_{k}^{\lambda}$ be such that (3.8) is non-empty with $j-i+1=n \lambda$. By definition of $\mathcal{J}_{k}^{\lambda}$ in (3.7) $t_{r}-1 \in[i, j]$. Hence, $i=j-n \lambda+1 \geq t_{r}-n \lambda>\bar{t}_{r-1}$ and, by construction of $\underline{t}_{r}$ and (A.37), it follows that $t_{r} \leq i \leq \underline{t}_{r}-1$, which is a contradiction. Next, define for $r=1, \ldots, R$

$$
\begin{aligned}
& \bar{s}_{r}:=\max \left\{\bar{t}_{r}<i \leq \bar{t}_{r}+n \lambda: Q(i+1-n \lambda, i) \neq \emptyset\right\}, \\
& \underline{s}_{r}:=\min \left\{\underline{t}_{-r+1}-n \lambda \leq i<\underline{t}_{r+1}: Q(i, i-1+\lambda n) \neq \emptyset\right\},
\end{aligned}
$$

with the convention that $\max \{0\}=-\infty$. Note that $\bar{s}_{r}>-\infty$. To see this, for $k=\bar{t}_{r}+1$ in R3 let $[i, j] \in \mathcal{J}_{k}^{\lambda}$ be such that (3.8) is non-empty with $j-i+1=n \lambda$. Then $\bar{t}_{r}<j=i-1+n \lambda \leq \bar{t}_{r}+n \lambda$ and $Q(j+1-n \lambda, j) \neq \emptyset$. Analog, $\underline{s}_{r}<\infty$. Further, note that $\bar{s}_{r} \geq \underline{s}_{r}$. To see this, one can argue similar as above for $k=\bar{s}_{r}+1$ in R3. Further, for every $r=1, \ldots, R$ fix some

$$
\begin{equation*}
\bar{\theta}_{r} \in Q\left(\bar{s}_{r}+1-\lambda n, \bar{s}_{r}\right), \underline{\theta}_{r} \in Q\left(\underline{s}_{r}, \underline{s}_{r}-1+\lambda n\right) . \tag{A.39}
\end{equation*}
$$

Next, for $r=1, \ldots, R$ consider the following four different cases.
Case 1: $\quad \bar{t}_{r}+1=\underline{t}_{r+1}$.
Case 2: $\quad \bar{t}_{r}+1<\underline{t}_{r+1}$ and $\bar{s}_{r} \geq \underline{t}_{r+1}-1$.
Case 3: $\quad \bar{t}_{r}+1<\underline{t}_{r+1}, \bar{s}_{r}<\underline{t}_{r+1}-1$ and $\underline{s}_{r} \leq \bar{t}_{r}+1$.
Case 4: $\quad \bar{t}_{r}+1<\underline{t}_{r+1}, \bar{s}_{r}<\underline{t}_{r+1}-1$ and $\underline{s}_{r}>\bar{t}_{r}+1$.
Define $T_{0}:=\{1\}$, for $r=1, \ldots, R-1$

$$
\begin{aligned}
T_{r} & :=\left(\bar{t}_{r}+1\right) \text { in case 1, } \\
T_{r} & :=\left(\max \left(\bar{t}_{r}+1-n \lambda / 3, \bar{s}_{r}+1-n \lambda\right), \min \left(\underline{t}_{r+1}+1+n \lambda / 3, \bar{s}_{r}+1\right)\right) \text { in case 2 }, \\
T_{r} & :=\left(\max \left(\bar{t}_{r}+1-n \lambda / 3, \underline{s}_{r}+1\right), \min \left(\underline{t}_{r+1}+1+n \lambda / 3, \underline{s}_{r}+1+n \lambda\right)\right) \text { in case 3, } \\
T_{r} & :=\left(\max \left(\bar{t}_{r}+1-n \lambda / 3, \bar{s}_{r}+1-n \lambda\right),\left[\left(\bar{s}_{r}+\underline{s}_{r}\right) / 2\right],\right. \\
& \left.\min \left(\underline{t}_{r+1}+1+n \lambda / 3, \underline{s}_{r}+1+n \lambda\right)\right) \text { in case 4, }
\end{aligned}
$$

and

$$
\begin{aligned}
& T_{R}:=() \text { in case } 1, \\
& T_{R}:=\left(\max \left(\bar{t}_{R}+1-n \lambda / 3, \bar{s}_{R}+1-n \lambda\right)\right) \text { in case } 2, \\
& T_{R}:=\left(\max \left(\bar{t}_{R}+1-n \lambda / 3, \underline{s}_{R}+1\right)\right) \text { in case } 3, \\
& T_{R}:=\left(\max \left(\bar{t}_{R}+1-n \lambda / 3, \bar{s}_{R}+1-n \lambda\right),\left[\left(\bar{s}_{R}+\underline{s}_{R}\right) / 2\right]\right) \text { in case } 4 .
\end{aligned}
$$

Further, define $\Theta_{0}:=\left(\theta_{1}\right)$, for $r=1, \ldots, R-1$

$$
\begin{aligned}
& \Theta_{r}:=\left(\theta_{r+1}\right) \text { in case } 1, \\
& \Theta_{r}:=\left(\bar{\theta}_{r}, \theta_{r+1}\right) \text { in case } 2, \\
& \Theta_{r}:=\left(\underline{\theta}_{r}, \theta_{r+1}\right) \text { in case } 3, \\
& \Theta_{r}:=\left(\bar{\theta}_{r}, \underline{\theta}_{r}, \theta_{r+1}\right) \text { in case } 4
\end{aligned}
$$

and

$$
\begin{aligned}
& \Theta_{R}:=() \text { in case } 1, \\
& \Theta_{R}:=\left(\bar{\theta}_{R}\right) \text { in case } 2, \\
& \Theta_{R}:=\left(\underline{\theta}_{R}\right) \text { in case } 3, \\
& \Theta_{R}:=\left(\bar{\theta}_{R}, \underline{\theta}_{R}\right) \text { in case } 4,
\end{aligned}
$$

with $\theta_{r}$ as in (A.38), $\underline{\theta}_{r}$ and $\bar{\theta}_{r}$ as in (A.39). Concatenating the individual vectors $T_{0}, \ldots, T_{R}$ and $\Theta_{0}, \ldots, \Theta_{R}$, define

$$
\tilde{T}=\left(t_{1}, \ldots, t_{\tilde{R}}\right):=\left(T_{0}, \ldots, T_{R}\right), \quad \tilde{\Theta}=\left(\theta_{1}, \ldots, \theta_{\tilde{R}}\right):=\left(\Theta_{0}, \ldots, \Theta_{R}\right) .
$$

Recall that by R1 $B=B\left(i_{1}^{*}, j_{1}^{*}\right) \times \ldots \times B\left(i_{m}^{*}, j_{m}^{*}\right) \notin \mathfrak{B}_{n c}$ as in (3.6) and thus, $Q\left(i_{r}^{*}, j_{r}^{*}\right) \neq \emptyset$ for $r=1, \ldots, \boldsymbol{m}$. Define $\bar{l}_{r}$ and $\underline{l}_{r}$ via

$$
t_{l_{r}}:=\max \left\{t \in \tilde{T}: t \leq i_{r}^{*}\right\}, \quad t_{\bar{l}_{r}}:=\min \left\{t \in \tilde{T}: t \geq j_{r}^{*}\right\}
$$

for $r=1, \ldots, \boldsymbol{m}$ and define $T$ by replacing $\left(t_{\underline{l}_{r}+1}, \ldots, t_{\bar{l}_{r}-1}\right)$ in $\tilde{T}$ by $\left(\max \left(t_{l_{-r}}+n \lambda / 3+1, i_{r}^{*}\right)\right.$, $\left.\min \left(j_{r}^{*}+1, t_{\bar{l}_{r}}-n \lambda / 3\right)\right)$. If $\underline{l}_{r}+1=\bar{l}_{r}$ just insert the latter vector between $t_{\underline{l}_{r}}$ and $t_{\bar{l}_{r}}$ in $\tilde{T}$. Analog define $\Theta$ by replacing $\left(\theta_{l_{r}+2}, \ldots, \theta_{\bar{l}_{r}-2}\right)$ by $\omega_{r}$. Then, reusing some notation, for $T:=\left(t_{1}, \ldots, t_{R}\right)$, $\Theta:=\left(\theta_{1}, \ldots, \theta_{R}\right)$, and $t_{R+1}:=n+1$ it follows that

$$
g:=\sum_{i=1}^{R} \theta_{i} \mathbb{1}_{\left[\left(t_{i}-1\right) / n,\left(t_{i+1}-1\right) / n\right)} \in \mathcal{S}(\mathcal{N}(\omega))_{\lambda / 3}^{m}
$$

and $g$ fulfills 1.-3. . Thus, (A.36) follows.

For $\epsilon_{n}:=m a_{k} 2 \sigma\left(q_{n}(\alpha)+\sqrt{2 \ln (e / \lambda)}\right) / \sqrt{n \lambda}$ it follows from the definition of $\mathcal{S}(\mathcal{N}(\omega))_{\lambda / 3}^{m}$ that

$$
\begin{equation*}
\sup _{g \in \mathcal{S}(\mathcal{N}(\omega))_{\lambda / 3}^{m}} \min _{f \in \mathcal{S}(\mathcal{A})_{\lambda / 3}^{m}}\|g-f \omega\|_{\infty} \leq \epsilon_{n} \tag{A.40}
\end{equation*}
$$

Further, let $\left(y_{n}\right)_{n \in \mathbb{N}}$ be a fixed sequence in $\mathbb{R}$, and denote $y^{n}:=\left(y_{1}, \ldots, y_{n}\right)$. Let $\epsilon>0$, and
$g, g^{\prime} \in \mathcal{M}_{\lambda}$ be such that $\sup _{x \in[0,1)}\left|g(x)-g^{\prime}(x)\right| \leq \epsilon$. Then by the reverse triangle inequality

$$
\begin{aligned}
\left|T_{n}\left(y^{n}, g\right)-T_{n}\left(y^{n}, g^{\prime}\right)\right| & \leq \max _{\substack{1 \leq i \leq j \leq n \\
j-i+1 \geq n \lambda}}\left|\frac{\left|\sum_{l=i}^{j} y_{l}-g\left(x_{l}\right)\right|-\left|\sum_{l=i}^{j} y_{l}-g^{\prime}\left(x_{l}\right)\right|}{\sigma \sqrt{j-i+1}}\right| \\
& \leq \max _{\substack{1 \leq i \leq j \leq n \\
j-i+1 \geq n \lambda}} \frac{\left|\sum_{l=i}^{j} g\left(x_{l}\right)-g^{\prime}\left(x_{l}\right)\right|}{\sigma \sqrt{j-i+1}} \leq \frac{\sqrt{n \lambda}}{\sigma} \epsilon
\end{aligned}
$$

This implies that conditioned on $\left\{\omega \in \mathcal{C}_{1-\alpha}(Y)\right\}$ and $\left\{T_{n}(Y, \boldsymbol{g}) \leq q_{n}(\alpha)\right\}$

$$
\begin{aligned}
\inf _{\omega \in \Omega_{m}} \mathbf{P}\left(\min _{f \in \mathcal{S}(\Re)_{\lambda / 3}^{m}} T_{n}(Y, f \omega) \leq c_{3} q_{n}(\alpha)+c_{4}\right) & =\inf _{\omega \in \Omega_{m}} \mathbf{P}\left(\min _{f \in \mathcal{S}(\Omega)_{\lambda / 3}^{m}} T_{n}(Y, f \omega) \leq q_{n}(\alpha)+\frac{\sqrt{n \lambda / 3}}{\sigma} \epsilon_{n}\right) \\
& \geq \inf _{\omega \in \Omega_{m}} \mathbf{P}\left(\inf _{g \in \mathcal{S}(\mathcal{N}(\omega))_{\lambda / 3}^{m}} T_{n}(Y, g) \leq q_{n}(\alpha)\right)=1,
\end{aligned}
$$

where the inequality results from

$$
\begin{aligned}
\min _{f \in \mathcal{S}(\mathscr{l})_{\lambda / 3}^{m}} T_{n}(Y, f \omega) & =\inf _{g \in \mathcal{S}(\mathcal{N}(\omega))_{\lambda / 3}^{m}} T_{n}(Y, g)+\left(\min _{f \in \mathcal{S}(\Omega)_{\lambda / 3}^{m}} T_{n}(Y, f \omega)-\inf _{g \in \mathcal{S}(\mathcal{N}(\omega))_{\lambda / 3}^{m}} T_{n}(Y, g)\right) \\
& \leq \inf _{g \in \mathcal{S}(\mathcal{N}(\omega))_{\lambda / 3}^{m}} T_{n}(Y, g)+\sup _{g \in \mathcal{S}(\mathcal{N}(\omega))_{\lambda / 3}^{m}} \min _{f \in \mathcal{S}(\mathscr{A})_{\lambda / 3}^{m}}\left|T_{n}(Y, f \omega)-T_{n}(Y, g)\right| .
\end{aligned}
$$

Proof of Theorem 3.4.2. A slight modification of (Sieling, 2013, Corollary 4) gives for all $n \in$ IN and $q>C$, for some universal constant $C<\infty$, that

$$
\begin{equation*}
\mathbf{P}\left(T_{n}>q\right) \leq \exp \left(-q^{2} / 8\right) \tag{A.41}
\end{equation*}
$$

which implies

$$
\begin{equation*}
q_{n}(\alpha) \leq \sqrt{-8 \ln (\alpha)} \tag{A.42}
\end{equation*}
$$

Thus, for $\alpha_{n}$ as in (1.25) it follows that

$$
\begin{equation*}
q_{n}\left(\alpha_{n}\right) \leq \frac{\delta}{17 m a_{k} \sigma} \ln (n) \tag{A.43}
\end{equation*}
$$

and hence, it follows from (3.14) that for $\beta_{n}$ as in (1.25) and $n>N^{\star}$

$$
\begin{equation*}
q_{n}\left(\beta_{n}\right) \leq \frac{\delta}{9 \sigma} \ln (n) \tag{A.44}
\end{equation*}
$$

Let

$$
\mathcal{I}:=\left\{\left[x_{i}, x_{j}\right]: 1 \leq i \leq j \leq n \text { and } j-i+1 \geq n \lambda / 9\right\}
$$

and $\mathfrak{B}:=\left\{B(I)=B(i, j): I=\left[x_{i}, x_{j}\right] \in \mathcal{I}\right\}$ as in (1.18) with $q=q_{n}\left(\beta_{n}\right)$. Define $\|B(I)\|:=\bar{b}-\underline{b}$
with $B(I)=[\underline{b}, \bar{b}]$ and $q_{n}:=q_{n}\left(\beta_{n}\right)$. Furthermore, let $\mathfrak{B}_{\mathrm{nc}}$ be as in (3.6). Define

$$
\begin{equation*}
\epsilon_{n}:=\frac{4 / 9 \delta+4 \sigma \sqrt{2 \ln (9 e / \lambda)}}{\sqrt{\lambda / 9}} \frac{\ln (n)}{\sqrt{n}} \tag{A.45}
\end{equation*}
$$

and

$$
\begin{aligned}
A_{n} & :=\left\{\max _{j}\left|\hat{\tau}_{j}-\tau_{j}\right| \leq 2 \frac{\ln (n)^{2}}{n}\right\} \cap\{K(\hat{g})=K(\boldsymbol{g})\} \\
& \cap\left\{\max _{j} \max _{i}\left|\hat{f}^{i}\right|_{\left[\hat{\tau}_{j}, \hat{\tau}_{j+1}\right)}-\left.f^{i}\right|_{\left[\tau_{j}, \tau_{j+1}\right)} \mid=0\right\} \cap\left\{\max _{i}\left|\hat{\omega}_{i}-\omega_{i}\right|<2 \epsilon_{n}\right\} .
\end{aligned}
$$

First, we show that for all $n>N^{\star}$

$$
\begin{equation*}
\mathbf{P}\left(A_{n} \mid T_{n}(Y, \boldsymbol{g}) \leq q_{n}\left(\alpha_{n}\right)\right)=1 \tag{A.46}
\end{equation*}
$$

Note that conditioned on $\left\{T_{n}(Y, \boldsymbol{g}) \leq q_{n}\left(\alpha_{n}\right)\right\}$ it follows from (1.13) that $\boldsymbol{\omega} \in \mathcal{C}_{1-\alpha_{n}}$ and thus, by (1.23) it follows that ${ }^{2}$

$$
\begin{equation*}
A S B(\hat{\omega}) \geq \delta \tag{A.47}
\end{equation*}
$$

Further, note that conditioned on $\left\{T_{n}(Y, \boldsymbol{g}) \leq q_{n}\left(\alpha_{n}\right)\right\}$ it follows from Theorem 3.2.1 that

$$
\inf _{f \in \mathcal{S}(\mathfrak{Q}))_{\lambda / 3}^{m}} T_{n}(Y, f \hat{\omega}) \leq q_{n}\left(\beta_{n}\right) .
$$

Fix some $f \in \mathcal{S}(\mathfrak{A})_{\lambda / 3}^{m}$ such that

$$
\begin{equation*}
T_{n}(Y, f \hat{\omega}) \leq q_{n}\left(\beta_{n}\right) \tag{A.48}
\end{equation*}
$$

and consider a c.p. of $f$. Let $I_{1}$ and $I_{2}$ be intervals of length $\lambda / 3$ left and right of this c.p. (note that $f$ is constant on $I_{1}$ and $I_{2}$ as it has minimal scale $\lambda / 3$ ). Then it follows from (A.44) that for all $n>N^{\star}$ (see (3.14) and (3.15))

$$
\left\|B\left(I_{1}\right)\right\|+\left\|B\left(I_{2}\right)\right\|=4 \frac{q_{n}\left(\beta_{n}\right)+\sqrt{2 \ln (9 e / \lambda)}}{\sqrt{n \lambda / 9} / \sigma}<\delta .
$$

By (A.47) $f \hat{\omega}$ has minimal jump size $\delta$, in particular, $|f|_{I_{1}}-\left.f\right|_{I_{2}} \mid \geq \delta$. Further, by (A.48) $\left.f \hat{\omega}\right|_{I_{1}} \in B\left(I_{1}\right)$ and $\left.f \hat{\omega}\right|_{I_{2}} \in B\left(I_{2}\right)$. Thus, it follows that $B\left(I_{1}\right)$ and $B\left(I_{2}\right)$ do not intersect and hence, a function $g$ which fulfills $T_{n}(Y, g) \leq q_{n}\left(\beta_{n}\right)$ has at least one jump in a $\lambda / 9$ neighborhood of a jump of $f \hat{\omega}$. In particular, $\hat{f}$ has at least one jump in a $\lambda / 9$ neighborhood of a jump of $f \hat{\omega}$. Moreover, as $\hat{f}$ (and thus also $\hat{g}=\hat{f} \hat{\omega}$ ) is chosen to have minimal number of jumps (see (1.27)), it follows that $\hat{f}$ (and $\hat{g}$ ) has exactly one jump in a $\lambda / 9$ neighborhood of a jump of $f \hat{\omega}$ and no jumps outside of a $\lambda / 9$ neighborhood of a jump of $f \hat{\omega}$. As $f$ (and $f \hat{\omega}$ ) has minimal scale $\lambda / 3$ it follows that $\hat{g}=\hat{f} \hat{\omega}$ has minimal scale $\lambda / 9 .{ }^{3}$

[^7]Now let $d_{n}:=\ln ^{2}(n) / n$ and define the partition $I=I_{1} \cup I_{2} \cup I_{3}$ as follows.

$$
\begin{aligned}
& \mathcal{I}_{1}:=\{I \in \mathcal{I}: I \text { contains more than two c.p.'s of } \boldsymbol{g}\}, \\
& \mathcal{I}_{2}:=\left\{I \in \mathcal{I}:\left.\boldsymbol{g}\right|_{I}=\boldsymbol{g}_{1}^{I} \mathbb{1}_{I_{1}}+\boldsymbol{g}_{2}^{I} \mathbb{1}_{I_{2}}+\boldsymbol{g}_{3}^{I} \mathbb{1}_{I_{3}}, \text { with }\left|I_{1}\right| \geq\left|I_{2}\right| \geq\left|I_{3}\right|,\right. \\
& \left.\left|I_{2}\right| \leq d_{n}, \text { and } \boldsymbol{g}_{1}^{I}, \boldsymbol{g}_{2}^{I}, \boldsymbol{g}_{3}^{I} \in \operatorname{imag}(\boldsymbol{g}) \text { pairwise different }\right\} \\
& \mathcal{I}_{3}:=\left\{I \in I:\left.\boldsymbol{g}\right|_{I}=\boldsymbol{g}_{1}^{I} \mathbb{1}_{I_{1}}+\boldsymbol{g}_{2}^{I} \mathbb{1}_{I_{2}}+\boldsymbol{g}_{3}^{I} \mathbb{1}_{I_{3}}, \text { with }\left|I_{1}\right| \geq\left|I_{2}\right| \geq\left|I_{3}\right|,\right. \\
& \left.\left|I_{2}\right|>d_{n}, \text { and } \boldsymbol{g}_{1}^{I}, \boldsymbol{g}_{2}^{I}, \boldsymbol{g}_{3}^{I} \in \operatorname{imag}(\boldsymbol{g}) \text { pairwise different }\right\} .
\end{aligned}
$$

$I_{2}$ contains all intervals of minimal scale $\lambda / 9$ which are dominated by a single constant segment of $\boldsymbol{g} . \mathcal{I}_{1}$ contains all intervals where $\boldsymbol{g}$ has at least two constant segments each of minimal scale $\lambda . I_{3}$ contains intervals, where $g$ has at least two (sufficiently long) constant segments, with one of them having at least length $\lambda / 9-2 d_{n}$ and the other one having at least length $d_{n}$.

Define

$$
\begin{aligned}
& E_{1}:=\bigcap_{I \in \mathcal{I}_{1} \cup I_{3}}\left\{B(I) \in \mathfrak{B}_{\mathrm{nc}}\right\}, \\
& E_{2}:=\bigcap_{I \in I_{2}}\left\{B(I) \subset\left[\boldsymbol{g}_{1}^{I}-\epsilon_{n}, \boldsymbol{g}_{1}^{I}+\epsilon_{n}\right]\right\}, \\
& E_{3}:=\{K(\hat{g})=K(\boldsymbol{g})\} \cap\left\{\max _{j}\left|\hat{\tau}_{j}-\tau_{j}\right| \leq 2 d_{n}\right\} \cap\left\{\max _{j}\left|\hat{g}\left(\hat{\tau}_{j}\right)-\boldsymbol{g}\left(\tau_{j}\right)\right|<2 \epsilon_{n}\right\} .
\end{aligned}
$$

First, we show that

$$
\begin{equation*}
E_{1} \cap E_{2} \subset E_{3} \tag{A.49}
\end{equation*}
$$

To this end, consider Figure A.1. If $B(I) \in \mathfrak{B}_{\mathrm{nc}}$, then $\hat{g}$ is not constant on $I$. Therefore, it follows from $E_{1}$ and the fact that $\hat{g}$ has minimal scale $\lambda / 9$ that $\hat{g}$ is constant only on intervals $I \in I_{2}$. Conversely, if $\hat{g}$ is constant on $I \in I_{2}$ then $\left.\hat{g}\right|_{I} \in B(I)$ (see orange bars in Figure A.1) as $T_{n}(Y, \hat{g}) \leq q_{n}\left(\beta_{n}\right)$. Now, consider a c.p. of $\hat{g}$. Let $I, I^{\prime} \in I_{2}$ be the constant parts of $\hat{g}$ left and right of this c.p. and $I_{1}, I_{1}^{\prime}$ be those sub-intervals which contain the largest constant piece of $\boldsymbol{g}$ (see green lines in Figure A.1), with $\left.\boldsymbol{g}\right|_{I_{1}} \equiv \boldsymbol{g}_{1}^{I}$ and $\left.\boldsymbol{g}\right|_{I_{1}^{\prime}} \equiv \boldsymbol{g}_{1}^{I^{\prime}}$. As $\epsilon_{n}<\delta / 4$ for all $n>N^{\star}$ (see (3.15)) and $\hat{g}$ has minimal jump size $\delta, E_{2}$ implies that $\left[\boldsymbol{g}_{1}^{I}-\epsilon_{n}, \boldsymbol{g}_{1}^{I}+\epsilon_{n}\right] \cap\left[\boldsymbol{g}_{1}^{I^{\prime}}-\epsilon_{n}, \boldsymbol{g}_{1}^{I^{\prime}}+\epsilon_{n}\right]=\emptyset$ and thus, $\left|\boldsymbol{g}_{1}^{I}-\boldsymbol{g}_{1}^{I^{\prime}}\right|>0$ (see the vertical distance between the left and the right green line in Figure A.1). Consequently, $\boldsymbol{g}$ has at least one jump in a $2 d_{n}$-neighborhood of a jump of $\hat{g}$. Conversely, as $2 d_{n}<\lambda$ for all $n>N^{\star}$ (see (3.15)) $\boldsymbol{g}$ has at most one jump in a $2 d_{n}$-neighborhood of a jump of $\hat{g}$. Consequently, (A.49) follows.

For all $n>N^{\star}$ (see (3.15)) $2 \epsilon_{n}<\delta /\left(2 m a_{k}\right)$. Thus, if $\hat{f}$ was separable and thus, $(\hat{\omega}, \hat{f}) \delta$ separable as in Definition 2.2.1, Theorem 2.2.3 implies

$$
\begin{equation*}
E_{3} \subset A_{n} \tag{A.50}
\end{equation*}
$$

$\hat{f}$ is not separable, in general. However, by Theorem 3.2.1, it follows that there exists a separable $f \in \mathcal{H}\left(\beta_{n}\right)$ as in (1.29) with minimal scale $\lambda / 3>\lambda / 9$. As we have not used the particular


Figure A.1: The key argument underlying $E_{1} \cap E_{2} \subset E_{3}$.
choice of $\hat{f}$ in (1.28) it follows that $E_{3} \subset\left\{\max _{i}\left|\hat{\omega}_{i}-\omega_{i}\right|<2 \epsilon_{n}\right\}$. Moreover, it follows from the proof of Theorem 2.2.3 that for the second assertion of the theorem (if the first assertion holds) separability is not needed. Thus (A.50) follows for the SLAM estimates $\hat{\omega}$ and $\hat{f}$.
(A.49) and (A.50) imply that for all $n>N^{\star}$

$$
\mathbf{P}\left(A_{n} \mid T_{n}(Y, \boldsymbol{g}) \leq q_{n}\left(\alpha_{n}\right)\right) \geq \mathbf{P}\left(E_{1} \cap E_{2} \mid T_{n}(Y, \boldsymbol{g}) \leq q_{n}\left(\alpha_{n}\right)\right) .
$$

First, consider $E_{1}$ conditioned on $\left\{T_{n}(Y, \boldsymbol{g}) \leq q_{n}\left(\alpha_{n}\right)\right\}$. Every interval $I \in I_{1}$ includes a subinterval $I^{\prime}$, which is the union of two constant pieces of $\boldsymbol{g}$. As $2 d_{n}<\lambda$ for all $n>N^{\star}$ (see (3.15)), $I^{\prime} \in \mathcal{I}_{3}$ and $E_{1} \supseteq \bigcap_{I \in I_{3}}\left\{B(I) \in \mathfrak{B}_{\text {nc }}\right\}$. Moreover, for $I \in \mathcal{I}_{3}$ with $I=I_{1} \cup I_{2} \cup I_{3}$ as in the definition of $\mathcal{I}_{3}$, conditioned on $\left\{T_{n}(Y, \boldsymbol{g}) \leq q_{n}\left(\alpha_{n}\right)\right\}$ (recall that $\left.q_{n}\left(\alpha_{n}\right)<q_{n}\left(\beta_{n}\right)\right)$ it follows that $\left.\boldsymbol{g}\right|_{I_{1}} \in B\left(I_{1}\right)$ and $\left.\boldsymbol{g}\right|_{I_{2}} \in B\left(I_{2}\right)$ with $|\boldsymbol{g}|_{I_{1}}-\left.\boldsymbol{g}\right|_{I_{2}} \mid \geq \delta$. Thus, if $\delta>\left\|B\left(I_{1}\right)\right\|+\left\|B\left(I_{2}\right)\right\|$ it follows that $B\left(I_{1}\right) \cap B\left(I_{2}\right)=\emptyset$ and hence, $I \in \mathfrak{B}_{\mathrm{nc}}$. In particular,

$$
E_{1} \supseteq \bigcap_{I \in I_{3}}\left\{\delta>\left\|B\left(I_{1}\right)\right\|+\left\|B\left(I_{2}\right)\right\|\right\} .
$$

By the definition of $I_{3}$ it follows that $\left|I_{1}\right| \geq \lambda / 9-d_{n}>d_{n}$ for all $n>N^{\star}$ (see(3.15)) and $\left|I_{2}\right|>d_{n}$. Hence, (1.18) implies

$$
\left\|B\left(I_{1}\right)\right\|+\left\|B\left(I_{2}\right)\right\| \leq 4\left(\frac{q_{n}+\sqrt{2 \ln \left(e / d_{n}\right)}}{\sqrt{n d_{n}} / \sigma}\right)=\frac{4 \sigma\left(q_{n}+\sqrt{2 \ln \left(e / d_{n}\right)}\right)}{\ln (n)} .
$$

In summary, we obtain conditioned on $\left\{T_{n}(Y, \boldsymbol{g}) \leq q_{n}\left(\alpha_{n}\right)\right\}$ for all $n>N^{\star}$

$$
\begin{align*}
E_{1} & \supseteq\left\{\delta>\frac{4 \sigma\left(q_{n}+\sqrt{2 \ln \left(e / d_{n}\right)}\right)}{\ln (n)}\right\}  \tag{A.51}\\
& =\left\{q_{n}<\frac{\delta \ln (n)}{4 \sigma}-\sqrt{2 \ln \left(e / d_{n}\right)}\right\} \supseteq\left\{q_{n} \leq \frac{\delta}{8 \sigma} \ln (n)\right\},
\end{align*}
$$

where the second inclusion results from (3.14). In particular, (A.51) and (A.44) yield that $\mathbf{P}\left(E_{1} \mid T_{n}(Y, \boldsymbol{g}) \leq q_{n}\left(\alpha_{n}\right)\right)=1$ for all $n>N^{\star}$.

Second, consider $E_{2}$ conditioned on $\left\{T_{n}(Y, \boldsymbol{g}) \leq q_{n}\left(\alpha_{n}\right)\right\}$. By (A.44), (A.45), and (3.13) it holds for all $I=\left[x_{i}, x_{j}\right] \in I$ that

$$
\|B(I)\|=2 \sigma \frac{q_{n}+\sqrt{2 \ln \left(\frac{e n}{j-i+1}\right)}}{\sqrt{j-i+1}} \leq 2 \sigma \frac{\frac{\delta}{9 \sigma} \ln (n)+\sqrt{2 \ln \left(\frac{9 e}{\lambda}\right)}}{\sqrt{n \lambda / 9}} \leq \epsilon_{n} / 2
$$

and as $\overline{\boldsymbol{g}}_{I}:=\sum_{l \in I} \boldsymbol{g}\left(x_{l}\right) /(n|I|) \in B(I)$,

$$
E_{2} \supseteq \bigcap_{I \in I_{2}}\left\{\left|\overline{\boldsymbol{g}}_{I}-\boldsymbol{g}_{1}^{I}\right| \leq \epsilon_{n}-\|B(I)\|\right\} \supseteq \bigcap_{I \in I_{2}}\left\{\left|\overline{\boldsymbol{g}}_{I}-\boldsymbol{g}_{1}^{I}\right| \leq \epsilon_{n} / 2\right\} .
$$

Moreover, for $I \in I_{2}$

$$
\begin{equation*}
\left|\overline{\boldsymbol{g}}_{I}-\boldsymbol{g}_{1}^{I}\right|=\left|\left(\boldsymbol{g}_{2}^{I}-\boldsymbol{g}_{1}^{I}\right) \frac{\left|I_{2}\right|}{|I|}+\left(\boldsymbol{g}_{3}^{I}-\boldsymbol{g}_{1}^{I}\right) \frac{\left|I_{3}\right|}{|I| \mid}\right| \leq \frac{\left|I_{2}\right|+\left|I_{3}\right|}{|I|} a_{k} \leq \frac{2 d_{n}}{\lambda / 9} a_{k} \tag{A.52}
\end{equation*}
$$

Summarizing, conditioned on $\left\{T_{n}(Y, \boldsymbol{g}) \leq q_{n}\left(\alpha_{n}\right)\right\}$

$$
\begin{equation*}
E_{2} \supseteq\left\{\frac{2 d_{n}}{\lambda / 9} a_{k} \leq \epsilon_{n} / 2\right\}=\left\{\frac{\sqrt{\lambda n}}{\ln (n)} \geq \frac{36 a_{k}}{4 / 3 \delta+12 \sigma \sqrt{2 \ln (9 e / \lambda)}}\right\} \tag{A.53}
\end{equation*}
$$

(3.15) implies that the right hand side of (A.53) holds for all $n \geq N^{\star}$ and, in particular, that $\mathbf{P}\left(E_{2} \mid T_{n}(Y, \boldsymbol{g}) \leq q_{n}\left(\alpha_{n}\right)\right)=1$ for all $n \geq N^{\star}$. Together with (A.51), this gives that $\mathbf{P}\left(E_{1} \cap\right.$ $\left.E_{2} \mid T_{n}(Y, \boldsymbol{g}) \leq q_{n}\left(\alpha_{n}\right)\right)=1$ for all $n>N^{\star}$. This shows (A.46) and thus,

$$
\mathbf{P}\left(A_{n}\right) \geq \mathbf{P}\left(A_{n} \mid T_{n}(Y, \boldsymbol{g}) \leq q_{n}\left(\alpha_{n}\right)\right) \mathbf{P}\left(T_{n}(Y, \boldsymbol{g}) \leq q_{n}\left(\alpha_{n}\right)\right)=\mathbf{P}\left(T_{n}(Y, \boldsymbol{g}) \leq q_{n}\left(\alpha_{n}\right)\right) \geq 1-\alpha_{n}
$$

Finally, remember that the identifiability condition $A S B(\boldsymbol{\omega}) \geq \delta>0$ implies that $\boldsymbol{g}$ jumps if and only if $\boldsymbol{f}$ jumps. Hence, when $\boldsymbol{f}^{i}$ and $\hat{f}^{i}$ take the same function values on constant pieces, results about c.p.'s of $\boldsymbol{g}$ directly translate to results about c.p.'s of $f^{1}, \ldots, f^{m}$.

Proof of Theorem 3.3.1. It follows from the proof of Theorem 3.4.2 that conditioned on $\left\{T_{n}(Y, \boldsymbol{g}) \leq\right.$ $\left.q_{n}\left(\alpha_{n}\right)\right\}$ for all $n \geq N^{\star}$ as in (3.14) and (3.15)

$$
\begin{equation*}
\max _{e \in \operatorname{imag}(f)}|e \boldsymbol{\omega}-e \hat{\omega}| \leq c_{2} \frac{\ln (n)}{\sqrt{n}} \quad \text { and } \quad K\left(\hat{\omega}^{\top} \boldsymbol{f}\right)=K(\hat{g}) \tag{A.54}
\end{equation*}
$$

Let $B(i, j)=\left[\underline{b}_{i j}, \bar{b}_{i j}\right]$ be as in (1.18) with $q=q_{n}(\beta)$ as in (1.19) and

$$
\tilde{B}(i, j):=\left[\underline{b}_{i j}-c_{2} \frac{\ln (n)}{\sqrt{n}}, \bar{b}_{i j}+c_{2} \frac{\ln (n)}{\sqrt{n}}\right] .
$$

Then, it follows from (A.54) that

$$
\begin{aligned}
\mathbf{P}\left(\boldsymbol{f}=\left(\boldsymbol{f}^{1}, \ldots, \boldsymbol{f}^{\boldsymbol{m}}\right)^{\top} \in \tilde{\mathcal{H}}(\beta)\right) & =\mathbf{P}\left(\bigcap_{\substack{1 \leq i \leq j \leq n \\
(\boldsymbol{f} \hat{\omega})\left[[i, j]=(\boldsymbol{f} \hat{\omega})_{i j}\right.}}(\boldsymbol{f} \hat{\omega})_{i j} \in \tilde{B}(i, j) \text { and } K(\boldsymbol{f} \hat{\omega})=K(\hat{g})\right) \\
& \geq \mathbf{P}\left(\bigcap_{\substack{1 \leq i \leq j \leq n \\
\boldsymbol{g}[i j]] \\
\boldsymbol{g}_{i j}}} \boldsymbol{g}_{i j} \in B(i, j) \text { and } T_{n}(Y, \boldsymbol{g}) \leq q_{n}\left(\alpha_{n}\right)\right) \\
& =\mathbf{P}\left(T_{n}(Y, \boldsymbol{g}) \leq \min \left(q_{n}(\beta), q_{n}\left(\alpha_{n}\right)\right)\right) .
\end{aligned}
$$

Finally, the assertion follows from $\lim _{n \rightarrow \infty} \min \left(q_{n}(\beta), q_{n}\left(\alpha_{n}\right)\right)=q_{n}(\beta)$ for every fixed $\beta \in(0,1)$.

## A.2.1 Proofs of Section 3.6

For the proof of Theorem 3.6 .6 we require the following auxiliary result, which is a direct consequence of Theorem 2.2.5.

Corollary A.2.2. If $g, \tilde{g} \in \mathcal{M}^{\delta, \lambda}$ and $\mathfrak{m}(g) \neq \mathfrak{m}(\tilde{g})$, then there exists an interval I with $|I|>\lambda / 2$ such that $g$ and $\tilde{g}$ are both constant on I and $|g(x)-\tilde{g}(x)|>\delta^{3 / 2} /\left(\sqrt{3} a_{k}\right)$ for $x \in I$.

Proof of Theorem 3.6.6. With the notation $\Omega_{0}^{\delta}:=\mathcal{M}_{0}^{\delta}:=\emptyset$ (3.20) implies

$$
\begin{aligned}
\{\hat{m}(q)<\boldsymbol{m}\} \cap\left\{T_{n}(Y, \boldsymbol{g}) \leq q\right\} & =\bigcup_{\tilde{m}<\boldsymbol{m}} \bigcup_{\omega \in \Omega_{\tilde{m}}^{\delta}}\left\{\omega \in C_{q}^{\tilde{m}}\right\} \cap\left\{T_{n}(Y, \boldsymbol{g}) \leq q\right\} \\
& \subset\left\{\inf _{g \in \bigcup_{\tilde{m}<m} \mathcal{M}_{\tilde{m}}^{\delta, \lambda / 3}} T_{n}(Y, g) \leq c_{3} q+c_{4}\right\}
\end{aligned}
$$

and together with (3.23) this gives

$$
\begin{equation*}
\{\hat{m}(q) \neq \boldsymbol{m}\} \subset\left\{T_{n}(Y, \boldsymbol{g})>q\right\} \cup\left\{\inf _{g \in \cup_{\tilde{m}<m} \mathcal{M}_{\tilde{m}}^{\delta, \lambda / 3}} T_{n}(Y, g) \leq c_{3} q+c_{4}\right\} \tag{A.55}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\mathbf{P}(\hat{m}(q) \neq \boldsymbol{m}) \leq \alpha_{n}(q)+\mathbf{P}\left(\inf _{g \in \bigcup_{\tilde{m}<m} \mathcal{M}_{\tilde{m}}^{\delta, \lambda / 3}} T_{n}(Y, g) \leq c_{3} q+c_{4}\right) . \tag{A.56}
\end{equation*}
$$

Thus, it remains to show that the second probability on the r.h.s. of (A.56) is bounded from above by $\beta_{n}(q)$. Let $\tilde{I}_{1}:=\left[x_{1}, x_{n \lambda / 12}\right)$ and $\tilde{I}_{i}:=\left[x_{(i-1) n \lambda / 12}, x_{i n \lambda / 12}\right)$ for $i=2, \ldots,\lfloor 12 / \lambda\rfloor$ and

$$
I:=\left\{\tilde{I}_{i}: \quad g \text { is constant on } \tilde{I}_{i} \text { for } i=1, \ldots,\lfloor 12 / \lambda\rfloor\right\}:=\left\{I_{1}, \ldots, I_{r}\right\}
$$

with $r \leq 12 / \lambda$, and let $\mathfrak{g}_{i}:=\boldsymbol{g}(x)$ for $x \in I_{i}$. Note that for $\boldsymbol{g}, g \in \mathcal{M}^{\delta, \lambda / 3}$, by Corollary A.2.2, there exists an interval $I \subset[0,1)$ with $|I|=\lambda / 6$ such that $g$ and $g$ are both constant on $I$ with
$|g(x)-\boldsymbol{g}(x)| \geq \delta^{3 / 2} /\left(\sqrt{3} a_{k}\right)$ for $x \in I$ and for each such $I$ there exists an $i \in\{1, \ldots, 12 / \lambda\}$ such that $\tilde{I}_{i} \subset I$. Hence, with the events

$$
A_{i}:=\left\{\exists c_{i} \notin\left[g_{i} \pm \frac{\delta^{3 / 2}}{\sqrt{3} a_{k}}\right]:\left|\sqrt{n\left|I_{i}\right|} \bar{Y}_{I_{i}}-\sqrt{n\left|I_{i}\right|} c_{i}\right| \leq \sigma\left(q+\operatorname{pen}\left(n\left|I_{i}\right|\right)\right)\right\}
$$

it follows from the definition of the multiscale statistic $T_{n}(Y, g)$ in (1.16) that

$$
\mathbf{P}\left(\inf _{g \in \cup_{\bar{m}<m} \mathcal{M}_{\tilde{m}}^{\delta, \pi}} T_{n}(Y, g) \leq q\right) \leq \mathbf{P}\left(\bigcup_{i=1}^{r} A_{i}\right) .
$$

Let

$$
\begin{equation*}
X_{i}:=\frac{1}{\sigma \sqrt{n\left|I_{i}\right|}} \sum_{x_{j} \in I_{i}} \epsilon_{j} \sim \mathcal{N}(0,1), \tag{A.57}
\end{equation*}
$$

then for

$$
d=d\left(\lambda, \delta, a_{k}, \sigma\right):=\frac{\sqrt{\lambda / 12 n} \delta^{3 / 2}}{\sqrt{3} a_{k} \sigma}
$$

it holds that

$$
\begin{aligned}
\mathbf{P}\left(A_{i}\right) & =\mathbf{P}\left(\exists c_{i} \notin[ \pm d]:\left|X_{i}-c_{i}\right| \leq q+\sqrt{2 \ln (12 e / \lambda)}\right) \\
& \leq \mathbf{P}\left(\exists c_{i} \notin[ \pm d]:\left|X_{i}-c_{i}\right| \leq q+\sqrt{2 \ln (12 e / \lambda)} \bigcap X_{i} \in[-d, 0]\right) \\
& +\mathbf{P}\left(\exists c_{i} \notin[ \pm d]:\left|X_{i}-c_{i}\right| \leq q+\sqrt{2 \ln (12 e / \lambda)} \bigcap X_{i} \in(0, d]\right)+\mathbf{P}\left(\left|X_{i}\right| \geq d\right) .
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
& \mathbf{P}\left(\exists c_{i} \notin[ \pm d]:\left|X_{i}-c_{i}\right| \leq q+\sqrt{2 \ln (12 e / \lambda)} \bigcap X_{i} \in[-d, 0]\right) \\
= & \mathbf{P}\left(X_{i}+d \leq q+\sqrt{2 \ln (12 e / \lambda)} \bigcap X_{i} \in[-d, 0]\right) \\
= & \mathbf{P}\left(-X_{i} \geq d-(q+\sqrt{2 \ln (12 e / \lambda)}) \bigcap X_{i} \in[-d, 0]\right) \\
= & \mathbf{P}\left(\left|X_{i}\right| \geq d-(q+\sqrt{2 \ln (12 e / \lambda)}) \bigcap X_{i} \in[-d, 0]\right)
\end{aligned}
$$

and analogously

$$
\begin{aligned}
& \mathbf{P}\left(\exists c \notin[ \pm d]:\left|X_{i}-c\right| \leq q+\sqrt{2 \ln (12 e / \lambda)} \bigcap X_{i} \in(0, d]\right) \\
= & \mathbf{P}\left(\left|X_{i}\right| \geq d-(q+\sqrt{2 \ln (12 e / \lambda)}) \bigcap X_{i} \in(0, d]\right) .
\end{aligned}
$$

It follows from the above equations and the subgaussian tail estimate, see e.g., (Wainwright, 2017, equation (2.9)), that

$$
\begin{aligned}
\mathbf{P}\left(A_{i}\right) & \leq \mathbf{P}\left(\left|X_{i}\right| \geq d-(q+\sqrt{2 \ln (12 e / \lambda)}) \bigcap\left|X_{i}\right| \leq d\right)+\mathbf{P}\left(\left|X_{i}\right| \geq d\right) \\
& \leq 2 \mathbf{P}\left(\left|X_{i}\right| \geq d-(q+\sqrt{2 \ln (12 e / \lambda)})\right) \leq 4 \exp \left(-\gamma_{n}(q) n\right)
\end{aligned}
$$

with $\gamma_{n}(q):=\left(\frac{\sqrt{\lambda / 12 \delta^{3} / 2}}{\sqrt{6} a_{k} \sigma}-\frac{q+\sqrt{2 \ln (12 e / \lambda)}}{\sqrt{2 n}}\right)_{+}^{2}$. As the intervals $I_{1}, \ldots, I_{r}$ are disjoint and $r \leq 12 / \lambda$,
it follows that

$$
\begin{equation*}
\mathbf{P}\left(\inf _{g \in \bigcup_{\tilde{m}<m} \mathcal{M}_{\tilde{m}}^{\delta, \lambda}} T_{n}(Y, g) \leq q\right) \leq 1-\left(1-4 \exp \left(-\gamma_{n}(q) n\right)\right)^{12 / \lambda} \tag{A.58}
\end{equation*}
$$

Replacing $q$ in (A.58) by $c_{3} q+c_{4}$ yields

$$
\mathbf{P}\left(\inf _{g \in \cup_{\tilde{m}<m} \mathcal{M}_{\tilde{m}}^{\delta, \lambda}} T_{n}(Y, \tilde{g}) \leq q^{\prime}\right) \leq \beta_{n}(q)
$$

and finishes the proof.

Proof of Theorem 3.6.7. It follows from Theorem 2.3.10 that $\boldsymbol{m} \leq \sqrt{1 / \delta}$ and hence, $c_{3} / \sqrt{2} \leq$ $\sqrt{8} a_{k} / \sqrt{3 \delta}$. Thus, $\beta_{n}(q) \searrow 0$ as $n \nearrow \infty$ and $\lim \sup q_{n} / \sqrt{n} \leq \sqrt{\lambda} \delta^{2} /\left(24 \sqrt{2} a_{k}^{2} \sigma\right)$ for $n \rightarrow \infty$. Moreover, as the statistic $T_{n}:=T_{n}(\epsilon, 0) \geq T_{n}(Y, \boldsymbol{g})$ is known to converge to a certain functional of the Brownian motion $T_{n} \stackrel{\mathcal{D}}{\Rightarrow} L(\mathbb{B})<\infty$ a.s. (see (Dümbgen and Spokoiny, 2001)) it follows that $\alpha_{n}(q) \searrow 0$ for $q \nearrow \infty$. Hence, Theorem 3.6.6 directly yields Theorem 3.6.7.

Proof of Theorem 3.6.9. It follows from Theorem 2.3.10 that $\boldsymbol{m} \leq \sqrt{1 / \delta}$ and hence, for $q_{n}$ as in Definition 3.6.8

$$
q_{n}=c \sqrt{n}=\frac{\sqrt{\lambda} \delta^{2}}{24 \sqrt{2} a_{k}^{2} \sigma} \sqrt{n} \leq \frac{\sqrt{\lambda} \delta^{3 / 2}}{24 \sqrt{2} a_{k}^{2} m \sigma} \sqrt{n}
$$

Further, note that for $q=q_{n}$ the exponential term in the definition of $\beta_{n}(q)$ in Theorem 3.6.6 gets smaller than 1 for $n$ large enough. Thus, we can apply binomial inequality to obtain that for $q=q_{n}$ and $n$ large enough

$$
\begin{aligned}
1-\beta_{n}\left(q_{n}\right) & \geq 1-\frac{48}{\lambda} \exp \left(-\left(\frac{\sqrt{\lambda} \delta^{3 / 2}}{\sqrt{72} a_{k} \sigma} \sqrt{n}-2 m a_{k} q_{n}-3 m a_{k} \sqrt{\ln (12 / \lambda)}\right)^{2}\right) \\
& \geq 1-4\left(\frac{12}{\lambda}\right)^{10 m^{2} a_{k}^{2}} \exp \left(-\frac{\lambda \delta^{3}}{288 a_{k}^{2} \sigma^{2}} n\right) \geq 1-4\left(\frac{12}{\lambda}\right)^{10 m^{2} a_{k}^{2}} \exp \left(-4 c^{2} n\right)
\end{aligned}
$$

and with the deviation inequality (Sieling, 2013, Theorem 37) it follows for $\alpha_{n}(q)$ as in Theorem 3.6.6 that $\alpha_{n}\left(q_{n}\right) \leq \exp \left(-c^{2} n / 8\right)$. Thus, Theorem 3.6.6 yields

$$
\mathbf{P}\left(\hat{m}\left(q_{n}\right)=\boldsymbol{m}\right) \geq 1-\exp \left(-c^{2} n / 8\right)+O\left(\exp \left(-4 c^{2} n\right)\right)
$$

## A. 3 Proofs of Chapter 4

Proof of Theorem 4.1.1. The proof of Theorem 4.1.1 is divided into two steps, corresponding to the two different estimation errors of $\hat{\Pi}$ and $\hat{\omega}$, respectively. We start with the first term on the r.h.s. of the assertion which corresponds to the estimation error of $\hat{\omega}$. The idea is to construct a hyperrectangle of maximal size which is a subset of $\mathcal{N}^{\delta, \Lambda}$ and then apply results
of Donoho et al. (1990) (for fixed selection matrix $\Pi$ ). In the following, $\omega^{\star}$ will denote the center of this hyperrectangle and the matrix $E$ will denote the perturbation (of maximal size) around $\omega^{\star}$. To this end, let $\omega^{\star} \in \Omega_{m, M}$ be such that $A S B\left(\omega^{\star}\right)=0.2 \Delta \mathfrak{H}_{\min } \sqrt{M / m}, W S B\left(\omega^{\star}\right) \geq$ $0.2 \Delta \mathfrak{U}_{\min } \sqrt{M / m}$, and $\omega_{m j}^{\star} \geq 0.4 \Delta \mathfrak{A}_{\min } /\left(1+m a_{k}\right)$ for $j=1, \ldots, M$ (existence follows from Lemma A.1.4 and A.1.5). For $\epsilon \in(0,1)^{(m-1) \times M}$ define

$$
\omega^{\epsilon}:=\omega^{\star}+\left(\begin{array}{ccc}
\epsilon_{11} & \ldots & \epsilon_{1 M}  \tag{A.59}\\
& \vdots & \\
\epsilon_{(m-1) 1} & \ldots & \epsilon_{(m-1) M} \\
-\sum_{i=1}^{m-1} \epsilon_{i 1} & \ldots & -\sum_{i=1}^{m-1} \epsilon_{i M}
\end{array}\right)=\omega^{\star}+E .
$$

Let $\bar{\epsilon}:=\max _{i j}\left|\epsilon_{i j}\right|$. If

$$
\begin{equation*}
\frac{0.4 \Delta \mathfrak{A}_{\min }}{1+m a_{k}} \geq \bar{\epsilon}(m-1) \tag{A.60}
\end{equation*}
$$

then all entries of $\omega^{\epsilon}$ are non-negative and $\omega^{\epsilon} \in \Omega_{m, M}$. For $\omega^{\epsilon}$ to be an element of $\Omega_{m, M}^{\delta}$ we further need that $\operatorname{WSB} B\left(\omega^{\epsilon}\right), A S B\left(\omega^{\epsilon}\right) \geq \delta$. To this end, note that

$$
\begin{aligned}
\left\|\omega_{i \cdot}^{\epsilon}\right\|-\left\|\omega_{i-1}^{\epsilon} \cdot\right\| & =\left\|\omega_{i \cdot}^{\star}+E_{i \cdot}\right\|-\left\|\omega_{i-1}^{\star}+E_{i-1} \cdot\right\| \geq\left\|\omega_{i \cdot}^{\star} \cdot\right\|-\left\|\omega_{i-1}^{\star} \cdot\right\|-\left\|E_{i \cdot}\right\|-\left\|E_{i-1} \cdot\right\| \\
& \geq \frac{2}{1+m a_{k}} 0.2 \Delta \mathfrak{A}_{\min } \sqrt{M / m}-m \sqrt{M} \bar{\epsilon}
\end{aligned}
$$

and thus

$$
\begin{equation*}
W S B\left(\omega^{\epsilon}\right) \geq 0.2 \Delta \mathfrak{A}_{\min } \sqrt{M / m}-\frac{1+m a_{k}}{2} m \sqrt{M} \bar{\epsilon} \tag{A.61}
\end{equation*}
$$

Further, note that for $e \in \Delta \mathfrak{H}^{m}$ and $E$ as in (A.59)

$$
\|e E\|^{2}=\sum_{j=1}^{M}\left(\sum_{i=1}^{m-1}\left(e_{i}-e_{m}\right) \epsilon_{i j}\right)^{2} \leq M\left((m-1) 2 a_{k} \bar{\epsilon}\right)^{2}
$$

and thus,

$$
\begin{align*}
A S B\left(\omega^{\epsilon}\right) & =\min _{e \in \Delta \mathfrak{Z} \mathfrak{I}^{m}}\left\|e\left(\omega^{\star}+E\right)\right\| \geq \min _{e \in \Delta \mathfrak{A}}\left\|e \omega^{\star}\right\|-\|e E\|  \tag{A.62}\\
& =A S B\left(\omega^{\star}\right)-\|e E\| \geq 0.2 \Delta \mathfrak{A}_{\min } \sqrt{M / m}-2(m-1) a_{k} \bar{\epsilon} \sqrt{M}
\end{align*}
$$

Summing up, (A.61) and (A.62) yield that $\omega^{\epsilon} \in \Omega_{m, M}^{\delta}$ if

$$
\begin{equation*}
\delta \leq 0.2 \Delta \mathfrak{A}_{\min } \sqrt{M / m}-m^{2} a_{k} \sqrt{M} \bar{\epsilon} \tag{A.63}
\end{equation*}
$$

and (A.60) holds. As $\delta \leq \Delta \mathfrak{H}_{\min } \sqrt{M / m}(45 \sqrt{2})^{-1}$, (A.63) and (A.60) hold for all $\epsilon \in \mathbb{R}_{+}^{(m-1) \times M}$ with

$$
\begin{equation*}
\bar{\epsilon} \leq \frac{\Delta \mathfrak{A}_{\min }}{6 m^{5 / 2} a_{k}}=: \epsilon^{\star} \tag{A.64}
\end{equation*}
$$

Now let $\Pi^{\star}$ be the selection matrix such that

$$
\Pi^{\star} A=\left(\begin{array}{lllllll}
e^{1} & e^{2} & \ldots & e^{m} & e^{1} & e^{2} & \ldots
\end{array}\right)^{\top}
$$

where $e^{r} \in \mathbb{R}^{m}$ is the $r$-th unit vector in $\mathbb{R}^{m}$. Then, as $\Lambda \leq n / m$,

$$
\Theta:=\left\{\Pi^{\star} A \omega^{\epsilon}: \epsilon \in\left[0, \epsilon^{\star}\right]^{m-1 \times M}\right\} \subset \mathcal{N}^{\delta, \Lambda}
$$

and for $\Pi^{\star} A \omega^{\epsilon} \in \Theta$ one observes in (4.1)

$$
Y_{1}, \ldots, Y_{n / m} \stackrel{i . i . d .}{\sim} N\left(\omega^{\epsilon}, \sigma^{2} I_{M m \times M m}\right) .
$$

Define

$$
\tilde{\Theta}:=\left\{\omega^{\epsilon}: \epsilon \in\left[0, \epsilon^{\star}\right]^{m-1 \times M}\right\} .
$$

$\tilde{\Theta}$ is almost an hyperractangle. To make it a proper hyperractangle, we have to remove the last column of the matrices in $\Theta$, namely

$$
\tilde{\Theta}^{\prime}:=\left\{\left(\omega_{i j}^{\epsilon}\right)_{\substack{1 \leq i \leq m-1 \\ 1 \leq j \leq M}}: \epsilon \in\left[0, \epsilon^{\star}\right]^{m-1 \times M}\right\} .
$$

Note that

$$
\inf _{\hat{\theta}} \sup _{\theta \in \tilde{\Theta}} E_{\theta}\left(\|\hat{\theta}-\theta\|_{2}^{2}\right) \geq \inf _{\hat{\theta}} \sup _{\theta \in \tilde{\Theta}^{\prime}} E_{\theta}\left(\|\hat{\theta}-\theta\|_{2}^{2}\right)
$$

Then it follows from (Donoho et al., 1990, (2.1), (3.4) and Proposition 3) that

$$
\begin{aligned}
\inf _{\hat{\theta}} \sup _{\Pi A \omega \in \mathcal{N}^{\delta, \Lambda}} \mathrm{E}_{\boldsymbol{\Pi} A \omega}\left(\|\hat{\theta}-\Pi A \omega\|^{2}\right) & \geq \inf _{\hat{\theta}} \sup _{\Pi A \omega \in \Theta} \mathrm{E}_{\Pi A \omega}\left(\|\hat{\theta}-\Pi A \boldsymbol{\omega}\|^{2}\right) \\
& =\frac{n}{m} \inf _{\hat{\theta}} \sup _{\omega \in \tilde{\Theta}} \mathrm{E}_{\boldsymbol{\omega}}\left(\|\hat{\theta}-\boldsymbol{\omega}\|^{2}\right) \\
& \geq \frac{n}{m} \inf _{\hat{\theta}} \sup _{\omega \in \tilde{\Theta}^{\prime}} \mathrm{E}_{\boldsymbol{\omega}}\left(\|\hat{\theta}-\omega\|^{2}\right) \\
& \geq(1.25)^{-1} \frac{n}{m} M(m-1) \frac{\left(\epsilon^{\star}\right)^{2} \sigma^{2} /(n / m)}{\left(\epsilon^{\star}\right)^{2}+\sigma^{2} /(n / m)} \\
& \geq 0.4 M\left(\frac{1}{\sigma^{2}(m-1)}+\frac{2}{n\left(\epsilon^{\star}\right)^{2}}\right)^{-1}
\end{aligned}
$$

Together with (A.64) this gives

$$
\inf _{\hat{\theta}} \sup _{\boldsymbol{\Pi} A \boldsymbol{\omega} \in \mathcal{N}^{\delta}} \mathrm{E}_{\boldsymbol{\Pi} A \boldsymbol{\omega}}\left(\|\hat{\theta}-\boldsymbol{\Pi} A \boldsymbol{\omega}\|^{2}\right) \geq 0.4 M\left(\frac{1}{(m-1) \sigma^{2}}+\frac{72 m^{5} a_{k}^{2}}{\left(\Delta \mathfrak{A}_{\min }\right)^{2} n}\right)^{-1}
$$

Now we show the second part of the proof which corresponds to the estimation error of $\boldsymbol{\Pi}$. The idea is to fix a suitable mixing matrix $\omega \in \Omega_{m, M}^{\delta}$ and thus, reduce the estimation problem to a classification problem on the finite set of possible selection matrices $\Pi$. This can be considered as a testing problem which allows to apply the Neyman-Pearson lemma. As $\delta \leq$
$\frac{0.2}{9 a_{k}}\left(\Delta \mathfrak{H}_{\text {min }}\right)^{2} \sqrt{M} / m$ it follows that $9 \delta \sqrt{m} a_{k} / \Delta \mathfrak{A}_{\min } \leq 0.2 \Delta \mathfrak{A}_{\min } \sqrt{M / m}$. Thus, by Lemma A.1.4 it follows that $\Omega_{m, M}^{9 \delta \sqrt{m} a_{k} / \Delta \mathscr{I}_{\text {min }}}$ is non-empty and hence, by Lemma A.1.6 there exists a quadratic mixing matrix $\omega^{\delta} \in \Omega_{m, m}$ such that $A S B\left(\omega^{\delta}\right)=\left(9 \delta \sqrt{m} a_{k} / \Delta \mathfrak{H}_{\text {min }}\right) /\left(9 \sqrt{M} a_{k} / \Delta \mathfrak{A}_{\text {min }}\right)=\delta / \sqrt{M / m}$ and $W S B\left(\omega^{\delta}\right) \geq \delta / \sqrt{M / m}$. Hence,

$$
\begin{equation*}
\Theta:=\{\Pi A \underbrace{\left(\omega^{\delta}, \ldots, \omega^{\delta}\right)}_{M / m \times}: \Pi \Lambda \text {-separable }\} \subset \mathcal{N}^{\delta, \Lambda} \tag{A.65}
\end{equation*}
$$

Then for $\Pi A \omega \in \Theta$ one observes in (4.1)

$$
\begin{equation*}
Y_{1}, \ldots, Y_{M / m} \stackrel{\text { i.i.d. }}{\sim} \mathcal{N}\left(\Pi A \omega^{\delta}, \sigma^{2} I_{n m \times n m}\right) . \tag{A.66}
\end{equation*}
$$

For the finite parameter space $\tilde{\Theta}:=\left\{\Pi A \omega^{\delta}: \Pi \Lambda\right.$-separable $\}$ it holds that

$$
\min _{\theta \neq \theta^{\prime} \in \tilde{\Theta}}\left\|\theta-\theta^{\prime}\right\|^{2}=\min _{\theta \neq \theta^{\prime} \in \tilde{\Theta}} \sum_{j=1}^{n}\left\|\theta_{j .}-\theta_{j .}^{\prime}\right\|^{2}=\min _{\substack{\theta \neq \theta^{\prime} \in \tilde{\Theta} \\ \exists!j^{\star}: \theta_{j^{\star}} \neq \theta_{j}^{\prime}}}\left\|\theta_{j^{\star}}-\theta_{j^{\star} .}^{\prime}\right\|^{2}=A S B\left(\omega^{\delta}\right)^{2}=\frac{\delta^{2} m}{M} .
$$

Lemma A.3.1 yields for any estimator $\hat{\theta}$

$$
\begin{align*}
\sup _{\Pi A \omega \in \mathcal{N}^{\delta, \Lambda}} \mathrm{E}_{\Pi A \omega}\left(\|\hat{\theta}-\Pi A \omega\|^{2}\right) & \geq \sup _{\theta \in \Theta} \mathrm{E}_{\theta}\left(\|\hat{\theta}-\theta\|^{2}\right) \\
& =\sup _{\theta \in \tilde{\Theta}} \frac{M}{m} \mathrm{E}_{\theta}\left(\|\hat{\theta}-\theta\|^{2}\right) \geq \delta^{2} \sup _{\theta \in \tilde{\Theta}} \mathbf{P}_{\theta}(\hat{\theta} \neq \theta) \tag{A.67}
\end{align*}
$$

Now let $\theta, \theta^{\prime} \in \tilde{\Theta}$ be fixed such that $\left\|\theta-\theta^{\prime}\right\|^{2}=\frac{\delta^{2} m}{M}$. Then the Neyman-Pearson lemma yields for $\bar{Y}:=\sum_{i=1}^{M / m} m Y_{i} / M$ with $Y_{i}$ as in (A.66) and $Z \sim \mathcal{N}\left(0, m \sigma^{2} / M I_{n m \times n m}\right)$ that

$$
\begin{aligned}
\sup _{\theta \in \tilde{\Theta}} \mathbf{P}_{\theta}(\hat{\theta} \neq \theta) & \geq \frac{1}{2}\left(\mathbf{P}_{\theta}(\hat{\theta} \neq \theta)+\mathbf{P}_{\theta^{\prime}}\left(\hat{\theta} \neq \theta^{\prime}\right)\right) \\
& \geq \frac{1}{2}\left(\mathbf{P}_{\theta}(\hat{\theta} \neq \theta)+\mathbf{P}_{\theta^{\prime}}(\hat{\theta}=\theta)\right) \\
& \geq \frac{1}{2} \inf _{u \in \mathbb{R}}\left(\mathbf{P}_{\theta}\left(\|\bar{Y}-\theta\|^{2}-\left\|\bar{Y}-\theta^{\prime}\right\|^{2}>u\right)+\mathbf{P}_{\theta^{\prime}}\left(\|\bar{Y}-\theta\|^{2}-\left\|\bar{Y}-\theta^{\prime}\right\|^{2}<u\right)\right) \\
& =\frac{1}{2} \inf _{u \in \mathbb{R}}\left(\mathbf{P}\left(2 Z^{\top}\left(\theta^{\prime}-\theta\right)>u+\left\|\theta-\theta^{\prime}\right\|^{2}\right)+\mathbf{P}\left(2 Z^{\top}\left(\theta^{\prime}-\theta\right)<u-\left\|\theta-\theta^{\prime}\right\|^{2}\right)\right) \\
& =\mathbf{P}\left(Z^{\top}\left(\theta^{\prime}-\theta\right)>\frac{\left\|\theta-\theta^{\prime}\right\|^{2}}{2}\right) \\
& =1-\Psi\left(\frac{\left\|\theta-\theta^{\prime}\right\| \sqrt{M}}{2 \sigma \sqrt{m}}\right)=1-\Psi\left(\frac{\delta}{2 \sigma}\right) \geq \frac{\sigma}{2 \delta} e^{-\frac{\delta^{2}}{8 \sigma^{2}}}
\end{aligned}
$$

where $\Psi$ denotes the cumulative distribution function of the standard normal and the last inequality follows from Mill's ratio and $1-4 \sigma^{2} / \delta^{2} \geq 1 / 2$ as $\delta \geq \sigma \sqrt{8}$. With (A.67) this gives

$$
\sup _{\Pi A \boldsymbol{\omega} \in \mathcal{N}^{\delta, \Lambda}} \mathrm{E}_{\boldsymbol{\Pi} A \boldsymbol{\omega}}\left(\|\hat{\theta}-\boldsymbol{\Pi} A \boldsymbol{\omega}\|^{2}\right) \geq \delta \frac{\sigma}{2} e^{-\frac{\delta^{2}}{8 \sigma^{2}}}
$$

This finishes the proof.

Proof of Theorem 4.1.3. By Theorem 2.2.3 we can write $\hat{\theta}=\hat{\Pi} A \hat{\omega}$ in a unique way. We have that for any $\boldsymbol{\Pi} A \boldsymbol{\omega} \in \mathcal{N}^{\delta, \Lambda}$

$$
\begin{align*}
& \mathrm{E}_{\Pi A \omega}\left(\|\hat{\theta}-\Pi A \omega\|^{2}\right)  \tag{A.68}\\
= & \mathrm{E}_{\Pi A \omega}\left(\|\hat{\theta}-\Pi A \omega\|^{2} \mathbb{1}_{\{\hat{\Pi}=\Pi\}}\right)+\mathrm{E}_{\Pi A \omega}\left(\|\hat{\theta}-\Pi A \omega\|^{2} \mathbb{1}_{\{\hat{\Pi} \neq \Pi\}}\right) .
\end{align*}
$$

We start with the second term. The idea is to bound it with the classification error, that is $\mathbf{P}_{\Pi A \omega}(\hat{\Pi} \neq \boldsymbol{\Pi})$, and then apply exact recovery as in Theorem 2.2.3. As the entries of the $n \times M$ matrices $\hat{\theta}$ and $\Pi A \omega$ are contained in the range of the alphabet $\left[0, a_{k}\right]$, it follows that

$$
\mathrm{E}_{\Pi A \omega}\left(\|\hat{\theta}-\boldsymbol{\Pi} A \boldsymbol{\omega}\|^{2} \mathbb{1}_{\{\hat{\Pi} \neq \boldsymbol{\Pi}\}}\right) \leq a_{k}^{2} n M \mathbf{P}_{\Pi A \omega}(\hat{\Pi} \neq \boldsymbol{\Pi})=a_{k}^{2} n M \sum_{\Pi \neq \boldsymbol{\Pi}} \mathbf{P}_{\Pi A \omega}(\hat{\Pi}=\Pi)
$$

For a fixed $\Lambda$-separable $\Pi$ and any $\omega \in \Omega^{\delta}$ it follows from Theorem 2.2.3 that $\|\Pi A \omega-\Pi A \omega\| \geq$ $\sqrt{\Lambda} \delta /\left(1+m a_{k}\right)=: c$. Further, as by separability $\operatorname{rank}(\Pi A)=m$ and $\Omega^{\delta} \subset \mathbb{R}^{m \times M}$, there exists a rotation matrix $R$ such that for $\Theta:=\left\{\Pi A \omega-\Pi A \omega: \omega \in \Omega_{m, M}^{\delta}\right\} \subset \mathbb{R}^{n M}$ and $\tilde{\Theta}:=R \Theta$ it holds for all $\theta \in \tilde{\Theta}$ that $\theta_{m M+2}=\ldots=\theta_{n M}=0$. This gives

$$
\begin{aligned}
\mathbf{P}_{\Pi A \omega}(\hat{\Pi}=\Pi) & \leq \mathbf{P}_{\Pi A \omega}\left(\|Y-\Pi A \omega\|^{2}>\min _{\omega \in \Omega_{m, M}^{\delta}}\|Y-\Pi A \omega\|^{2}\right) \\
& =\mathbf{P}_{\Pi A \omega}\left(\|Z\|^{2}>\min _{\theta \in \Theta}\|Z+\theta\|^{2}\right) \\
& =\mathbf{P}\left(\|Z\|^{2}>\min _{\theta \in \tilde{\Theta}}\|Z+\theta\|^{2}\right) \\
& =\mathbf{P}\left(\max _{\theta \in \tilde{\Theta}}-2 Z^{\top} \frac{\theta}{\|\theta\| \sigma}-\frac{\|\theta\|}{\sigma}>0\right) \\
& \leq \mathbf{P}\left(\max _{i=1, \ldots, M m+1}\left|\frac{Z_{i}}{\sigma}\right| \max _{\theta \in \tilde{\Theta}} \frac{\sum_{i=1}^{m M+1}|\theta|}{\|\theta\|}>\frac{c}{2 \sigma}\right) \\
& \leq(M m+1) \mathbf{P}\left(\left|\frac{Z_{1}}{\sigma}\right| \sqrt{m M+1}>\frac{c}{2 \sigma}\right) \\
& =(M m+1) \mathbf{P}\left(|\mathcal{N}(0,1)|>\frac{c}{2 \sqrt{m M+1} \sigma}\right) \\
& \leq(M m+1) \frac{2 \sqrt{m M+1} \sigma}{c} e^{-\frac{c^{2}}{8(m M+1) \sigma^{2}}},
\end{aligned}
$$

where we considered the noise matrix $Z \in \mathbb{R}^{n \times M}$ in (4.1) as a vector $Z \in \mathbb{R}^{n M}$ (with entries $\left.Z_{i} \stackrel{i . i . d .}{\sim} \mathcal{N}\left(0, \sigma^{2}\right), i=1, \ldots, n M\right)$ and for the last inequality we used Mill's ratio. As the number of $\Lambda$-separable selection matrices $\Pi$ is bounded by $n m k^{m}$, it follows that

$$
\mathbf{P}_{\Pi A \omega}(\hat{\Pi} \neq \boldsymbol{\Pi}) \leq 2 \sigma n k^{m} m\left(1+m a_{k}\right) \frac{(1+m M)^{3 / 2}}{\sqrt{\Lambda} \delta} e^{-\frac{\Lambda \delta^{2}}{8(m M+1)\left(1+m a_{k}\right)^{2} \sigma^{2}}}
$$

and

$$
\mathrm{E}_{\boldsymbol{\Pi} A \boldsymbol{\omega}}\left(\|\hat{\theta}-\boldsymbol{\Pi} A \boldsymbol{\omega}\|^{2} \mathbb{1}_{\{\hat{\Pi} \neq \boldsymbol{\Pi}\}}\right) \leq 12 \sigma n^{2} k^{m} m^{7 / 2} a_{k}^{3} \frac{M^{5 / 2}}{\sqrt{\Lambda} \delta} e^{-\frac{\Lambda \delta^{2}}{8(m M+1)\left(1+m a_{k}\right)^{2} \sigma^{2}}}
$$

This gives the second term of the r.h.s. of the assertion.
Now we consider the first summand on the r.h.s. of (A.68). The idea is to bound the minimax risk conditioned on $\hat{\Pi}=\Pi$ with the minimax risk of the LSE on the linear subvector space $\operatorname{imag}(\Pi A)$. To this end, let $\mathcal{N}^{\delta}(\Pi) \subset \mathcal{N}^{\delta, \Lambda}$ denote the set of all $\Pi A \omega \in \mathcal{N}^{\delta, \Lambda}$ with $\Pi=\Pi$. Further, let $\hat{\theta}^{\prime} \in \operatorname{argmin}_{\Pi A \omega \in \mathcal{N}^{\delta}(\Pi)}\|Y-\Pi A \omega\|^{2}$ be the least-squares estimator restricted to $\hat{\Pi}=$ $\Pi$. Then, clearly, $\hat{\theta}=\hat{\theta}^{\prime}$ on $\{\hat{\Pi}=\Pi\}$ and thus

$$
\mathrm{E}_{\Pi A \omega}\left(\|\hat{\theta}-\Pi A \omega\|^{2} \mathbb{1}_{\{\hat{\Pi}=\Pi\}}\right)=\mathrm{E}_{\Pi A \omega}\left(\left\|\hat{\theta}^{\prime}-\Pi A \omega\right\|^{2} \mathbb{1}_{\{\hat{\Pi}=\Pi\}}\right) \leq \mathrm{E}_{\Pi A \omega}\left(\left\|\hat{\theta}^{\prime}-\Pi A \omega\right\|^{2}\right)
$$

Thus, for all fixed $\boldsymbol{\Pi}$ as in (4.2)

$$
\sup _{\boldsymbol{\Pi} A \boldsymbol{\omega} \in \mathcal{N}^{\delta}(\boldsymbol{\Pi})} \mathrm{E}_{\boldsymbol{\Pi} A \omega}\left(\|\hat{\theta}-\boldsymbol{\Pi} A \omega\|^{2} \mathbb{1}_{\{\hat{\Pi}=\Pi\}}\right) \leq \sup _{\Pi A \omega \in \mathcal{N}^{\delta}(\boldsymbol{\Pi})} \mathrm{E}_{\boldsymbol{\Pi} A \omega}\left(\left\|\hat{\theta}^{\prime}-\boldsymbol{\Pi} A \boldsymbol{\omega}\right\|^{2}\right)
$$

Clearly, $\boldsymbol{N}^{\delta}(\boldsymbol{\Pi}) \subset \operatorname{imag}(\boldsymbol{\Pi} A)^{M}$ with $\operatorname{dim}\left(\operatorname{imag}(\boldsymbol{\Pi} A)^{M}\right)=m M$. Thus, for the LS estimator on $\operatorname{imag}(\Pi A)^{M}, \hat{\theta}^{\prime \prime} \in \operatorname{argmin}_{\tilde{\theta} \in \operatorname{imag}(\Pi A)^{M}}\|Y-\tilde{\theta}\|^{2}$, it follows from Lemma A.3.2 that

$$
\sup _{\boldsymbol{\Pi} A \boldsymbol{\omega} \in \mathcal{N}^{\delta}(\boldsymbol{\Pi})} \mathrm{E}_{\boldsymbol{\Pi} A \omega}\left(\left\|\hat{\theta}^{\prime}-\boldsymbol{\Pi} A \boldsymbol{\omega}\right\|^{2}\right) \leq 4 \sup _{\theta \in \operatorname{imag}(\boldsymbol{\Pi} A)^{M}} \mathrm{E}_{\theta}\left(\left\|\hat{\theta}^{\prime \prime}-\theta\right\|^{2}\right)=4 \sigma^{2} m M
$$

which finishes the proof.

Proof of Theorem 4.2.2. The first assertion follows directly from the first part of Lemma A.3.3 with $\epsilon=\left\|\Pi A \omega-\Pi^{\prime} A \omega^{\prime}\right\| /\left(\sqrt{n} m a_{k}\right)$. The second assertion follows from the second part of Lemma A.3.3 with $\epsilon \nearrow\left\|\Pi A \omega-\Pi^{\prime} A \omega^{\prime}\right\|$.

Proof of Theorem 4.2.3. It follows directly from combining the first part of Theorem 4.2.2 and Corollary 4.1.4 that

$$
\inf _{\hat{\Pi}, \hat{\omega}} \sup _{\Pi, \boldsymbol{\omega}} \mathrm{E}_{\boldsymbol{\Pi} A \boldsymbol{\omega}}\left(d((\boldsymbol{\Pi}, \boldsymbol{\omega}),(\hat{\Pi}, \hat{\omega}))^{2}\right) \gtrsim \sigma^{2} M \frac{1}{n m a_{k}^{2}}+\sigma \sqrt{M} \frac{c_{1}}{n m^{2} a_{k}^{2}} e^{-\frac{c_{1}^{2}}{8} \frac{M}{\sigma^{2}}}
$$

For $B:=\left\{\|\boldsymbol{\Pi} A \omega-\hat{\Pi} A \hat{\omega}\| \leq c_{1} \sqrt{M} /\left(1+m a_{k}\right)\right\}$, Markov's inequality gives

$$
\mathbf{P}_{\Pi A \omega}\left(B^{c}\right)=\mathbf{P}_{\Pi A \omega}\left(\|\Pi A \boldsymbol{\omega}-\hat{\Pi} A \hat{\omega}\|>c_{1} \sqrt{M} /\left(1+m a_{k}\right)\right) \leq \frac{\mathrm{E}_{\Pi A \omega}\left(\|\Pi A \omega-\hat{\Pi} A \hat{\omega}\|^{2}\right)}{c_{1}^{2} M /\left(1+m a_{k}\right)^{2}}
$$

As for any $\Pi A \omega, \Pi A \omega \in \mathcal{N}^{\delta, \Lambda}, d((\Pi, \boldsymbol{\omega}),(\Pi, \omega)) \leq \sqrt{M}(1 / m+1) \leq \sqrt{M} 3 / 2$ it follows from
combining the second part of Theorem 4.2.2 and Corollary 4.1.4 that

$$
\begin{aligned}
& \inf _{\hat{\Pi}, \hat{\omega}} \sup _{\boldsymbol{\Pi}, \boldsymbol{\omega}} \mathrm{E}_{\boldsymbol{\Pi} A \boldsymbol{\omega}}\left(d((\boldsymbol{\Pi}, \boldsymbol{\omega}),(\hat{\Pi}, \hat{\omega}))^{2}\right) \\
& \leq \inf _{\hat{\Pi}, \hat{\omega}} \sup _{\Pi, \omega} \mathrm{E}_{\boldsymbol{\Pi} A \omega}\left(d((\boldsymbol{\Pi}, \omega),(\hat{\Pi}, \hat{\omega}))^{2} \mathbb{1}_{B}\right)+9 / 4 M \mathbf{P}_{\Pi A \omega}\left(B^{c}\right) \\
& \leq \inf _{\hat{\Pi}, \hat{\omega}} \sup _{\boldsymbol{\Pi}, \boldsymbol{\omega}} \mathrm{E}_{\Pi A \omega}\left(\|\boldsymbol{\Pi} A \boldsymbol{\omega}-\hat{\Pi} A \hat{\omega}\|^{2}\right)+9 / 4 M \frac{\mathrm{E}_{\Pi A \omega}\left(\|\boldsymbol{\Pi} A \boldsymbol{\omega}-\hat{\Pi} A \hat{\omega}\|^{2}\right)}{c_{1}^{2} M /\left(1+m a_{k}\right)^{2}} \\
& =\inf _{\hat{\Pi}, \hat{\omega}} \sup _{\boldsymbol{\omega}, \boldsymbol{\omega}} \mathrm{E}_{\boldsymbol{\Pi}} A \boldsymbol{\omega}\left(\|\boldsymbol{\Pi} A \boldsymbol{\omega}-\hat{\Pi} A \hat{\omega}\|^{2}\right)\left(1+\frac{9 / 4\left(1+m a_{k}\right)^{2}}{c_{1}^{2}}\right) \\
& \lesssim \inf _{\hat{\Pi}, \hat{\omega} \boldsymbol{\omega}, \boldsymbol{\omega}} \mathrm{E}_{\boldsymbol{\Pi} A \omega}\left(\|\boldsymbol{\Pi} A \boldsymbol{\omega}-\hat{\Pi} A \hat{\omega}\|^{2}\right)\left(\frac{m a_{k}}{c_{1}}\right)^{2} \\
& \lesssim \sigma^{2} M \frac{m^{3} a_{k}^{2}}{c_{1}^{2}}+\sqrt{M} \sigma \frac{m^{2} a_{k}^{2}}{\sqrt{c_{2}} c_{1}^{3}} e^{-\frac{c_{2} c_{1}^{2}}{16 m^{3}\left(1+a_{k}\right)^{2}} \frac{M}{\sigma^{2}}} .
\end{aligned}
$$

## A.3.1 Additional lemmas

Lemma A.3.1. For a finite parameter space $\Theta \subset \mathbb{R}^{n}$ and any estimator $\hat{\theta}$

$$
\min _{\theta^{\prime} \neq \theta^{\prime \prime}}\left\|\theta^{\prime}-\theta^{\prime \prime}\right\|^{2} \leq \frac{\sup _{\theta \in \Theta} \mathrm{E}_{\theta}\left(\|\hat{\theta}-\theta\|^{2}\right)}{\left.\sup _{\theta \in \Theta} \boldsymbol{P}_{\theta}(\hat{\theta} \neq \theta)\right)} \leq \max _{\theta^{\prime} \neq \theta^{\prime \prime}}\left\|\theta^{\prime}-\theta^{\prime \prime}\right\|^{2}
$$

Proof.

$$
\sup _{\theta \in \Theta} \mathrm{E}_{\theta}\left(\|\hat{\theta}-\theta\|^{2}\right)=\sup _{\theta \in \Theta} \sum_{\tilde{\theta} \in \Theta \backslash \theta}\|\tilde{\theta}-\theta\|^{2} \mathbf{P}_{\theta}(\hat{\theta}=\tilde{\theta})=\sup _{\theta \in \Theta} \mathbf{P}_{\theta}(\hat{\theta} \neq \theta) \sum_{\tilde{\theta} \in \Theta \backslash \theta}\|\tilde{\theta}-\theta\|^{2} \frac{\mathbf{P}_{\theta}(\hat{\theta}=\tilde{\theta})}{\mathbf{P}_{\theta}(\hat{\theta} \neq \theta)}
$$

where, for every $\theta \in \Theta$

$$
\min _{\theta^{\prime} \neq \theta^{\prime \prime}}\left\|\theta^{\prime}-\theta^{\prime \prime}\right\|^{2} \leq \sum_{\tilde{\theta} \in \Theta \backslash \theta}\|\tilde{\theta}-\theta\|^{2} \frac{\mathbf{P}_{\theta}(\hat{\theta}=\tilde{\theta})}{\mathbf{P}_{\theta}(\hat{\theta} \neq \theta)} \leq \max _{\theta^{\prime} \neq \theta^{\prime \prime}}\left\|\theta^{\prime}-\theta^{\prime \prime}\right\|^{2}
$$

Lemma A.3.2. Let $V$ be a subvector space of $\mathbb{R}^{d}, A \subset V$ an arbitrary subset, and $Y \in \mathbb{R}^{d}$. Further, let $\hat{\theta}_{A}(Y) \in \operatorname{argmin}_{\tilde{\theta} \in A}\|Y-\tilde{\theta}\|$ and $\hat{\theta}_{V}(Y) \in \operatorname{argmin}_{\tilde{\theta} \in V}\|Y-\tilde{\theta}\|$. Then

$$
\begin{equation*}
\forall \theta \in A: \quad\left\|\hat{\theta}_{A}-\theta\right\|^{2} \leq 4\left\|\hat{\theta}_{V}-\theta\right\|^{2} \tag{A.69}
\end{equation*}
$$

Proof. Let $\theta \in A$ be fixed. If $\left\|\hat{\theta}_{A}-\theta\right\|^{2}=0$, (A.69) holds trivially. Further, if $Y \in A$, it holds that $\hat{\theta}_{V}=\hat{\theta}_{A}=Y$, and hence, (A.69) follows trivially, too. So assume that $\left\|\hat{\theta}_{A}-\theta\right\|^{2}>0$ and $Y \notin A$.

Choosing an appropriate coordinate system, we may w.l.o.g. assume that

$$
V=\left\{x \in \mathbb{R}^{d}: x_{1}=\ldots=x_{r}=0\right\}
$$

with $\operatorname{dim}(V)=d-r$. Let pr be the orthogonal projection onto $V$, i.e.,

$$
\operatorname{pr}:\left(x_{1}, \ldots, x_{d}\right)^{\top} \mapsto\left(x_{r+1}, \ldots, x_{d}\right)^{\top}
$$

Then,

$$
\underset{\tilde{\theta} \in A}{\operatorname{argmin}}\|Y-\tilde{\theta}\|^{2}=\underset{\tilde{\theta} \in A}{\operatorname{argmin}} \sum_{i=1}^{r} Y_{i}^{2}+\|\operatorname{pr}(Y)-\operatorname{pr}(\tilde{\theta})\|^{2}=\underset{\tilde{\theta} \in A}{\operatorname{argmin}}\|\operatorname{pr}(Y)-\operatorname{pr}(\tilde{\theta})\|^{2}
$$

and analog $\operatorname{argmin} \tilde{\theta}_{\tilde{\theta} \in V}\|Y-\tilde{\theta}\|^{2}=\operatorname{argmin}_{\tilde{\theta} \in V}\|\operatorname{pr}(Y)-\operatorname{pr}(\tilde{\theta})\|^{2},\left\|\hat{\theta}_{V}-\theta\right\|^{2}=\left\|\operatorname{pr}\left(\hat{\theta}_{V}\right)-\operatorname{pr}(\theta)\right\|^{2}$, and $\left\|\hat{\theta}_{V}-\theta\right\|^{2}=\left\|\operatorname{pr}\left(\hat{\theta}_{V}\right)-\operatorname{pr}(\theta)\right\|^{2}$. Thus, we may w.l.o.g. assume that $V=\mathbb{R}^{d}$, i.e., $\hat{\theta}_{V}=Y$. Then

$$
\begin{aligned}
& \frac{\|Y-\theta\|^{2}}{\left\|\hat{\theta}_{A}-\theta\right\|^{2}} \geq\left(\min _{x \notin A} \frac{\|x-\theta\|}{\left\|\hat{\theta}_{A}(x)-\theta\right\|}\right)^{2} \geq\left(\min _{x \notin A} \frac{\|x-\theta\|}{\left\|\hat{\theta}_{A}(x)-x\right\|+\|x-\theta\|}\right)^{2} \\
= & \left(1+\max _{x \notin A} \frac{\left\|x-\hat{\theta}_{A}(x)\right\|}{\|x-\theta\|}\right)^{-2} \geq \frac{1}{4},
\end{aligned}
$$

where the last inequality follows from the definition of $\hat{\theta}_{A}$.

Lemma A.3.3. Let $\Pi A \omega, \Pi^{\prime} A \omega^{\prime} \in \mathcal{N}^{\delta}$, then for all $\epsilon>0$

1. $\left\|\Pi A \omega-\Pi^{\prime} A \omega^{\prime}\right\| \geq \sqrt{n} m a_{k} \epsilon \quad \Rightarrow \quad d\left((\Pi, \omega),\left(\Pi^{\prime}, \omega^{\prime}\right)\right) \geq \epsilon$,
2. if $\epsilon<\delta /\left(1+m a_{k}\right)$, then $\left\|\Pi A \omega-\Pi^{\prime} A \omega^{\prime}\right\|<\epsilon \quad \Rightarrow \quad d\left((\Pi, \omega),\left(\Pi^{\prime}, \omega^{\prime}\right)\right)<\epsilon$.

Proof. From $\left\|\Pi A \omega-\Pi^{\prime} A \omega^{\prime}\right\| \geq \sqrt{n} m a_{k} \epsilon$ it follows that $\max _{j=1, \ldots, n}\left\|(\Pi A \omega)_{j .}-\left(\Pi^{\prime} A \omega^{\prime}\right)_{j .}\right\| \geq$ $m a_{k} \epsilon$ and $\epsilon \leq \max _{j=1, \ldots, n}\left\|(\Pi A \omega)_{j .}-\left(\Pi^{\prime} A \omega^{\prime}\right)_{j .}\right\| /\left(m a_{k}\right) \leq \sqrt{M} / m$. Hence, by Theorem 2.2.3 $\max _{i=1, \ldots, m}\left\|\omega_{i} .-\omega_{i}^{\prime}\right\| \geq \epsilon$ or $\Pi \neq \Pi^{\prime}$ and thus $d\left((\Pi, \omega),\left(\Pi^{\prime}, \omega^{\prime}\right)\right) \geq \epsilon$, which shows the first assertion. If $\epsilon<\delta /\left(1+m a_{k}\right)$ and $\max _{j=1, \ldots, n}\left\|(\Pi A \omega)_{j .}-\left(\Pi^{\prime} A \omega^{\prime}\right)_{j}.\right\| \leq\left\|\Pi A \omega-\Pi^{\prime} A \omega^{\prime}\right\|<\epsilon$ it follows from Theorem 2.2.3 that $\max _{i=1, \ldots, m}\left\|\omega_{i}-\omega_{i \cdot}^{\prime}\right\|<\epsilon$ and $\Pi=\Pi^{\prime}$ and thus it follows that $d\left((\Pi, \omega),\left(\Pi^{\prime}, \omega^{\prime}\right)\right)<\epsilon$, which shows the second assertion.

## A. 4 Proof of Chapter 5

Proof of Theorem 5.1.1. Recall the definition of the ASB in (1.8) and employ the notation

$$
\left\{a-a^{\prime}: a \neq a^{\prime} \in \mathfrak{A}^{m}\right\}:=\left\{d^{1}, \ldots, d^{D}\right\} .
$$

Introducing an auxiliary variable $\delta$ (5.6) can be rewritten as

$$
\begin{align*}
& \max \quad \delta, \quad \text { s.t. } \\
&\left|\left\langle\omega, d^{i}\right\rangle\right| \geq \delta, \quad i=1, \ldots, D \\
& \omega_{1} \geq 0 \\
& \omega_{i}-\omega_{i-1} \geq 0, \quad i=2, \ldots, m  \tag{A.70}\\
& \omega_{i} \geq a_{i}, \quad i=1, \ldots, m \\
& \omega_{1}+\ldots+\omega_{m}=1 \\
& \omega_{i} \leq b_{i}, \quad i=1, \ldots, m
\end{align*}
$$

Define $M:=2\left(a_{k}-a_{1}\right)$ and note that for all feasible values of $(\omega, \delta)$ in (A.70) it holds true that $\delta+\left|\left\langle\omega, d^{i}\right\rangle\right| \leq M$ for all $i=1, \ldots, D$. Thus, introducing further auxiliary binary variables $B_{1}, \ldots, B_{D}$ we can rewrite (A.70) as

$$
\begin{align*}
& \max \quad \delta, \quad \text { s.t. } \\
&\left\langle\omega, d^{i}\right\rangle+M B_{i}-\delta \geq 0, \quad i=1, \ldots, D \\
&-\left\langle\omega, d^{i}\right\rangle-M B_{i}-\delta \geq-M, \quad i=1, \ldots, D \\
& \omega_{1} \geq 0 \\
& \omega_{i}-\omega_{i-1} \geq 0, \quad i=2, \ldots, m \\
& \omega_{i} \geq a_{i}, \quad i=1, \ldots, m  \tag{A.71}\\
& \omega_{1}+\ldots+\omega_{m}=1 \\
& \omega_{i} \leq b_{i}, \quad i=1, \ldots, m \\
& B_{i} \leq 1 \quad i=1, \ldots, D \\
& \text { int } \quad B_{i} \quad i=1, \ldots, D .
\end{align*}
$$

In summary, we have rewritten (5.6) as a MILP, with vector of variables $x=(\omega, \delta, B) \in \mathbb{R}^{m+1} \times$ $\{0,1\}^{D}$, objective function coefficients $c=(0, \ldots, 0,1,0, \ldots, 0) \in \mathbb{R}^{m+1} \times\{0,1\}^{D}$, a matrix of constraint coefficients $A \in \mathbb{R}^{(3(D+m)+2) \times(D+m+1)}$, and a vector of values for the right-hand sides of the constraints $b \in \mathbb{R}^{(3(D+m)+2)}$.

## A. 5 Proof of Chapter 8

Proof of Theorem 8.0.1. Note that

$$
\begin{equation*}
T_{n}(Y, \boldsymbol{g}) \leq \max _{\substack{1 \leq i \leq j \leq n \\ j-i+1 \geq \lambda n}} \frac{\left|\sum_{l=i}^{j} \epsilon_{j} / \sigma\right|}{\sqrt{j-i+1}}-\operatorname{pen}(j-i+1) \tag{A.72}
\end{equation*}
$$

with $\epsilon_{j} / \sigma$ i.i.d. sub-Gaussian random variables as in (8.1) for $\sigma=1$, with mean 0 and variance 1. Therefore, the following corollary from Sakhanenko (1985) (see also (Zaitsev, 2002, Theorem 1 and the subsequent remark)) can be applied.
Corollary A.5.1 (Sakhanenko, 1985). Given i.i.d. sub-Gaussian random variables $\epsilon_{1}, \ldots, \epsilon_{n}$ as in (8.1) for $\sigma=1$, with mean 0 and variance 1 , one can construct a sequence of i.i.d. Gaussian random variables $\zeta_{1}, \ldots, \zeta_{n} \sim \mathcal{N}(0,1)$ and for all $x>0$

$$
\boldsymbol{P}\left(C_{1} \Delta(\epsilon, \zeta)>x\right) \leq\left(1+C_{2} \sqrt{n}\right) \exp (-x)
$$

for some constants $0<C_{1}, C_{2}<\infty$ and $\Delta(\epsilon, \zeta):=\max _{i \leq n}\left|\sum_{l=1}^{i}\left(\epsilon_{l}-\zeta_{l}\right)\right|$.
Let $\zeta_{1}, \ldots, \zeta_{n}$ be the Gaussian random variables from Corollary A.5.1. Then it follows from (A.72) that

$$
\begin{aligned}
& \mathbf{P}\left(T_{n}(Y, \boldsymbol{g})>q\right) \leq \mathbf{P}\left(\max _{\substack{1 \leq i \leq j \leq n \\
j-i+1 \geq \lambda n}} \frac{\left|\sum_{l=i}^{j} \zeta_{j}\right|}{\sqrt{j-i+1}}-\operatorname{pen}(j-i+1)>q / 2\right) \\
+ & \mathbf{P}\left(\max _{\substack{1 \leq i \leq j \leq n \\
j-i+1 \geq \lambda n}} \frac{\left|\sum_{l=i}^{j} \epsilon_{j} / \sigma\right|}{\sqrt{j-i+1}}-\operatorname{pen}(j-i+1)-\max _{\substack{1 \leq i \leq j \leq n \\
j-i+1 \geq \lambda n}} \frac{\left|\sum_{l=i}^{j} \zeta_{j}\right|}{\sqrt{j-i+1}}-\operatorname{pen}(j-i+1)>q / 2\right),
\end{aligned}
$$

where (Sieling, 2013, Corollary 4) yields that the first summand on the r.h.s. is bounded by $\exp \left(-q^{2} / 32\right)$. Moreover,

$$
\begin{aligned}
& \max _{\substack{1 \leq i \leq j \leq n \\
j-i+1 \geq \lambda n}} \frac{\left|\sum_{l=i}^{j} \epsilon_{j} / \sigma\right|}{\sqrt{j-i+1}}-\operatorname{pen}(j-i+1)-\max _{\substack{1 \leq i \leq j \leq n \\
j-i+1 \geq \lambda n}} \frac{\left|\sum_{l=i}^{j} \zeta_{j}\right|}{\sqrt{j-i+1}}-\operatorname{pen}(j-i+1) \\
\leq & \max _{\substack{1 \leq i \leq j \leq n \\
j-i+1 \geq \lambda n}} \frac{\left|\sum_{l=i}^{j} \epsilon_{j} / \sigma-\zeta_{j}\right|}{\sqrt{j-i+1}} \leq \frac{2 \Delta(\epsilon / \sigma, \zeta)}{\sqrt{n \lambda}} .
\end{aligned}
$$

Thus, it follows from Corollary A.5.1 that the second summand is bounded by $\left(1+C_{2} \sqrt{n}\right)$ $\exp \left(-C_{1} q \sqrt{n \lambda} / 4\right)$.

## APPENDIX B

Additional figures from Section 6.2


Figure B.1: As in Figure 6.4, but with $\sigma=0.02$.


Figure B.2: As in Figure 6.4, but with $\sigma=0.05$.


Figure B.3: As in Figure 6.4, but with $\sigma=0.1$.


Figure B.4: As in Figure 6.5, but with $\sigma=0.01$.


Figure B.5: As in Figure 6.5, but with $\sigma=0.02$.


Figure B.6: As in Figure 6.5, but with $\sigma=0.1$.
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[^0]:    ${ }^{1}$ The notation separable is borrowed from identifiability conditions for nonnegative matrix factorization (Donoho and Stodden, 2004; Arora et al., 2012; Bittorf et al., 2012).

[^1]:    ${ }^{2}$ R package available at http://www. stochastik.math.uni-goettingen.de/slamR

[^2]:    ${ }^{1}$ In (Behr and Munk, 2017a, Theorem 7.1) this assumption was missing.

[^3]:    ${ }^{1}$ The assumption $\lambda \geq 1 / n$ ensures that each function value of $\boldsymbol{g}$ is represented by at least one sampling point $\boldsymbol{g}\left(x_{j}\right)$. This is necessary for separability of $\left(\boldsymbol{f}\left(x_{1}\right), \ldots, \boldsymbol{f}\left(x_{n}\right)\right)^{\top}$.

[^4]:    ${ }^{1}$ In (Behr et al., 2017) the additional $n$-factor from applying reduction rule R3 was missing.

[^5]:    ${ }^{1}$ A uniform prior for $\boldsymbol{\omega}$ does not guarantee $W S B(\boldsymbol{\omega}) \geq c_{1} \sqrt{M}$ asymptotically almost surely. However, this is more of a technical issue, as one can always consider estimation up to permutation matrices $P$ (recall that $\left.\boldsymbol{F} P P^{-1} \boldsymbol{\omega}=\boldsymbol{F} \boldsymbol{\omega}\right)$, that is, one considers the equivalence class $(\boldsymbol{F}, \boldsymbol{\omega}) \sim\left(\boldsymbol{F} P, P^{-1} \boldsymbol{\omega}\right)$ for any permutation $P$.

[^6]:    ${ }^{1}$ In the original version of (A.36) in (Behr et al., 2017) $\lambda / 3$ was falsely replaced by $\lambda$ and this mistake propagated to the constants $c_{1}, c_{2}$ and $N^{\star}$ in (3.13), (3.14), and (3.15), respectively.

[^7]:    ${ }^{2}$ The specific form of $\hat{\omega}$ in (1.23) is irrelevant for (A.47) to hold. One may as well use (1.24), as long as $\hat{\omega}$ is an element of the parameter space $\Omega_{m}^{\delta}$, which yields Corollary 3.4.3. This should have been stated more clearly in (Behr et al., 2017, Theorem 2.7. and Corollary 2.8.).
    ${ }^{3}$ In the original version in (Behr et al., 2017) it was falsely stated that $\hat{f}$ has minimal jump size $\lambda$ instead $\lambda / 9$. This additional $1 / 9$ factor propagates to the constants $c_{1}, c_{2}$ and $N^{\star}$ in (3.13), (3.14), and (3.15).

