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ABSTRACT  

This thesis addresses open challenges in the field of myoelectrically controlled upper 

limb prostheses. These challenges include the inherently low bandwidth of the 

myoelectric control channel that makes the current control interfaces limited and 

unintuitive for the user, especially when controlling modern multi-function prostheses, 

as well as the lack of somatosensory feedback that would allow the user to better 

perceive the state of his/her prosthesis. This thesis aims at addressing these challenges 

by designing novel man-machine-interfaces, based on the latest sensing and automatic 

control technologies, to provide improved operation and perception of the prosthetic 

device. To this end, the thesis comprises introductory chapters that describe the state of 

the art in the field, the aim of the thesis and the used methodology, as well as four peer-

reviewed journal publications presenting the novel feedforward and feedback methods.  

In the first two studies, I proposed and evaluated a novel system for prosthesis control 

based on sensor-fusion. In the classic approach, the user has the responsibility of 

generating all the command signals, while the prosthesis controller operates as a 

decoder, acquiring the signals and decoding user intention. In the novel framework, 

proposed here, the prosthesis is enhanced with advanced sensing and autonomous 

decision-making, becoming thereby an intelligent agent assisting the user. The 

inspiration for this novel approach comes from the modern-day autonomous robotic 

systems that utilize a variety of multimodal sensors and data processing methods in 

order to perceive and interpret the environment. In the present work, the prosthetic hand 

was equipped with computer vision and inertial sensing, and this information was used 

by the prosthesis controller to provide an additional, artificial-intelligence processing 

layer. This component analyzed the usage-context (environment, user and prosthesis) 

and, based on this, automatically controlled the hand preshape and orientation, thereby 

supporting the user in operating the prosthesis functions. The overall control loop is 

therefore simplified for the user because the sensor-fusion controller takes over the part 

of the inherent control complexity by adjusting the prosthesis parameters automatically. 

The user only provides high-level commands (e.g., grasp an object) that can be 

delivered robustly through a simple two-channel myoelectric interface. 

In the second two studies, I introduced a versatile development framework for 

evaluating a variety of feedback interfaces. The framework comprises a library of 
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components implementing specific elements of a generic closed-loop prosthesis control 

system, from control inputs to the feedback interfaces. The framework operates in real-

time and allows fast prototyping and testing. This has been used to develop and evaluate 

a novel biofeedback paradigm that closes the loop by feeding the myoelectric control 

signals (prosthesis input) back to the user. This is a novel approach with respect to the 

classic methods in literature, in which the feedback variables were the prostheses 

outputs (e.g., grasping force, joint angle). Due to the nature of the prosthesis control 

interface, in which the prosthesis reaction is proportional to the user’s myoelectric 

commands, this paradigm allows for predictive and robust control in comparison to the 

state-of-the-art approaches. For example, the user can exploit the biofeedback to 

modulate his/her command to the prosthesis during closing, so that desired grasping 

force is generated, after contact (predictive force control). Finally, a practical 

biofeedback implementation that utilizes augmented-reality and wearable see-through 

display embedded in Google Glass is also presented.  

In conclusion, by innovating both feedforward as well as feedback interfaces with new 

functionalities, this thesis advances the overall development of the modern man-

machine-interfaces used for prosthesis control. This research can lead to effective and 

user friendly methods for control of advanced modern-day prostheses (e.g., dexterous 

hands, full arms), which in return could improve the utility and facilitate wider 

acceptance of these systems in daily life. 
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1 INTRODUCTION 

Hands are an essential part of our body.  They are a truly outstanding dexterous tool, 

essential for our interaction and perception of the world around us [1].  Therefore, it is 

of no surprise that their sudden loss, which is usually a consequence of a trauma caused 

by industrial/motor vehicle accident or equally often in current day and age battlefield 

injury, presents a significant impact on a person’s life.  It is estimated that in the United 

States only, there are approximately 541,000 people with an upper limb amputation [2].  

Observed annually in the USA there are 18,496 upper limb amputations per year, with 

99.7% of them accounting for unilateral and the rest for bilateral amputations.  The vast 

majority of them (91%) occur at below hand-wrist level (wrist disarticulation), and are 

usually triggered by trauma (68.6%) or tumor (23.9%) [3].  Additionally, a congenital 

limb deficiency that occurs in 0.02% to 0.07% of births [4] has a prevalence rate of 50% 

in upper limbs [3].  Worldwide there are millions of people whose lives are affected by 

the upper limb loss. 

The loss of an upper limb is not necessarily a critically limiting factor in a person’s life, 

especially when considering the overall versatility of people when coping with the 

disability in the context of activities of daily living (ADL, see Figure 1.1). Nevertheless, 

it is considered that, in the long run, lost functions are best to be replaced with an 

appropriate assistive device due to the imminent development of compensatory 

strategies that might have a negative impact on a person’s overall well-being.  In this 

chapter the reader will be introduced to the assistive devices, technologies, and methods 

that are currently at the disposal for treating limb loss.  
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Figure 1.1: Some compensatory strategies utilized during typical ADL (drinking, 

driving) by a bilateral (a) and a unilateral (b) amputee.   

 

1.1 Development of prosthetic hands: historical perspective 

Based on their function and interface, upper limb prostheses can be divided into four 

categories (Figure 1.2): 

a) Passive: Limited or no functionality (often referred to as “cosmesis”); 

b) Active, body-powered: Operated and actuated directly by the user via a wearable 

harness; 

c) Active, externally-powered: Actuated via a motor, operated via a myoelectric 

interface (often referred to as myoelectric prosthesis); 

d) Active, hybrid: Combined body- and externally-powered systems; 

Historically, the usage of passive prosthetic devices dates back to 300 BC in old Egypt 

[5].  Even though very limited in functionality, they can act as support and potentially 

prevent some postural problems. To this date hand cosmeses are a preferred choice of 

many amputees due to their overall simplicity and exceptional appearance [6].  The first 

passive prostheses with some albeit limited dexterity appeared in the middle age and as 

such they were most often used as part of the bodily armor. For this reason, they were 

referred to as “knight hands”.  These prostheses used a system of springs, which could 

be adjusted by the contralateral hand in order to control one or more finger joints.  

Interestingly, Löffler [5] also reports that there were around 50 of these passive hands, 

ranging from simple to complex, used in 16th and 17th century. 

The active, body powered prostheses appeared shortly after the outbreak of the 1st 

World War with the first patent being submitted and accepted already in 1912 [7].  The 
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body-powered systems are usually cable-driven meaning that the prosthesis functions 

are steered via a Bowden cable that is attached to the harness worn by the user, usually 

on the contralateral side.  In a typical usage scenario (shown in Figure 1.2b) the user 

extends the arm or flexes his shoulder and the harness pulls the attached cable (1). As 

the cable tightens, it opens the hook (2); reversing the move closes the hook (3).  In case 

of a multi degree-of-freedom (DoF) prosthesis, a manual switch is used to operate the 

DoFs sequentially (e.g., hand open/close or wrist pronation/supination).  The critical 

downside of this system is that it actually fosters usage of over-compensation strategies 

on the unaffected side (e.g., pronounced shoulder disarticulation); also, the overall 

visual appeal of these prostheses might suffer due to the cumbersome cable/harness 

system.  Nevertheless, body-powered prostheses are still the preferred choice of many 

amputees since they present a good compromise between usability, ease-of-use, and 

overall robustness. 

Figure 1.2: Overview of the prosthetic devices: (a) transradial cosmesis, (b) transradial 

body-powered prosthesis with a harness (image adapted from Chorost, 2012), (c) 

transradial myoelectric prosthesis (image adapted from Encyclopædia Britannica, Inc.), 

and (d) hybrid transhumeral prosthesis combining a harness for hand opening/closing 

and myoelectric control for elbow flexion/extension. 

 

Externally powered prostheses employ specifically processed surface signals acquired 

from the residual limb muscles in order to control the amount of current in the 

prosthesis’ actuator (Figure 1.2c).  These prostheses are in application since 

approximately 50 years [8] and their control interface is based on a basic physiological 
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phenomenon: generation of the muscle action potentials. During a muscle contraction, 

electric potentials are generated by muscle fibers and produce extracellular field 

potentials, also called electromyogram (EMG), which can be measured with electrodes 

on the skin surface [9]. The amplitude of the surface EMG (sEMG) signal depends on 

the number of active muscles and the rate at which they are activated [9]. Myoelectric 

prostheses are considered an optimal fit for transradial amputees, since the remaining 

wrist and finger flexion or extension muscles can be used to control the prosthesis 

opening or closing function in a rather intuitive manner.  Myoelectric prostheses, 

similarly to the body-powered, can act on multiple DoFs with switching systems.  

Moreover, the two prosthetic types, externally and body powered ones can be even 

combined together in a hybrid system (Figure 1.2d). 

The four prosthesis types (cosmesis, body-powered, myoelectric, and hybrid) are the 

choices currently available to patients.  The choice most suited to a specific user 

depends on subjective preferences, level of amputation, age, medical implications, 

social environment, etc.  Nevertheless, as a general rule, cosmetic prostheses are 

recommended for partial hand/finger or shoulder amputations, myoelectric prostheses 

for transradial and above elbow amputations, while the body powered prostheses fit best 

users who suffer from around elbow amputations (Figure 1.3). 

Figure 1.3: Prostheses recommendations based on the amputation level: ++: best 

option, +: good option, o: suitable option, -: unsuitable option.  Image adapted from 

[10] 

 

In the following chapter, the reader will be introduced to state-of-the-art (SoA) 

myoelectric prostheses with a specifically critical retrospective on their development, 
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functionality, control, and feedback interfaces.   

1.2 State-of-the-art myoelectric prostheses 

Technologically, myoelectric prostheses present the most complex solution for 

replacing the lost limb with a variety of functionalities, ranging from simple grippers to 

highly dexterous (i.e., multi-DoF) systems (Figure 1.4).   

Figure 1.4: Commercially available myoelectric prostheses: a) Multi-finger articulated 

i-limb ultra (Touch Bionics Inc., UK, [11]), b) Michelangelo Hand with an active wrist 

and two-grip patterns (Otto Bock HealthCare GmbH, Germany, [12]), and c) Utah Arm 

3 with an active elbow and a simple gripper (Motion Control Inc.,USA, [13]) 

 

Since the prostheses are designed to replace the lost function, they cannot be 

extrapolated by the adopted man-machine-interface (MMI) that serves as the interaction 

between the prosthetic device and its user.  This interaction should ideally be proficient 

in both directions, as we rely on both feedforward and feedback pathways in order to act 

in and manipulate our environment [14], [15].  Feed-forward control is based on internal 

models through which we anticipate a movement or upcoming interaction with an 

object.  Internal models are built through previous sensorimotor experiences and are 

updated by the integration of new sensory information (i.e. sensory feedback) that we 

continuously receive [16], [17], [18].  Each specific behavior or movement pattern relies 

on its own internal model that develops from repeated practice.  For example, the 

internal model of a power grip allows us to grasp an object as economically as possible, 
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i.e. to scale the grip force according to the weight and surface of the object, so that the 

effort is minimized yet slips are avoided.  Therefore, feedforward and feedback 

pathways build a closed-loop that enables precise and effortless motor control.  This is 

the reason why, in the context of a myoelectric prosthesis control, the overall quality 

and performance of the employed MMI can be a decisive factor for its acceptance and 

utility.  Ideally, a good MMI could be seen as a bidirectional communication channel 

through which the user can simultaneously and with great ease control (feedforward 

channel) and perceive (feedback channel) the prosthesis. 

1.2.1 Feedforward interfaces 

In this chapter, the reader will be introduced to the state of the art control interfaces that 

are used in commercial as well as in research-based myoelectric prosthetic systems.  

1.2.1.1 Commercial SoA 

Currently, the most commonly used commercial myoelectric interfaces are designed as 

two-site electrode systems that implement direct proportional control.  In these systems 

the two electrode systems are positioned over a pair of antagonist muscles (e.g., over the 

wrist flexor and extensor muscle groups in case of a transradial amputation), which are 

then used by the amputee to directly modulate the prosthesis’ movement velocity.  The 

implementation of such system can be summarized as follows (Figure 1.5) [19]: 

 The sEMG is pre-processed (i.e., amplified and filtered) in several stages via 

special electronics.  Then, it is fed into an analog rectifier, or a similar circuit, 

that calculates its amplitude, either as mean-average value (MAV) or root-mean 

square (RMS) value or low-pass filtering;   

 When the EMG amplitude is above a predefined threshold, the prosthesis moves 

with a velocity proportional to muscle activity - the higher the amplitude (i.e., 

the muscle activation), the faster the prosthesis moves.  The movement direction 

is determined by the “larger-signal-wins” strategy: the channel with greater 

amplitude dictates the direction (e.g., hand open vs. close); 

 Finally, in the case of a multi-DoF prosthesis, the control over each DoF is 

performed sequentially.  The user needs to switch between, e.g., hand 

opening/closing and a wrist pronation/supination function via a pre-defined 

trigger (i.e., muscle pattern).  To achieve this switching, quickly timed and 

strong muscle cocontractions or bursts are found to be particularly convenient;   
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Figure 1.5: SoA (commercial) direct control system for multi-DoF prosthesis.  The user 

controls each DoF sequentially via two bipolar sEMG electrodes placed on the residual 

stump.  The prosthesis will not react as long as the muscle activity is below the two 

predefined thresholds (T1, T2). Once the threshold is reached, the prosthesis starts the 

movement proportionally to the strength of the muscle contraction.  The DoF switching 

is triggered by strongly co-contracting the two muscles for a short period of time.     

 

This concept of myoelectric prosthesis control exists for well over 70 years [20] and has 

been the first one to be used in commercial myoelectric prostheses starting from the late 

60’s [21].  Depending on the user needs and capabilities, the direct control systems are 

several: one-site control (“cookie crusher”), digital control, multi-level control, etc. 

[19].   

Direct control of DoFs is particularly effective following target muscle reinnervation 

(TMR) [22]. TMR is a surgical intervention that transfers the residual nerves from an 

amputated limb onto alternative muscle groups (e.g., plexus muscles) that are not 

biomechanically relevant since they are no longer attached to the missing arm.  During 

this procedure, target muscles are denervated so that they can be reinnervated by the 

residual arm nerves which are surgically placed close to their target nerve or muscle.  

After the post-op recovery process, the reinnervated muscles can serve as biological 

amplifiers of the amputated nerve motor commands (Figure 1.6).  If the outcome was 

successful the amputee will be able to control directly, proportionally, and 

simultaneously up to 3-DoF’s in an intuitive manner because the sites of EMG detection 
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are well separated spatially. 

Figure 1.6: Targeted muscle reinnervation procedure.  Image adapted from [23].     

 

1.2.1.2  Research SoA 

Opposed to the commercially available, the academic SoA is virtually unconstrained in 

terms of its interface size and complexity.  This is because, in the academic context, the 

practical implementation and device costs often play a secondary role in comparison to 

the possibly added functionality.  Therefore, the feedforward MMIs developed in 

academic environment often use powerful machine learning algorithms.  These 

algorithms are able to infer complex prosthesis movement by analyzing the muscle 

activation patterns in the residual limb.  They have been in use since around 35 years 

[24] but they have gained popularity only with the development of powerful micro-

processors in the early 90s. Since then they constitute the primarily used MMI in 

research.  As for direct control, there is a great variety of machine learning interfaces.  

They can be implemented in a virtually infinite number of ways: artificial-neural-

networks/fuzzy logic [25], [26], [27] pattern-recognition [28], [29], [23] or regression 

[30], [31] based systems are just few of many existing examples in the literature. In 

most general sense, the pattern-recognition approach can be summed up as follows 

(Figure 1.7, [32]): 

 The sEMG is acquired from several sites (e.g., usually from 6 to 12) distributed 

uniformly around the residual stump; 

 Time and/or frequency features [25] are extracted over a sliding time window 

from each of the sEMG channel resulting in L x C feature matrix (where L 

represents the number of extracted features and C the number of channels).  For 

performance reasons the time windows are usually 150 ms long with 50% 

overlap; 

 Thus extracted, the feature matrix is fed into a machine-learning algorithm.  
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Based on the prior knowledge, the machine-learning algorithm assigns the 

feature matrix into pre-designated movement classes (e.g., hand open, wrist 

supination, etc.) and moves the prosthesis accordingly.  Interestingly, the 

proportionality of control is usually lost in this process, and additional cues need 

to be used in order for it to be inferred.   

 It should be noted that the machine-learning algorithm must be trained before it 

is placed into use.  The training process complexity will largely depend on the 

number of utilized classes, which is again correlated to the overall complexity of 

the prosthetic system; 

Figure 1.7: SoA (research) sEMG pattern-recognition system for multi-DoF prosthesis 

control.  Image adapted from [32].     

 

Even though the machine learning  algorithms have been in development for long time, 

their commercial implementation has been delayed until late 2014 with the introduction 

of the COAPT system [33].  The reasons behind this peculiarity will be discussed in 

detail in chapter 1.3. 

1.2.2 Feedback interfaces 

None of the myoelectric prostheses currently used in clinical practice have purposely 

designed closed-loop controllers.  Therefore, all current SoA feedback interfaces are 

still in the laboratory development phase, with the exception of a rather simple one 

integrated in the Vincent Evolution 2 Prosthesis (Vincent Systems GmbH [34]). Even 

without its commercial counterpart, prosthetic feedback is a very relevant research topic 

as summarized in the expert-review article by Antfolk et al. [35]. There are many 

pathways available to close the loop between the user and the prosthesis (Figure 1.8); 

but the prevalent one is the non-invasive (i.e., cutaneous).  Methods for delivering 



Sensor Fusion for Closed-loop Control of Upper-limb Prostheses 

10  Marković Marko - February 2016 

cutaneous feedback fall into two groups: modality-matched or sensory substitution.  

Figure 1.8: Three possible feedback information pathways in the context of myoelectric 

prostheses.  Different colors correspond to different pathways (A, B, C).  Pathway A is 

related to sensory information that is directly fed back to the CNS (e.g., visual and 

auditory feedback); Pathway B to the information that is conveyed to functional sensory 

motor systems invasively or noninvasively; Pathway C is related to the intrinsic 

feedback.  Image adapted from [35].  

 

1.2.2.1 Modality matched SoA 

Feedback is modality-matched when the output stimulus is felt in the same modality as 

the sensory input (e.g., temperature sensation is not substituted but rather directly 

transmitted by warming/cooling the skin surface).  The development of non-invasive 

modality-matched feedback comes along with an array of unique challenges.  In theory, 

it is possible to regain modality-matched touch sensations (contact, normal and shear 

force/pressure, vibration, texture, temperature) using noninvasive electromechanical 

devices coupled with thermoelectric ones (Figure 1.9).  In their work, Kim et al. [36] 

and Armiger et al. [37] presented a miniature SoA haptic device capable to transmit 

touch, pressure, vibration, shear force, and temperature to the skin of the user.  

Perhaps the most challenging sensory input to replace is a proprioception. Here the joint 

angle (e.g., of the elbow) needs to be transferred to another unaffected joint, in order to 

match the modality.  One possible solution to this problem was proposed by Goodwin et 

al. [38] and later exploited by Roll et al. [39].  They demonstrated that when vibration 

of around 80 Hz frequency and sufficient intensity is applied over the tendons at the 

wrist, the subjects perceive it as a joint motion.  This phenomenon could be utilized to 
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transmit the prosthesis position in a modality matched way.  Therefore, contrary to their 

intuitiveness, the modality-matched interfaces remain secondary to sensory substitution; 

crucial obstacles for their successful implementation remain their size, interface, and 

power consumption. 

Figure 1.9: a) Mechanical- and b) thermal-tactor used for modality matched feedback.  

Images adapted from [37]. 

 

1.2.2.2 Sensory substitution SoA 

Sensory substitution is a method to provide sensory information to the body either via a 

different sensory channel or by maintaining the same channel but by changing the 

modality.  Typical examples of this include the substitution of vision with touch (e.g., 

Braille alphabet for visually impaired people) or of pressure with vibration.  Its main 

drawback is the danger that the mapping between the physical variable and its 

representation could be unintuitive to the user.  Even though it is not ideal, this 

technique has the virtue of a relatively straightforward implementation, which is the 

induction of either mechanical vibration (vibro-tactile) or electric current into the 

surface of the skin (electro-tactile) (see Figure 1.10).  

The vibro-tactile stimulation is elicited on the surface of the skin by mechanical 

vibrations of the actuator or its contact tip.  First such devices, developed specifically 

for prosthesis application and introduced in the early 50s, were quite bulky and power 

consuming [40].  But over time, the technology was perfected and they were made 

much more compact and energy efficient [41], [42].  Vibrotactile feedback activates 

mainly two types of mechanoreceptors in the skin: Pacinian corpuscles which react best 

to frequencies between 200 and 300 Hz, and Meissner corpuscles which are best 

activated by frequencies around 50 Hz [43]. The sensitivity to amplitude changes is 

highly dependent on the location.  The detection threshold is lowest on the fingertips 

(0.07 µm at 200 Hz) and highest on the abdomen and the gluteal region (4–14 µm at 
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200 Hz) [44]. Until now, vibro-tactile feedback has been used for feeding back a variety 

of prosthesis states to the user.  Some of the more noticeable applications include 

transmission of prosthesis force, velocity, aperture or elbow position [45], [46], [47], 

[48] . 

Figure 1.10: a) The SoA C2-Tactor can be used for vibro-tactile stimulation 

(Engineering Acoustics, Inc, Florida, USA [42]); b) a disposable surface electrode 

typically used for electro-tactile stimulation (Spes Medica Genoa, Italy))    

 

Electro-tactile stimulation induces an electric current originating from a surface 

electrode (e.g., typically gold, platinum, silver, or stainless steel) that passes through the 

skin and directly stimulates afferent fibers [49]–[51].  The current polarity and the size 

of the electrode determine how deep it penetrates the skin surface.  This influences the 

type of sensory afferents activated, since the four types of mechanoreceptors are located 

at different depths of the dermal tissue [52].  The resulting sensation can be perceived as 

tingling, itching, buzzing and pinching as well as sharp, needle-like pain.  In summary, 

the parameters of the stimulation (current, frequency, and pulse width) play an 

important role as do material, type, and size of the electrode, its placement location, and 

skin impedance.  Even though initial research was conducted already in the early 70s 

[53], the application of the electro-tactile stimulation interface was delayed until the 

early 80s, primarily due to the interference to the EMG signals.  Nowadays this pitfall is 

successfully resolved by using time or frequency division multiplexing [54], [55].  

Similar to their vibro counterparts, the electro-tactile devices have been used in a variety 

of studies as the interface of choice that communicates prosthesis’ grip, finger force, or 

touch [56], [57], [58]. 

Overall, the two interfaces are functionally very similar and the choice between the one 

or the other is driven by practical considerations such as power consumption or 

available space and psychological implications - amputees that suffered from an 

electrical shock might be negatively predisposed towards electro-tactile stimulation.  
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1.3 Motivation for going beyond the SoA 

“All myoelectric controllers based on pattern classification that have appeared in the 

literature since the 1990s have provided similar performance (>90% classification 

accuracy) …  This conclusion heavily collides with the clinical practice and commercial 

data: amplitude-based myoelectric control (and not pattern classification) is used in all 

commercial devices and only a quarter of patients with an upper limb amputation use a 

myoelectric prosthesis.” [59] 

"Ironically, after decades of research in upper limb prosthetics, robotics, haptics and 

applied neuroscience, it is the very simple architecture of the body-powered prosthesis 

dating back to 1912, that remains the only device coming close to providing 

physiologically correct and acceptable sensory feedback to the user. " [35] 

In a meta-study from 2007 [6] the authors performed a comparative survey of upper 

limb prosthetics use, acceptance, and abandonment for the past 25 years. The overall 

results suggested that the rejection rates of the myoelectric hand prostheses have 

remained exceptionally high at an average of 23% over time, despite undeniable 

technological advances.  Another study [60] from 1995 confirms these data. Going 

deeper into the nature of use of prosthetic devices, one interesting subgroup emerges: 

amputees fitted with an active body-powered or myoelectric prosthesis that use their 

prosthesis in a passive way.  The prevalence of this group is reported to be at 27% of all 

prosthetic wearers [6].  Taking into account the aforementioned complexity and cost of 

myoelectric prosthetic devices, these numbers are even more astonishing and suggest 

that there are serious pitfalls related to their usage: 

 Prosthesis use is very challenging for ADLs such as hygiene, eating, grooming, 

and manual work [6], [61]. 

 The overall weight is perceived as high, whereas cosmetics and comfort are 

often perceived as low [6], [61]. 

 Low embodiment and lack of feedback: The amputees use their prosthesis more 

like a tool and less like a part of their own body.  Except for one [34], there is no 

commercial system that offers even the most primitive feedback to the user [29]. 

If to the list of the aforementioned rejection-factors, we add that most of the 

amputations are unilateral and 90% of ADLs can be performed single-handed [62], the 

reported high rejection rates come as no surprise. It can therefore be concluded that 
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current myoelectric prostheses are often perceived as too complicated and functionally 

irrelevant to be utilized.  In comparison to the body-powered and cosmetic prostheses, 

the ratio between the gained function/improvement on one side and the invested 

price/effort on the other is not sufficiently attractive. 

During the last two decades myoelectric prostheses have improved both in appearance, 

durability and functionality offering a dexterous and visually very appealing 

replacement for lost limbs [12], [63], [64], [65].  But if they have become more 

dexterous and better in appearance, how come that their acceptance rate has not greatly 

increased?  The answer is that it is the man-machine-interface and not the prosthesis 

design/dexterity that has become a bottleneck for its successful application and overall 

user satisfaction. 

What has not changed over the course of the past 50 years is how prostheses are 

controlled.  The commercial myoelectric prostheses remain interfaced, as before, with 

proportional two-site electrode systems that usually implement mode switching for 

multi-DoF control.  This means that by increasing the dexterity of the prosthesis the 

users find themselves in an inconvenient situation: they need to  perform more and more 

time-consuming, and unintuitive mode switching [66]. If this interface is so unintuitive 

for multi-DoF control, why has it remained the most popular one to this date?  In a 

recent expert article about the future of myoelectric prostheses [59] the authors reflect 

on the current academic and commercial MMIs and conclude that there is an increasing 

gap between the two: the impressive advancements from academia fail to be translated 

into the clinical setting. The often reported above 90% accuracy in almost all SoA 

pattern recognition-algorithms should be a clear indication that the long-awaited 

intuitive control paradigm has arrived; yet, these sophisticated algorithms remain in the 

lab.  One possible reason for this is analyzed in [67] where a study, addressing the 

performance and usability of 36 myoelectric controllers, demonstrated that the relation 

between classification accuracy and controller usability/performance is absent or very 

weak at best. Another hypothesized culprit of this disappointing result is the almost 

unanimous agreement among the research community to exploit the EMG as the only 

“true” information source for prosthesis control.   

It can be concluded that the SoA prosthesis control, independent of its origin (academia 

or commercial), follows a common master-slave state-flow.  In this configuration, the 

user generates the commands (master) using residual muscles, the commands are 

acquired and decoded by the prosthesis controller (slave), and translated into actions 
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(i.e., prosthesis movement).  This paradigm is confronted with two paradoxes: 

 First, it assumes that the user intentions can be inferred by evaluating only the 

muscle activity while it is well known that, in natural settings, decisions are 

made based on multisensory information.  In the context of movement control, 

the sensors used are vision, muscle spindles, Golgi tendon organs, joint 

receptors, skin receptors, and the overall neural network at several levels of the 

central nervous system.  The muscles are just the end-effectors that, to some 

extent, reflect our intention, but not the overall complexity of the decision-

making process. 

 Second, it assumes that there will always be a sufficient number of muscles to 

infer the user intention from, which is contradicting basic physiology; namely, 

the higher the amputation level the less arm muscles are available, but more 

prosthesis functions need to be controlled (Figure 1.11).  

Figure 1.11: Amputation paradox: the higher the amputation level, the less muscles are 

available to control the increasing number of prosthesis functions. 

 

A similar spiral of problems occurs when analyzing the SoA prosthesis feedback.  Since 

natural grasping heavily relies on tactile feedback, it is a widely accepted that the user 

should benefit from closed-loop control [35], [68].  However, there are many 

fragmented, often contradictive, attempts to confirm this hypothesis; and since the 

commercial implementation is lacking it could be said that their overall result is 

likewise disappointing. 

In this thesis, it is hypothesized that there are two main contributors to this state.  One is 

the aforementioned diversity of the feedback interfaces, modalities, and variables, 
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which consequently increases the overhead during implementation and experimental 

validation of closed-loop systems (CLS), and thus renders the acquired results difficult 

to compare and evaluate (see Figure 1.12).  The other one lies in the somewhat over-

stressed importance of restoring tactile sensation which is most commonly related to 

feeding back the grip force [35].  However, as demonstrated in [45], feeding back the 

force information has a limited utility, since closed-loop control can be exploited only 

during a small fraction of the normal grasping task which is performed relatively fast 

[1]. Moreover, it is also well known that humans make use of feedforward models of 

motor commands and prosthetics dynamics in order to predict the outcome [69], [70]. In 

this light, the SoA feedback modalities and their application need to be reevaluated if 

we want to advance the acceptance and functionality of myoelectric hand prostheses.  

Figure 1.12: Diversity of choices when designing a typical CLS.  Typical CLS needs at 

least one component from each of the columns (a), b), c), d), and e)).  The components 

can be combined almost arbitrary which renders a virtually infinite number of CLS that 

can be designed. 
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1.4 Aims of the thesis 

In this thesis a variety of methods and system prototypes, designed to tackle the 

aforementioned pitfalls of SoA feedforward and feedback interfaces, are presented. 

More specifically, this thesis aims to address and overcome: 1) the inherently small 

bandwidth and robustness of the sEMG control channel; 2) the arising difficulties when 

designing and cross comparing various closed-loop control systems; and 3) the feedback 

role and its application in the context of prosthesis control. 

To this end, the following chapters will briefly summarize the work presented in four 

peer-reviewed journal publications attached in the appendix: 

 “Stereovision and augmented reality for closed-loop control of grasping in hand 

prostheses” (Appendix 1, [71]) 

 “Sensor fusion and computer vision for context-aware control of a multi degree-

of-freedom prosthesis” (Appendix 2, [72]) 

 “Sensory feedback in prosthetics: a standardized test bench for closed-loop 

control” (Appendix 3, [73]) 

 “EMG Biofeedback for online predictive control of grasping force in a 

myoelectric prosthesis” (Appendix 4, [74]) 
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2 MATERIALS AND METHODS 

In this section, the reader is introduced to the methods and system prototypes together 

with corresponding experimental setups that were used to evaluate them. 

2.1 Addressing Prosthesis Control: Sensor-fusion Concept 

It is apparent that apart from assessing muscle activity, other methods and signal 

sources should also be considered when decoding the users’ intentions in prosthesis 

control.  Drawing inspiration from robotic research and applications [75], [76], a new 

approach has been proposed: multimodal sensor-fusion.  Namely, if equipped with an 

array of multimodal sensors, the prosthesis controller could emulate the high-level 

processes traditionally considered the responsibility of the user.  By fusing information 

from different sources, the controller is also able to detect and analyze the current 

context, plan the grasping action, and simultaneously and proportionally control 

multiple DoFs available in the prosthesis.   

In one exemplary application, a novel controller was equipped with artificial vision and 

proprioception to perceive the state of the user, the prosthesis, and the environment.  

Based on this information, the controller could make autonomous decisions and 

automatically configure the prosthesis parameters, simultaneously and proportionally 

adjusting multiple DoFs according to the task demands and reactively to the user’s 

intentions.  This method could be implemented by using sensor-fusion that exploits a 

unique and comprehensive combination of sensing units comprising myoelectric 

recording, computer vision, inertial measurement, and embedded prosthesis sensors 

(position and force) in order to endow the controller of a multi-DoF prosthesis with the 
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abilities that are usually reserved for advanced robotic systems.  This would allow for 

continuous and simultaneous perception of the user (proprioception), the environment 

(exteroception) and their interaction, leading to simultaneous and proportional control 

of multiple DoFs through context-dependent behavior (e.g., reactive response).  

Importantly, this approach is not designed to implement control that is independent of 

the user’s actions, but rather to be seamlessly integrated with them.   

Figure 2.1: Comparison between a) SoA myoelectric control system and b) the novel 

context- and user- aware prosthesis controller (CASP). With CASP the prosthesis is 

controlled semi-autonomously by fusing signals acquired from the user and from an 

array of additional external sensors; the CASP controller thus reduces the overall user 

throughput by taking care of the increased prosthesis complexity (note how the line 

thickens change between the user, the controller and the prosthesis from a) to b)). 

 

Therefore, in contrast to the previously described master-slave configuration (Figure 

2.1a) and its simple “decoder”, a context- and user-aware prosthesis (CASP) controller  

(Appendix 1-2, [71], [72], [77]) was introduced  (Figure 2.1b). The CASP is 

characterized by: 

 A semi-autonomous reactive, context- and user-aware prosthesis control that is 

seamlessly integrated with the user’s intentions. 

 System scalability: the system can be easily scaled to control an arbitrary 

number of DoFs (e.g., individual-finger articulated hand or full transhumeral 

prosthesis), while the user control interface remains virtually unchanged. 

The CASP system was developed iteratively, which resulted in two prototypes, 

described and evaluated in two separate studies (Appendix 1-2, [71], [72]), hereafter 

Study A and Study B respectively. Since they can be both related to the same 

conceptual idea, in the following only the second (Appendix 2, [72]), more advanced 

one, will be described in more detail; key differences between the two are summarized 
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in Table 2.1.  Hereafter, unless explicitly stated, when referring to CASP, the newest 

system iteration will be referred.  Additionally, some peculiarities of the first system 

(i.e., the usage of the augmented reality [AR] to close the loop) will be shortly discussed 

in section 4.3.  

Table 2.1: The key-differences between the previous and current system iteration are 

summed up in the table below and are divided into two sections: features and technical 

specifications. 

 CASP early prototype [71] CASP [72] 

Technical specifications 

Execution speed 

and overall 

responsiveness 

Lower; Slow single- threaded 

object modeling 

Higher; Usage of the CPU/GPU 

multithreading in order to speed up 

the object modeling performance 

Algorithm 

complexity 

Higher; the depth image needs to 

be calculated by matching two 

stereo images 

Lower; the depth image is obtained 

directly from the camera sensor 

Algorithm 

robustness 

Lower; specifically, in less 

structured/textured environments 

Higher; The depth-cameras are the 

current SoA 

Employed sensors 
EMG electrodes, stereo-camera, 

embedded position encoders 

EMG electrodes, depth camera, 

inertial sensor, embedded position 

and force encoders 

Features 

Semi-autonomous 

control 

Yes: grasp type (palmar, lateral, 

bidigit, or tridigit) and apareture 

of hand prosthesis 

Yes: orientation, grasp type, and 

aperture of transradial prosthesis 

Augmented reality 

feedback 

Yes: utilized during the 

experiments 

Yes: not utilized during the 

experiments 

Intention-detection 

& user awareness 
No Yes 

Contextual object 

analysis 
No Yes 

2.1.1 Hardware implementation: CASP 

The CASP prototype utilized the user’s voluntary myoelectric commands, computer-

vision as well as the inertial sensing to steer the prosthesis. It comprised the following 

components (Figure 2.2):  

1) The myoelectric interface comprised two 13E200 dry EMG electrodes with 

integrated amplifiers (Otto Bock Healthcare GmbH, Vienna, AT) placed on the 

forearm over the wrist and hand flexor and extensor muscles.  The electrodes 

directly provided smoothed signals (linear envelopes).  The linear envelopes 

were sampled at 100 Hz and transferred to the host PC via a Bluetooth (BT) 

connection. 
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2) A Creative Senz3D (Creative Technology Ltd., SG) camera simultaneously 

acquired color and depth images (RGB-D) [78] and was mounted on the custom-

designed support glasses worn by the subject, thus ensuring that the camera was 

always directed towards the same scene at which the user was currently looking. 

The acquired image streams were transmitted to the host PC via a USB port at a 

30 Hz refresh rate and a resolution of 640 x 480 pixels for RGB and 320 x 240 

pixels for depth images, respectively. 

3) The Michelangelo Hand (Otto Bock Healthcare GmbH, Vienna, AT) provides 

simultaneous opening and closing of all fingers with two grasp types (palmar 

and lateral), as well as wrist pronation and supination (i.e., three DoFs in total) 

[12]. The hand was instrumented with three position encoders (thumb, fingers, 

and wrist) and a single force transducer positioned at the base of the thumb, 

measuring the hand aperture, grasping force, and hand orientation relative to the 

socket.  The prosthesis was connected to the host PC via a BT interface 

implementing a bidirectional communication protocol running at 100 Hz.  This 

communication channel was used to receive the sensor data from the prosthesis 

and to send the control commands to the prosthesis. 

4) The inertia measurement unit (IMU) (Xsens-MTx Technologies B.V., Enschede, 

NL) was externally attached to the prosthesis.  The IMU measured the absolute 

orientation of the prosthetic hand with respect to the laboratory coordinate 

system, i.e., yaw, roll, and pitch angles.  The IMU was connected to the battery-

powered acquisition and wireless transmission unit sending data to the host PC 

at a sampling rate of 20 Hz.  

5) The data from the prosthesis, IMU, and camera were received by the processing-

unit (i.e., standard PC with 8GB RAM and i7@2.9 GHz CPU), where data 

processing, sensor fusion, and control algorithms were performed.  The host PC 

also provided a graphical user interface (GUI) for high-level control (e.g., 

starting and stopping) and system monitoring and setup.  
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Figure 2.2: a) The relevant components of the CASP prototype are shown.  b) The 

CASP system prototype utilized by an amputee to grasp a book.  Image adapted from 

[72]. 

 

2.1.2 Software implementation: CASP 

The algorithm driving the CASP system prototype was implemented in MATLAB 

2013a (MathWorks, Natick, US-MA) as a library of individual modules using object 

oriented programming.  Due to the specific performance requirements (e.g., intensive 

real-time calculations and data processing) additional application-specific 

computational optimizations were implemented using custom compiled C-code and 

CPU/GPU multithreading [79]. 

The system operated as a finite-state machine that is triggered by myoelectric 

commands or external events (e.g., object grasped/released).  That is, when the user 

generated a myoelectric trigger command, the processing unit fused the data acquired 

from the sensors (i.e., prosthesis aperture, grasp type, orientation, and depth image) in 

order to perceive the environment (i.e., the graspable objects in it) and performed 

automatic and real-time updates of the prosthesis parameters.  Based on the current state 

of the prosthesis and the estimated properties of the target object (shape, size, 

orientation), the prosthesis posture (i.e., grasp type, size, and wrist angle) was 

configured so that the hand is prepared for grasping the target object (reactive control).  

Additionally, once the prosthesis posture has been automatically adjusted, the user 

would regain a full manual control of the prosthesis through the myoelectric interface, 

thus being able to correct or fine-tune the autonomous decisions (semi-autonomous 

control).  

As already stated, the core feature of the CASP algorithm (Figure 2.3) is the fusion of 

sensor data from several sources, including IMUs, depth camera, embedded position, 

and force sensors.  This comprehensive sensor fusion (red dashed-line box) allows the 
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algorithm to implement automatic, simultaneous, and reactive position control of the 

multi-DoF prosthesis.  The inputs for the processing are: depth image (acquired via the 

infrared time-of-flight camera), intrinsic prosthesis properties (e.g. handedness, number 

of available DoF’s), the IMU’s orientation (attached externally to the prosthesis) and the 

data acquired from the sensors embedded into the prosthesis (force sensors and position 

encoders).  The outputs are the control signals that automatically configure the 

prosthesis into the predefined posture by setting the grasp type, aperture size, and wrist 

rotation.  

Figure 2.3: Conceptual scheme of the algorithm driving the CASP system.  The central 

feature of the system is the sensor fusion, which allows for context-dependent reactive 

prosthesis control.  List of abbreviations: Hand preshape and orientation (HPO), object 

of interest (OI), current prosthesis rotation (current_Rot), rotation of the selected hand 

posture (HPO(i)_Rot). 

 

2.1.2.1 Object selection loop (Figure 2.3, blocks A-D) 

The object selection loop analyzes the acquired depth images in order to extract the 

object of interest (OI) cluster from the 3D point-cloud.  It operates at 2 Hz, until the user 

generates a myoelectric command for hand opening.  The aforementioned object 

segmentation is performed as a three-step process in which: 

1) The support surface (step B) is determined by identifying the largest plane in the 

point-could through iterative application of the RANSAC [80] algorithm for 
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plane detection.  

2) All points that are above the support plane are considered to belong to a single 

cluster containing all present objects.  This large cluster is further divided into 

smaller ones, each assuming to contain a single object.  This is accomplished by 

detecting the discontinuities in the point-cloud through edge analysis applied to 

the raw depth image (Canny edge detector [81]). Additionally, some clusters are 

eliminated using post-processing.  More specifically, all clusters that do not 

satisfy the requirements for a valid object defined as a set of thresholds are 

discarded (e.g., clusters that are too much dispersed, too small, or too far away 

are eliminated in the process);  

3) From the object clusters, extracted in step 2, the one closest to the center of the 

camera’s field-of-view (FoV) is considered the OI (step C).  

Therefore, the results of the initial object selection loop are two point-cloud clusters: 

one belonging to OI and the other belonging to the support surface.  

2.1.2.2 Contextual object analysis (Figure 2.3, blocks E-H) 

Once the user issues a hand opening command through the myoelectric interface (step 

D), contextual analysis of the OI is performed: 

1) The RANSAC method is applied once more to iteratively fit four different 

geometrical models (box, cylinder, sphere, and line) through the point-cloud 

belonging to the OI (step E).  The model with most inliers is selected as the one 

best describing the shape of the OI, where the inlier is defined as a point located 

within the volume of the fitted geometrical shape.  

2) The main-axis of the geometrical model is determined as the line passing 

through the object center, parallel to its longest edge (step E).  The main-axis is 

used to determine the object pose with respect to the support surface and the user 

(step F).  

3) The information obtained from steps E and F is then fused with the intrinsic 

prosthesis properties (step G) in order to generate the repository of viable hand 

preshapes and orientations (HPOs, step H).  To this aim, the algorithm first 

identifies all object surfaces that qualify to be grasped.  For example: all object 

surfaces that are facing away from the user/prosthesis are eliminated from 

further analysis.  Then, a cognitive like processing algorithm implemented as a 

set of IF-THEN rules similar to the ones described in [82], [71], [83] is applied 
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iteratively over each qualified object surface in order to generate an appropriate 

HPO. Therefore, each HPO is defined as a triplet including hand orientation, 

grasp type, and aperture that depends not only on the object but also on the 

intrinsic prosthesis properties (e.g., for a prosthesis that has individually 

controllable fingers the HPO would automatically generate more dexterous 

preshapes as demonstrated in [71]; Similarly, the object surfaces that qualify to 

be grasped depend, as well, on the prosthesis handedness). For example: a wide 

cylindrical object of X cm in radius and oriented vertically would be grasped 

using palmar grasp, and the prosthesis would be oriented so that the palm is 

either vertical (90º) or horizontal (0º) when grasping from the side or above, 

respectively.  In this process, the hand aperture size would be set to be somewhat 

larger than the estimated object width.  The two HPOs would be therefore 

determined as: (0º rotation, palmar preshape, X cm aperture) and (90º rotation, 

palmar preshape, X cm aperture).  

Therefore, the outcome of this processing stage is a repository of HPOs that 

accommodate grasping of the target object from all the viable sides. 

2.1.2.3 Automatic posture control loop (Figure 2.3, blocks I-K) 

This loop operates at 10 Hz and fuses the repository of HPOs with the current prosthesis 

orientation (obtained via IMU) in order to automatically drive the prosthesis into the 

optimal configuration.  The currently measured prosthesis orientation is compared to all 

HPOs from the repository, and the HPO with the closest orientation is selected as the 

one to be activated (step I).  This is performed at least once, immediately after the 

contextual object analysis has been finished, in order to configure the initial HPO.  

Then, due to the continuous activity of this loop, the controller detects if the user tries to 

orient the prosthesis in order to grasp the object from a different side and activates the 

corresponding HPO from the repository (reactive behavior).  The selected hand posture 

is then reached, in a closed-loop, using embedded position encoders (step K).  It should 

be noted that the resulting amount of wrist rotation is calculated by subtracting the 

current socket rotation (obtained via IMU) from the activated HPO rotation (obtained 

from the repository of HPOs).  This amount is then added to the current wrist to socket 

rotation (obtained via embedded position encoders) and sent as the new rotation 

command to the prosthesis controller (step K). 
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2.1.2.4 Manual control loop (Figure 2.3, blocks L-M) 

This loop operates at 10 Hz and implements a two-site proportional myoelectric control 

interface with mode switching, as described in Introduction section 1.2.1.1.  The loop is 

entered automatically once the user issues any kind of myoelectric command during the 

automatic control loop operation. This allows him to voluntarily grasp and manipulate 

the object of interest or simply correct the system decisions.  Once the object has been 

grasped and released the manual control loop finishes and the state-machine resets 

automatically to state A. 

2.1.3 Experimental setup and evaluation: CASP 

As already mentioned, the CASP system was developed iteratively, which resulted in 

two system prototypes.  Each prototype was evaluated and published in a separate study 

[71], [72] (i.e., Study A and B, respectively). Even though there were differences in 

evaluation, the experimental setup remained virtually unchanged between the two 

studies.  The subjects were seated in front of a table while wearing either of the two 

system prototype versions, as depicted in Figure 2.4.  Their task was to grasp and 

transport, one by one, objects common to ADLs in accordance with the following 

instructions: 

1) Starting from rest position: turn the head towards the object. 

2) Trigger the system by issuing the appropriate myoelectric command and wait 

until the prosthesis automatically responds (i.e., until it adjusts its posture). 

3) Transport the prosthesis to the object and generate appropriate grasp force in 

order to lift it up. 

4) Transport and release the object on the pre-designated place on the table surface. 

5) Return to the rest position.  

While the experimental setup and the overall task remained unchanged, the 

experimental scenarios and accompanying evaluation paradigms were somewhat 

different for Studies A and B.  Since it was the first study that introduced a genuinely 

novel concept, study A was focused on evaluating the overall robustness and feasibility 

of the semi-autonomous control.  On the other hand, in study B, the emphasis was put 

on performance evaluation in the context of the commercial SoA.  The key experimental 

remarks for both studies are summarized in Table 2.2 and additionally explained in the 

text below. 
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Figure 2.4: Experimental setup/task used for evaluating both iterations of the CASP 

system.  The EMG electrode placement is denoted with “e”. The dashed circle 

represents where the object should be released.  Experimental task (1-5) is denoted in 

blue.  (*) The IMU (hexagon) was not implemented in the first system iteration. 

 

Table 2.2: Summary of the experimental evaluations performed in Studies A and B.  (*)  

For more information, consult Table 2.1.  (**)  AR feedback is discussed separately in 

Appendix 1, [71](***)  The outcome measures have a different abbreviation in original 

study. 

 Study A Study B 

Experimental setup 

& overall task 

Subject sits in front of the table and 

grasps different objects 

Subject sits in front of the table and 

grasps different objects 

System* 

CASP early prototype; Controlling 

multi-articulated hand prosthesis (4 

grasp types: lateral, palmar, bidigit, 

trididgit) 

CASP; controlling full transradial 

prosthesis (two grasp types: palmar or 

lateral and an active wrist) 

Subjects 13 able-bodied (29 ± 4 yrs.) 
10 able-bodied (29 ± 4 yrs.) and one 

amputee (55 yrs.) 

Test scenarios 

Single session: 

1. Full autonomous control (AUTO) 

2. Semi-autonomous control 

(SEMI) 

3. Utilization of the AR feedback** 

Two sessions (training and evaluation): 

1. 1-DoF manual SoA myoelectric 

control (MAN 1) 

2. 2-DoF —II— (MAN 2) 

3. 3-DoF —II— (MAN3) 

4. CASP control (CASP) 

Number of trials per 

scenario 

20; the number of trials equaled to the 

number of objects 

17; the number of trials was greater 

since some objects were reused in 

different orientations 

Objects 
20 ADL objects of different 

dimensions 

10 ADL objects of different 

dimensions; objects presented in 

different orientations 

Relevant outcome 

measures 

1. Object size estimation error 

(SEE***) 

2. Preshape success rate (PSR***) 

3. Task accomplishment rate 

(TAR***) 

4. System-induced task failure rate 

(SFR***) 

1. Time to grasp (TTG) 

2. Object orientation estimation error 

(OEE***) 

3. Compensation in the shoulder joint 

(angles)  
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2.1.3.1 Study A 

The study was performed on thirteen able-bodied subjects (29 ± 4 years), which utilized 

an earlier version of the CASP prototype that did not feature user- and context- 

awareness, but only semi-autonomous control of the 4-DoF multi-articulated hand 

prosthesis (four grasp types).  The task (i.e., to grasp and transport different objects - 

one by one) and the experimental setup (Figure 2.4) remained the same regardless of the 

test scenario.  The outcome of the study was the comparison of full- and semi- 

autonomous control: 

1) Autonomous control (AUTO) only.  In this condition, the manual control loop 

was switched off, thus rendering the subjects unable to correct any decisions or 

eventual errors made by the CASP system.  They had to accept and work with 

any decision that the system made for them.  This condition was used to assess 

the baseline performance when the control was fully autonomous.  

2) Semi-autonomous control (SEMI).  In this condition, the CASP operated 

according to the full control loop (as described in 2.1.2, but without reactive 

loop and contextual analysis).  This is to say that, in addition to the autonomous 

control, the system implemented SoA manual myoelectric control that was at the 

users’ disposal.  The user could thus react on system decisions and correct them 

if necessary.  This condition was used to evaluate the performance of the CASP 

system in which the user and the system share the control responsibility. 

The two test scenarios were performed always in the same order - first AUTO and then 

SEMI. Each of the test scenarios comprised 20 grasping trials.  In each grasping trial, 

the subjects were presented with a single object and orally instructed how the prosthesis 

should be optimally preshaped (e.g., palmar preshape for a bottle, lateral for a pen).  

There was no time limit for performing the trial.  During the SEMI-AUTO scenario, the 

subjects were instructed to trigger the CASP and correct system decisions if they did not 

match the orally instructed ones.  In the AUTO scenario, where the manual control loop 

was disabled, the instruction was to grasp the object nevertheless.  The following 

outcome measures were relevant: 

 Object size estimation error (SEE): Absolute difference between the actual size 

(D) and estimated object size d: OSE = |d −D|.  This measure was used to 

evaluate the precision of the computer-vision algorithm that clustered and 

modeled the objects. 

 Preshape success rate (PSR): The percent of trials in which both the grasp type 
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and aperture size were correct and appropriate.  In this case, the hand was 

perfectly preshaped to grasp the target object. 

 Task accomplishment rate (TAR): The percent of trials in which the task was 

successfully completed (the user grasped the object, lifted it off the table, 

brought it to the final position and released it). 

 System-induced task failure rate (SFR): The percent of trials in which the user 

failed in the task due to the employed autonomous control logic. 

The outcome measures were designed to reflect separately, the performance of the 

autonomous/semi-autonomous control (OSE, PSR) and the overall task accomplishment 

rate (TAR, SFR).  The justification for this is that the two performance outcomes might 

be uncorrelated in an absolute sense.  Namely, even gross system error that results in 

wrong hand preshape might lead to successful grasping and task competition (and vice-

versa).  In the case of the semiautonomous control (SEMI), the PSR was measured after 

subject fine-tuned the system (if at all), whereas in the case of the autonomous control 

(AUTO), it was estimated directly by taking the decisions of the CASP controller. 

2.1.3.2 Study B 

In this study, experimental tests were performed on 10 able-bodied subjects (26 ± 3 

years, six with prior experience in myoelectric prosthesis control) and one amputee    

(55 years, 35 years since amputation, active 1-DoF prosthesis user).  They used the 

newest version of the CASP prototype that featured user- and context- awareness, and 

was capable of semi-autonomous, reactive control of the 3-DoF transradial prosthesis 

(active wrist, and two grasp types: lateral and palmar).  The task (i.e., to grasp and 

transport different objects - one by one) and the experimental setup (Figure 2.4) 

remained the same regardless of the test scenario.  The outcome of the study is the 

comparison of the performance between CASP and three, progressively more complex, 

manual control scenarios MANn (n = 1, 2, and 3 denotes the number of manually 

controllable DoFs):  

1) MAN1: proportional control of the prosthesis velocity of closing and opening 

and grasping force, hand in palmar grasp, wrist orientation fixed in the neutral 

position.  

2) MAN2: as in MAN1 plus the subjects selected between the palmar and lateral 

grasps using co-contractions.  

3) MAN3: as in MAN2 plus the subjects proportionally controlled the velocity of 
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wrist rotation (pronation and supination), co-contractions were used to switch 

between the DoFs in the following order: palmar grasp, lateral grasp, and wrist 

rotation.  

4) The CASP system operated according to the full control loop as described in 

2.1.2. 

The experiments were performed in two separate sessions (training and evaluation), 

spread across two days.  Each of the two sessions comprised the four aforementioned 

test scenarios in a randomized order and each of them comprised 17 grasping trials.  In 

each grasping trial, the subjects were presented with a single object and orally instructed 

to adjust the prosthesis so that the hand was configured appropriately for grasping the 

object (e.g., hand oriented vertically, preshaped palmar for grasping a bottle).  There 

was no time limit for performing the trial.  The task execution was assessed visually by 

the experimenter and the trial was repeated if a gross error had been made and 

prosthesis had not assumed the correct posture (i.e., the subject or the system employed 

the wrong grasp type or orientation).  One important instruction concerning the 

orientation was that, if not necessary, the subjects should not use compensatory 

strategies (e.g., they should not compensate the wrist orientation from the 

shoulder/elbow joint).  The following outcome measures were relevant: 

1) The time to grasp (TTG) an object using a specific control scheme (MAN or 

CASP) assessing the efficacy in operating the prosthesis employing a particular 

control.  The TTG was also used to compare the performance between the 

training and evaluation sessions for the same control scheme to assess if there 

was an improvement due to the training.  The TTG was measured from the start 

of the trial until the hand contacted the object (force > threshold).  

2) The shoulder joint angles computed from the inertial data, recorded during the 

evaluation session only assessing the arm configuration just before the hand 

grasped the object (0.5 s before contact).  They were calculated as the Euler 

angles of the upper arm with respect to the immobilized trunk.   

3) Additionally, during the CASP control scenario the average orientation 

estimation error (OEE) was calculated as the difference between the true object 

inclination angle (e.g., vertical equals 90º) and the estimated inclination from the 

CASP algorithm.  This measure was used to evaluate the precision of the 

computer-vision algorithm that clusters and models the objects. 
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2.2 Addressing Prosthesis Feedback 

In the introduction, it has been stated that one of the main problems in developing and 

testing CLS is the overall fragmentation of control systems, feedback interfaces, 

modalities, and devices (for illustration of available choices refer to Figure 1.12).  The 

sole variety of the available feedback modalities makes it very difficult to compare and 

evaluate them in a scientifically relevant and consistent manner.  Additionally, each of 

the feedback modalities or control systems has its own software interface that is specific 

to the utilized hardware.  Since closed-loop control of a prosthesis comprises a rather 

sophisticated and complex system, consisting of many components that implement both 

real-time feedforward as well as the feedback MMI, this often leads to a development 

overhead.  Namely, changing just a single component (e.g., exchanging a vibro- with 

electro-tactile device) in the prototype might render the whole system unusable and 

require a lot of additional programming in order to adapt to the new software interface 

and communication protocol.   

The problems of poor inter-component compatibility, algorithm reusability, as well as 

arising difficulties when comparing results obtained from different prototypes can be 

solved by abstracting and encapsulating the low-level functionalities in pre-designated 

placeholders that are interoperable, independent in function, and transparent in 

behavior.  In addition, the placeholders should also be smart, self-configurable, and 

easily extendable in order to minimize the chance of human error.  To this end, a closed-

loop development framework (CLF) was developed (Appendix 3,[73]).  The framework 

is primarily designed for testing real-time human manual control with sensory feedback.  

Its overall value is best demonstrated in its application.  Shortly after its deployment, 

several relevant experimental setups and systems, all addressing the topic of feedback in 

prosthetics, were evaluated and published [69], [74], [84]. 

One particularly interesting method that was developed and evaluated within the CLF is 

the usage of biofeedback in order to improve prosthesis control [74]. This method 

challenges the SoA concept of feedback in prosthetics, leading to functional 

improvements in comparison to it. 

In the following chapters, the implementation of the CLF as well as the novel method 

for closed-loop prosthesis control (Biofeedback) will be described.  
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2.2.1 Closed loop development framework 

The CLF was implemented using a graphical programming language (Simulink) that is 

part of the Matlab 2013a (MathWorks, Natick, US-MA) software package.  

Additionally, Simulink 3D Animation, Simulink Coder, Signal Processing, and Real 

Time Windows Target toolboxes were used (RTWT).  The framework is structured as a 

library of components that seamlessly integrate into the already existing Simulink 

Library Browser (Figure 2.5): 

 The input interface library implements the generation, acquisition, and 

preprocessing (e.g., baseline removal, normalization, filtering) of the signals 

from different information sources (e.g., muscle activity, joystick, data file, 

predefined signal).   

 The control method library implements the mapping from the input level to the 

system level commands.  More precisely, it integrates a variety of control 

interfaces (e.g., proportional or state-machine control) that translate the input to 

corresponding system activation (e.g., DoF activation).  

 The system library encapsulates a low-level interface to the real or simulated 

system that is controlled in the closed-loop system.  The block defines intrinsic 

system parameters and the mapping between the control signals and the 

available system DoFs, defining which control input controls which system 

function (e.g., for prosthesis: Input1 controls hand opening/closing, Input2 wrist 

rotation, etc.).  

 The experimental task library compares the current versus a desired system 

state, as defined by the system block and the goal of the experiment, 

respectively.  It operates in two modes: pursuit and compensatory.  Based on the 

operation mode it determines which signal should be fed back to the user (e.g., 

in pursuit mode the output will be the desired and the current system state; 

whereas in the compensatory mode the output will be the error).  

 The information-coding library translates the normalized feedback information 

signals into normalized stimulation parameters (i.e., frequency and intensity) for 

a generic multichannel feedback device.  This library is one of the core CLF 

features since it allows for designing and reusing any custom-made coding 

scheme (e.g., intensity or spatial coding), independent of the underlying 

hardware interface.  

 The feedback interface library encapsulates a low-level communication with a 
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device that is used to deliver the feedback (e.g., visual, tactile, sound).  Each 

block inside of it sends device specific commands to adjust the stimulation 

parameters to the normalized frequency and intensity values supplied by the 

information-coding block. 

 The signal-processing library implements the most common signal processing 

features such as signal filtering, normalization, artefact removal, etc.  

 The model-configuration library integrates components that are designed to 

govern the overall model execution (e.g., simulation duration, sampling times, 

etc.) and data logging of simulation signals and model parameters.    

Figure 2.5: a) The structure of the closed-loop development framework (CLF).  The 

implemented components are divided into eight different libraries organized into 

separate folders.  Each component follows the same structural organization consisting 

of a component-model (.slx) and dependencies folders.  Custom-designed CLSs are 

saved in a separate folder tree (test bench models).  b) CLF integrated in Simulink 

Library Browser.  In order to use it, the user needs to navigate to the desired 

component and simply drag and drop it into his model. 
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The main features of the CLF (Figure 2.6) are: 

 Execution in hardware real-time with sampling frequencies of up to 20 KHz 

[85], such that the system guarantees that a certain process will finish within the 

prescribed amount of time. 

 High-level user customization, yet transparent system operation.  Each block 

has its own GUI with appropriate customization options.  The transparency of 

execution is achieved by associating the block functions with an intuitive icon.  

Additionally, the most relevant component settings (e.g., execution frequency) 

are annotated in red text on the icon itself. 

 Interoperability of system components, such that the blocks can be exchanged 

freely, without breaking the system functionality.  This is achieved by utilizing 

normalized inputs and outputs (I/O signals are always between [-1, 1]). 

 Centralized high-level system management.  The CLF takes care of data 

logging (via DataLogging tags), execution flow, and model configuration (e.g., 

execution duration, sampling frequency, compiler settings, etc.).   

Additionally, the CLF utilizes programming templates/style guidelines and has 

extensive documentation about the core system features as well as the specific 

component functionalities.  

In an exemplary CLS setup given in Figure 2.6, the user employs a joystick to 

proportionally control the prosthesis’ opening or closing speed by regulating its 

inclination angle to the left or right, respectively.  The experimental task is configured 

as compensatory tracking of a predefined profile with the generated prosthesis force as 

the input.  This means that the user’s task is to match the prosthesis grip force according 

to the tracking profile.  If he is successful, the resulting output of the experimental task 

block will be close to zero.  The output of the experimental task is fed to the 

information-coding block that maps the sign of the error to one of the two available 

vibrotactile C2-tactors (residing on ulnar and radial part of the user’s lower arm) and the 

error’s amplitude to the intensity of the tactile stimulation.  The user will thus feel the 

error as the intensity of vibration.  This simple CLS setup can be used to understand the 

complex processes behind closed-loop prosthesis control.  Namely, by simply 

exchanging a few blocks: e.g., the real prosthetic hand with the virtual one, the joystick 

with myoelectric interface, the vibro-tactile with an electro-tactile device or intensity 

with frequency coding, it would be possible to independently evaluate all contributing 



Chapter 2: Materials and Methods 

Marković Marko - February 2016   35 

factors (i.e., the control interface, the control system, the information coding and the 

feedback modality) on the overall closed-loop performance.  Importantly, since they are 

interoperable and use normalized I/O, exchanging the blocks within the system is as 

easy as performing a drag and drop operation from the Simulink Library Browser.  

Likewise, since the CLF logs the user-selected signals, the scripts used for data analysis 

can remain virtually unaltered as long as the experimental task does not change; also, 

the experimental-setup that was used for data acquisition can always be easily 

reconstructed because the model-specific parameters and settings are automatically 

saved. 

Figure 2.6: An exemplary closed-loop system setup used for evaluating the human 

performance in steering the prosthesis’ force while utilizing tactile feedback.  The flash 

symbols indicates that the additional, component-specific, settings open once the 

annotated component is double-clicked (customization).  Each component has an 

intuitive icon and displays its most important parameters in red (transparency of 

operation).  The overall CLS model execution is configured within a single block.  The 

model will automatically compile and execute as soon as the START button is double 

clicked (centralized high-level system management).  The data logging block logs the 

model settings automatically (e.g., component and model parameters) as well as the 

user-selected signals.  
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2.2.2 A novel feedback concept: Biofeedback 

In Appendix 4 [74], it was proposed to feedback the prosthesis control signals, i.e. the 

generated surface EMG envelope (bioFB), instead of the state of the prosthesis (e.g., 

force or velocity).  The justification behind this approach lies in the fact that SoA 

myoelectric prostheses are controlled proportionally (as described in the Introduction 

chapter).  That is to say, that the hand closing velocity and thus the resulting grasp force 

are proportional to the generated myoelectric signal.  Therefore, the myoelectric signal 

anticipates the grasping force, providing time for feedback-driven corrections and since 

the feedback transmits the latent state of the user (contraction strength) and not the 

prosthesis outputs, the slow system dynamics do not affect the control.  The prosthesis 

time delays and inertia are outside the biofeedback loop and the online control can 

therefore be fast and responsive (control signal modulation, Figure 2.7).  Consequently, 

there is more opportunity for predictive feedback-driven corrections and the 

proprioceptive loop is additionally reinforced.  

Figure 2.7: Fundamental differences between EMG biofeedback (bioFB) and force 

feedback (forceFB) in the context of prosthesis control.  During forceFB, the generated 

grasping force is transmitted to the user only after touch onset, whereas during bioFB 

the user receives information about the generated EMG online even before the 

prosthesis reacts. Image adapted from [74].   

 

2.2.3 Experimental setup and evaluation: Biofeedback 

Ten able-bodied subjects (23 ± 3 yrs.) and two amputees (55 and 43 years) were 

recruited for the evaluation study described in Appendix 4 [74] (hereafter referred as 

Study C).  The study was designed to test the hypothesis if the biofeedback outperforms 

force feedback.  To this end, two experimental scenarios were evaluated: 1) force 

generation during repetitive grasping (referred to as routine grasping) and 2) force 

modulation with reference tracking (referred to as force steering).  Each of the two test 

scenarios was performed using either force- (forceFB) or bio-feedback (bioFB) at a 
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time, in a randomized order.  The outcome measures were the precision of generated 

forces (measured as the interquartile range [IQR]) and the root mean square error 

(RMSE) for routine grasping and force steering tasks, respectively (for more 

information consult Table 2.3). 

The experimental setup was designed in the CLF and comprised: 1) a Michelangelo 

Hand prosthesis (Otto Bock Healthcare Products GmbH, Vienna, AT), 2) an EMG 

amplifier (INTEMG, OTBioelettronica, IT), and 3) a standard desktop computer with a 

22” screen.  Independent of the experimental scenario the subjects utilized the SoA 

myoelectric interface in order to grasp a stiff cylindrical object that was positioned and 

secured between the prosthesis fingers so that the hand grasped it when closed.  During 

the experiment, the prosthesis and the object were detached from the subject and placed 

in another room in order to isolate the user from the auditory feedback.  The prosthesis 

sensor data (position and force) were sampled internally by the embedded controller 

(100 Hz) and then sent to the host PC in order to update the visual feedback displayed 

on the computer screen.  Therefore, the user observed a graphical render of the real 

prosthesis grasping a real object.  The bio- or force-feedback, together with the 

experimental task, was also rendered within the same graphical interface (Figure 2.8).  

Table 2.3: Summary of the experimental evaluations performed in Study C.   

 Routine grasping Force steering 

Experimental setup 

& overall task 

The subject sits in front of the 

computer screen and tries to match 

the target force level while closing 

the prosthesis in one smooth 

movement.  Three target levels 

were used: 30%, 50%, and 70 %. 

The subject sits in front of the 

computer screen and tries to match 

110-s long pseudorandom reference 

trajectory comprising a sequence of 

increasing and decreasing slopes by 

gradually opening/closing the 

prosthesis. 

System 
Implemented in the CLF; Closed-loop prosthesis control utilizing SoA 

myoelectric interface and visual feedback. 

Subjects 
10 able-bodied subjects (23 ± 3 yrs.) and two amputees (55 and 43 years 

old). 

Feedback 

conditions 

1. Biofeedback 

2. Force feedback 

1. Biofeedback 

2. Force feedback 

Number of trials 

per condition 

150 grasping trials (50 per each 

level) 
Four force tracking trials  

Relevant outcome 

measures 

Interquartile range (IQR): 

Measures the dispersion of the 

generated forces 

The quality of force tracking was 

assessed by calculating the root 

mean square tracking error (RMSE) 

between the generated and the 

reference force 
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Figure 2.8: Visual scene shown to the subjects during Study C including a snapshot of 

the screen (a) before contact and (b) after contact.  Horizontal bars, red for the flexor 

and blue for the extensor, showed a continuous feedback about the current level of 

muscle activity (prosthesis control signals).  The semi-transparent blue bar indicated 

the hand grasping force and the green vertical line the target force level.  During 

routine grasping, the target force was stationary, whereas in the force steering task, it 

was moving according to the time profile of a reference force trajectory.  Note that the 

biofeedback was shown only during the respective feedback scenario.  Image adapted 

from  [74]. 

 

2.2.4 Practical implementation of the Biofeedback: Google Glass 

As previously described, the biofeedback was experimentally evaluated using the 

standardized CLF development test bench. This had the advantage of easy system 

development, data logging, and standardized evaluation.  Nevertheless, the biofeedback 

was rendered visually on a computer monitor which made it difficult to be deployed to 

the end-user in a practical context (e.g., ADLs).  

To address this issue, the presented biofeedback scheme was implemented using a 

wearable augmented-reality head mounted device (i.e., the Google Glass [86], hereafter 

the Glass). The Glass integrates smartphone functionalities (e.g., a processor, a battery, 

BT, Wi-Fi, and the ability to run custom-developed apps) with the optical head-

mounted display (OHMD) and a rudimental user interface (touch, voice commands) 

which makes it an ideal platform for practical deployment of the augmented-reality 

biofeedback.  

In the current prototype, an app that runs on the Glass has been developed (Figure 2.9).  

The app connects to the 3-DoF Michelangelo hand prosthesis via the BT interface, 

fetches the feedback data (i.e., EMG activity and prosthesis states), and displays it on 

the embedded OHDM in real-time.  Since the OHDM display is see-through the user 

perceives the rendered feedback information as an overlay that augments the real-world 

(AR feedback).  It should be noted that the Glass acts as a feedback device, meaning 

that it does not influence the prosthesis which uses the SoA two-site myoelectric control 

with mode switching.  In order to overcome the rather limited interaction interface (i.e., 



Chapter 2: Materials and Methods 

Marković Marko - February 2016   39 

a single touchpad) and still offer a certain level of user interactivity and customization 

three different biofeedback representations were developed (Figure 2.9a, b, and c).  The 

user can switch between them by performing a scroll gesture on the Glass touchpad: 

 Figure 2.9a: In this representation the two sEMG signals that are driving the 

prosthesis are rendered in two separate boxes (blue bars).  Each of them has a 

custom-defined dead-zone (dark-gray) and 4 vertical bars that act as references.  

In addition to the sEMG activity (biofeedback), the prosthesis force (red bar) as 

well as the currently controlled DoF (box-framed pictures of the palmar, lateral, 

and rotation) are also displayed. 

 Figure 2.9b: Shows the same information as the first render but concatenates the 

two biofeedback bars into a single one.  The resulting representation is thus very 

similar to a single-axis joystick with two movement directions (left and right).   

 Figure 2.9c: Shows the same information as two previous renders but utilizes 

numbers instead of the bars.  The background picture indicates the currently 

active DoF; The red number indicates the current force, while the bottom 

number indicates the activity of the corresponding sEMG channel by changing 

its color (blue or green for flexor or extensor, respectively). 

 Figure 2.9: Biofeedback implementation on the Google Glass.  The Glass connects to 

the Michelangelo prosthesis via BT and renders the acquired feedback on the OHDM.  

The user can switch between different representations by performing a scroll gesture on 

the touchpad. 
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2.3 Data Analysis 

In all three studies, the data were analysed using Matlab (MathWorks, Natick, US-MA) 

software package and Statistics Toolbox.  The analysis was performed separately for the 

able-bodied and the amputee group.  Since in none of the studies the proportion of 

amputees was large enough, the data-analysis outcomes for amputee subjects were just 

reported, but not tested for statistical significance. 

2.3.1 Prosthesis Control (Studies A and B) 

In Study A (used the first CASP prototype), the analysis was performed by calculating 

the performance outcomes (SEE, PSR, SFR, and TAR) for each grasping trial and then 

pooling respective trial outcomes together across all subjects for each of the conditions 

separately (AUTO and SEMI).  The two-sided pairwise t-test for dependent samples 

(repeated measures) was used for pair-wise comparison between the conditions (AUTO 

and SEMI).  A p-value of 0.05 was selected as threshold for statistical significance.   

In Study B (used the CASP), the analysis was performed by calculating the performance 

outcomes (TTG, OEE, Shoulder Euler Angles) for each grasping trial and then pooling 

respective trial outcomes together across all able-bodied subjects, separately for each of 

the conditions (MAN1/2/3 and CASP) and each experimental session (training and 

evaluation).  Friedman test was used to assess statistically significant differences within 

the group of conditions in the evaluation session, since the data did not pass the test of 

normality (Liliefor test).  For pairwise comparisons, Tukey’s honestly significant 

difference criterion was applied.  Finally, to compare the same condition between 

training and testing, Wilcoxon signed-rank tests were employed.  A p-value of 0.05 was 

selected as threshold for statistical significance. 

2.3.2 Prosthesis Feedback (Study C) 

The analysis was performed by calculating the performance outcomes of each trial (IQR 

or RMSE) and then pooling respective trial outcomes together across all able-bodied 

subjects, separately for each of the experimental scenarios (routine grasping, force 

steering) and conditions (bioFB, forceFB).  All the results were reported as normalized 

forces, in fractions or percent, i.e., 100% corresponded to the maximum force of the 

prosthesis (~100 N).  For the routine grasping scenario, the Bartlett multiple-sample test 

for equal variances was applied to test for statistically significant differences in 

dispersion (IQR) within the conditions overall, followed by Ansari-Bradley two-sample 
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test with Bonferroni correction for pairwise comparisons of the force variability 

between the conditions.  The statistical analysis for the RMSE outcome of the force 

tracking task was performed using Wilcoxon signed rank test, as the data did not pass 

the normality test (one sample Kolmogorov-Smirnov).  The threshold for statistical 

significance was adopted at p < 0.05. 
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3 RESULTS 

In the following paragraphs the results obtained from the two studies presenting the 

novel CASP system (Studies A and B, Appendix 1-2, [71], [72]) and the one study 

presenting the biofeedback (Study C, Appendix 4, [74]) will be shortly disseminated.  

The results are reported in the format: mean ± standard deviation and are presented 

separately for able-bodied (figures and text) and the amputee subjects (text only). 

3.1 Prosthesis Control (Studies A and B) 

In Studies A and B, the CASP system was evaluated on a variety of objects (30 in total) 

in different positions and orientations, which presents a good database for evaluating the 

performance of the employed object modeling algorithm.  The object size estimation 

error (SEE, Study A) and the orientation estimation errors (OEE, Study B) were 0.75 ± 

1.1 cm (mean ± standard deviation) and 9 ± 5°, respectively.  

3.1.1.1 Study A 

Figure 3.1 summarizes the performance of the first CASP prototype for able-bodied 

subjects (PSR, TFR, and SFR) in the two test scenarios (AUTO and SEMI) which 

included 520 (13 subjects × 2 series × 20 objects) and 260 trials (13 subjects × 1 series 

× 20 objects), respectively. 

When the manual control was inactive (AUTO operation mode), the preshape success 

rate (PSR) was 79%.  As soon as the user was allowed to correct for eventual errors 

(SEMI operation mode), the PSR improved significantly by 16% and reached 95% 

(Figure 3.1a). 
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The task accomplishment outcome measures (TAR, SFR) are shown in the pie charts in 

Figure 3.1b.  During the AUTO condition, the task was successfully completed in 73% 

of trials.  Successful completion of the task increased significantly to 81% in the SEMI 

condition.  This improvement was due to a significant reduction of the system-induced 

task failures rate (SFR), which dropped from 10% to only 3%, whereas the myoelectric 

control induced failures remained virtually unchanged (16 – 17%).   

Figure 3.1: Study A: a) Summary results for the CASP preshape success rate (PSR). b) 

Task accomplishment/failure rate (TAR/SFR) for the two operation modes: without 

(AUTO) and with manual user control (SEMI).  Statistically significant differences are 

denoted by a star (*, p < 0.05).  Image adapted from [71]. 

 

3.1.1.2 Study B 

In total, 1360 grasping trials (10 subjects x 2 days x 4 conditions x 17 trials) were 

performed by able-bodied subjects.  One amputee subject performed an additional 136 

grasping trials (1 subject x 2 days x 4 conditions x 17 trials).  All grasping trials were 

allocated evenly between the four control conditions (MAN1-3, and CASP).  Figure 3.2 

summarizes the results for able-bodied subjects. 

The average time to grasp (TTG) for each of the four test conditions and training and 

evaluation sessions is shown in Figure 3.2a.  During the evaluation session, the TTG in 

the manual control scenarios (MAN1-3) increased consistently with the number of 

controllable DoFs, i.e., it was 3.7 ± 1s for MAN1, 4.3 ± 1.7s for MAN2, and then 
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increased substantially to 11.2 ± 4.1s in MAN3.  The differences were statistically 

significant between all MAN conditions.  The TTG with CASP was 5.9 ± 1.9s, which 

was slower than in MAN1 and MAN2 but substantially faster than in MAN3.  

Additionally, there was virtually no improvement between the training and evaluation 

sessions with CASP, contrary to the MAN2 and MAN3 conditions, which improved 

with training.  

The recorded shoulder joint angles in MAN1 and 2 differed significantly in abduction 

and external rotation compared to the conditions with manual (MAN3) or automatic 

(CASP) rotation control.  Between MAN1 and 2, the angles were similar, which also 

held for MAN3 versus CASP (for exact values please refer to the published article in 

Appendix 2, [72]). Representative shoulder configurations for MAN1 and CASP are 

depicted in Figure 3.2b when a cup was positioned horizontally (left picture) and 

vertically (right picture).  Since the wrist rotation was inactive, in MAN1 the user had to 

perform extensive compensatory movements consisting of either shoulder abduction 

and external rotation (left picture) or adduction and internal rotation (right picture) in 

order to orient the hand appropriately for grasping the object.  On the other hand, there 

were no such over-extensive movements when using CASP and in that case the 

shoulder angles remained virtually unaffected by the object orientations, since the 

automatic control adjusted the hand orientation accordingly, using the active wrist joint. 

Similar trends were also observed in the amputee subject where the average TTG was 

2.5 ± 1s, 4.7 ± 1.8s, 10 ± 2.2s, and 5.5 ± 1.8s for MAN1-3 and the CASP conditions 

respectively.  The subject successfully learned how to use the system and, although he 

was an experienced user of a classic 1-DoF myoelectric prosthesis, the results were 

similar to the ones obtained for able-bodied subjects.  The CASP system was 

approximately twice as fast as manual control for the same number of DoFs (MAN3).   
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Figure 3.2: Study B: a) Summary results for the average time to grasp (TTG) an object 

across conditions (MAN1-3, CASP) and experimental sessions (training, evaluation).  

The statistically significant differences are denoted by a star (*, p < 0.05); the symbol 

‘C‘ indicates that the difference exists across all conditions that were performed within 

the same experimental session.  b) 3D model showing the arm positions recorded 

shortly before the object was grasped.  An object placed horizontally (left) and 

vertically (right) was grasped using MAN1 and CASP control schemes. Image adapted 

from [72]. 

 

3.2 Prosthesis Feedback (Study C) 

Summary results for ten able-bodied subjects and all conditions (force- and bio-

feedback) and experimental tasks (routine grasping and force steering) are presented in 

Figure 3.3.  

Providing EMG biofeedback significantly improved the consistency in generating 

grasping forces at all three force levels (Figure 3.3a).  Without EMG biofeedback, the 

IQRs were 10%, 14% and 16% for the target force of 30%, 50%, and 70%, respectively, 
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and they were approximately twofold lower when EMG biofeedback was transmitted 

(i.e., 6%, 6%, and 7%, respectively).  Likewise, with the force feedback, the force 

variability increased significantly for the higher target forces (forceFB [30%] vs. 

forceFB [50%] and forceFB [70%]), which was not the case for the EMG biofeedback 

condition. 

Figure 3.3:Sudy C: a) Routine grasping task performance in two feedback conditions 

(forceFB and bioFB) and at three target force levels (30, 50, and 70%). Boxplots depict 

the median (red line), interquartile range (blue box), maximal/minimal values 

(whiskers) and outliers (red crosses).  Dashed gray lines are the target force levels. b) 

Force-tracking task performance.  The toot mean square tracking error is given for two 

conditions (forceFB, and bioFB).  Statistically significant differences are denoted by a 

star (*, p < 0.05).  Image adapted from [74]. 

 

During the force steering task, providing EMG biofeedback reduced tracking error 

(Figure 3.3b).  The decrease was modest but statistically significant (15.5 ± 2% for 

forceFB vs. 13.5 ± 2% for bioFB, p < 0.001). 

The results for the two amputee subjects demonstrated a similar trend as in able bodied 
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subjects. The provision of the EMG biofeedback reduced the IQR of the generated 

forces from 13%, 9% and 16% for forceFB to 9%, 8%, and 10% for bioFB for the target 

forces of 30%, 50%, and 70%, respectively.  The relative improvement was, however, 

less than in able-bodied subjects.  The same trend can be observed in force tracking 

task: The tracking errors decreased from 16.8% and 18.8% in forceFB to 13% and 

17.8% in bioFB for amputee 1 and 2, respectively. 
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4 DISCUSSION 

In this dissertation the contributions from four peer-reviewed publications addressing 

the topics of prosthesis control and feedback were presented.  Specifically, in the 

publications presented in Appendix 1-2 ([71], [72]), the novel context and user aware 

system for prosthesis control (CASP) was developed and evaluated in 23 able-bodied 

and 1 amputee subject (Studies A and B).  Likewise, in the publications presented in 

Appendix 3-4 ([73], [74]), closing the loop with prosthesis was addressed by presenting 

a comprehensive closed-loop framework (CLF) in which the novel biofeedback (bioFB) 

concept for enhancing myoelectric prosthesis control was developed and evaluated in 10 

able-bodied and 2 amputee subjects (Study C). Hereafter, the relevant results and the 

methods from the four aforementioned publications will be summarized and discussed.   

4.1 Prosthesis Control (CASP, Studies A and B) 

The CASP system introduced a novel paradigm for semi-autonomous (shared), context 

dependent and reactive prosthesis control that infers the user intensions in real-time and 

adapts to them accordingly by fusing and analyzing the data from a variety of external 

sensors; i.e., sEMG, IMU, camera, embedded prosthesis force, and position encoders.  

The novel functions of CASP have been also patented in [77]. 

The experimental setup described in section 2.1.3 was designed to evaluate the system, 

during the typical object grasp and transport task, on two levels.  One is the conceptual, 

presented in Study A, which was used to assess the overall viability and accuracy of the 

semi-autonomous control.  The other one functional, presented in Study B, assessed the 

performance and functionality of the system as a whole, specifically in respect to the 
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SoA myoelectric control. 

The results depicted in Figure 3.1 indicate that the semi-autonomous prosthesis control 

concept (SEMI), in which the user and the autonomous CASP controller share the 

responsibility, is not only feasible but also a preferable mode of control compared to a 

fully autonomous one (AUTO).  This is demonstrated by statistically significant 

increases in both the preshape accuracy (PSR) and the task accomplishment rates (TAR) 

(AUTO vs. SEMI).  Namely, in the SEMI mode the CASP operation was not flawless 

but the subjects were able to manually correct most of the system-induced errors which 

resulted in reaching virtually 100% in PSR. Therefore, the overall feasibility of the 

semi-autonomous control concept is confirmed by the fact that only 3% of the task 

failures were caused by system-induced errors. This increase was only partly translated 

to an increase in the overall TAR.  The reason behind this was that the task 

accomplishment was strongly influenced by the quality of myoelectric control which 

was used in both conditions (AUTO, and SEMI) for triggering specific prosthesis 

operations (e.g., closing/opening) and thus remained responsible for steady 16% of task 

failures.   

Observing Figure 3.2 it can be noted that the single-DoF control (MAN1) was the 

simplest scenario, in which the subjects only had to reach for the object and close the 

hand, resulting in the smallest TTG overall.  However, the subjects had to employ 

compensatory strategies characterized by excessive shoulder movements in order to 

accommodate for the lack of active DoFs.  In MAN2, the control scheme increased in 

complexity, as the subjects had to perform a co-contraction to switch between the grasp 

types.  The TTG increased slightly, however, the addition of a novel grasp-function did 

not change the reaching strategy, and the same compensatory movements were still 

present.  Only in MAN3 and CASP, in which the wrist could be also actively rotated, 

the overall shoulder angles displayed a significant reduction, especially in abduction 

and external rotation.  However, since the subjects had to perform tiresome co-

contractions several times in a single grasping trial the TTG in MAN3 increased 

consequently by a factor of 3/2 with respect to MAN1/2.  In contrast, the CASP system 

is somewhat slower than MAN1 and 2 but results in grasping strategies and arm 

configurations that are similar to those employed in MAN3, with the benefit that it is 

substantially faster than the latter.  Therefore, when using all available prosthesis DoFs, 

the CASP outperforms the manual myoelectric control significantly.  Furthermore, the 

CASP system was easy to adopt and use, which is demonstrated by the fact that there 
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was no significant improvement in performance between the two experimental sessions 

(training and evaluation were the same), in contrast to the MAN3 condition, which 

displayed a training effect (evaluation phase better than training).  Importantly, the 

results obtained from an amputee likewise indicated the same trend. 

Concerning the performance, the CASP system was able to respond within a second to a 

user-generated trigger command.  The response delay included trigger detection, 

information acquisition, fusion, and analysis (e.g., object modeling and calculation of 

possible hand postures), as well as the transfer of the appropriate preshape commands to 

the prosthesis.  The overall precision of the sensor-fusion algorithm, and specifically its 

core-part designated for object modeling, was likewise reasonably good.  It showed on 

average errors less than 1 cm and 10 degrees’ in object size (SEE) and orientation 

estimation (OEE), respectively.  

In summary, it has been demonstrated that by integrating artificial proprioception and 

vision with the voluntary (myoelectric) control an innovative prosthesis control 

paradigm can be effectively placed into function.  In its current implementation, the 

CASP system could automatically and simultaneously control prosthesis preshape, 

aperture, and orientation (grasp planning) by utilizing only a rudimental user input (i.e., 

a simple myoelectric trigger).  Additionally, it used inertial sensing to detect changes in 

the hand-to-object approach strategy (i.e., the user intentions) and reacted to them in 

real-time by readjusting the aforementioned prosthesis parameters accordingly (reactive 

control).  In the two studies it has been experimentally demonstrated that this concept 

cannot only function in practice, but also bring visible performance benefits in 

comparison to SoA myoelectric control.  It can even be hypothesized that these 

automatic functions (i.e., grasp planning and reactive control) could potentially decrease 

the user’s cognitive effort by providing him the opportunity to focus on the task rather 

than on how to steer the prosthesis. 

4.2 Prosthesis feedback (CLF, Biofeedback, Study C) 

The closed-loop development framework, presented in Appendix 3, was utilized to 

design and evaluate a variety of different CLS experimental setups ([69], [73], [74], 

[84]).  The CLF contains many ready-to-use components that can be combined and 

exchanged in an arbitrary fashion, which allows for effortless system (re)configuration.  

Moreover, the overall structural and executional transparency make the systems 

designed in the CLF easy to use and debug. 
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The novel biofeedback approach, presented in Appendix 4, can be regarded as a simple 

feedforward simulation of a prosthesis since it provides the subject with an estimate 

(i.e., prediction) of the command output (e.g., grasping force).  In general, this allows 

the subject to adjust the current online command even before the outcome is generated. 

Study C was designed to test the overall biofeedback approach feasibility.  Therefore, 

the feedback was provided using an ideal interface (visual bar).  At first, the visual 

feedback might seem impractical and difficult to deploy, but in the light of the recent 

technological advancements in the field of wearable AR devices (e.g., Google Glass) 

this implementation becomes not only feasible, but also very appealing and practical, as 

demonstrated in chapter 2.2.4.  Nevertheless, the same approach could be implemented 

using electro- or vibro-tactile stimulation by utilizing spatial, intensity, or frequency 

coding, as demonstrated in [84]. During the evaluation, the biofeedback was used to 

predictively control the prosthesis grasping force in two experimental tasks: 1) routine 

grasping and 2) force tracking.  The performance outcomes (IQR, RMSE) in 

biofeedback scenario (bioFB) were then compared to the ones achieved using the 

“classical” feedback loop, which relied on force feedback (forceFB) only. 

The results depicted in Figure 3.3 demonstrate the superiority of biofeedback to the 

“classical” feedback loop.  All able-bodied as well as amputee subjects demonstrated 

significant performance increase during the bioFB scenario across both experimental 

tasks (i.e., smaller force dispersions, and tracking errors).  The practical implications of 

these results are fourfold.  The quality of force steering assessed through RMSE is 

relevant for object holding and manipulation (e.g., squashing a tooth-paste).  In practice, 

unilateral amputees accomplish such sensitive tasks most often using a healthy hand, 

due to the poor controllability and other limitations [87], which makes the 

improvements achieved with biofeedback even more relevant.  The control 

reproducibility, assessed during the routine grasping task is yet another important factor 

that influences the overall prosthesis acceptance.  The overall uncertainty of the 

myoelectric control channel [88] makes this very challenging to achieve in everyday 

application.  On the other hand, the inclusion of biofeedback demonstrated that both the 

overall accuracy and precision (IQR) of force generation can be significantly increased.  

Opposed to the “classical” feedback approach, the biofeedback implementation doesn’t 

require the integration of additional sensors into the prosthesis (i.e., force or position 

encoders).  The standard EMG electrodes, which are already a standard part of every 

myoelectric prosthesis, are all that is necessary [84].  Finally, the concept of 
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biofeedback, although demonstrated for single-DoF SoA myocontrol, could be 

generalized and extended to any number of functions or myoelectric control algorithms.  

For example, in a practical electro- or vibro-tactile feedback interface, when using an 

advanced pattern recognition/regression system, the classifier outputs could be 

communicated to the user by using a mixture of spatial and intensity coding.  Here, the 

spatial information would indicate the classifier-state (i.e., active DoF), while the 

intensity of the stimulation would correspond to the active DoF velocity.   

4.3 Future work: Sensor-Fusion with AR  

In the past decades prosthesis control has been based almost exclusively on a single 

type of sensor, namely, a bio-amplifier detecting the electrical muscle activity. 

However, it is well known from robotics applications that a number of other sensors can 

be useful for control of reaching, grasping, and manipulation [59].  Similar could be 

said for the feedback pathway, where the SoA approaches often fail to prove the 

functional benefits of the feedback [35].  The present work starts from these insights 

and proposes the integration and fusion of additional sensors into a prosthetic device 

(CASP system), in order to extend the overall usability, ease of use, and intuitiveness of 

the employed feedforward MMI. Moreover, it also demonstrates the usage and benefits 

of novel feedback paradigms and interfaces (biofeedback and AR). 

The next logical extension of the presented work would be a combination of the two 

concepts, namely multimodal sensor-fusion and biofeedback, into a single self-

contained system.  This advanced system could integrate both semi-autonomous 

context-dependent control as well as the intuitive biofeedback together with the SoA 

myoelectric interface. One possible technical implementation could be the usage of 

head-mounted AR glasses that integrate advanced RGB-D imaging (e.g., Microsoft 

HoloLens or Meta Spaceglasses [89], [90]). In this implementation the AR could be 

used to close the loop and communicate system states (e.g., current DoF) or relevant 

feedback information to the user (e.g., muscle activation - biofeedback).  Moreover, 

since the AR is rather intuitive (in comparison to cutaneous tactile feedback interfaces), 

transmission of highly-complex feedback information, such as a full 3D AR render of 

the prosthetic hand, would also be possible. One proof-of-concept implementation of 

such system is given in [71], where in addition to the CASP system (in its very first 

iteration) AR was used to communicate the overall machine states (e.g., object 

targeting) and prosthesis configuration (i.e., grasp type and aperture) to the user.  In 
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addition to this, a series of tests were conducted in order to validate that the user could 

comprehend and utilize the AR feedback information to control and steer the overall 

system behavior in real-time.  

The concept of context-dependent prosthesis control could be extended even further by 

harvesting the possibilities available through the recent technological advancements.  

The envisioned future of upper limb prosthetics is to be found in Figure 4.1 and 

explained in greater detail in the text below. 

Figure 4.1: The envisioned future of upper limb prostheses. The user wears an array of 

devices that communicate wirelessly in order to fuse and process multimodal sensory 

information.  The smart-phone acts as the central processing unit that communicates 

with a cloud in order to perform computationally intensive operations or update the 

map of the user’s environment. The smartglasses integrate the RGB-D camera together 

with the see-through AR display thus acting as an artificial exteroception and feedback 

interface. The smartwatch/smartband is worn around the unaffected arm and provides 

rudimentary feedback to the user (notifications) as well as the artificial proprioception 

to the overall control system. 

 

Wearable smart-gadgets such as smart-phones, smart-watches, smart-bands, and smart-

glasses that all have an array of inbuilt sensors (e.g., cameras, inertial sensing) and 

feedback interfaces (e.g., sound, vibration, display) could be utilized to better 

understand the context of prosthesis usage (e.g., via location tracking), provide feedback 
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to the user (e.g., a buzz notification on a smart-watch, a display on the smart-glass) or 

even perform heavy-duty processing (e.g., on a smartphone).   

Yet another technological breakthrough that could be used in the context of prosthesis 

control is cloud computing.  Similar to modern-day voice-recognition algorithms (e.g., 

Google Now, Apple Siri, or Microsoft Cortana) that extract features locally (e.g., on the 

cell-phone) but then go on a cloud in order to perform the feature matching, computer 

vision systems could do just the same, thus offering virtually unlimited computing 

power in a compact form.  This could be used to integrate complex computer-vision 

algorithms that allow for simultaneous user localization, environment recognition, and 

mapping [91], [76] which in turn could provide rich contextual information (e.g., the 

user is in front of his work desk and reaches out for a pen, Figure 4.1). In an exemplary 

application the 6-DoF location of the prosthesis could be inferred through inertial 

sensing and computer vision and used together with depth reasoning to focus on the part 

of the scene where a potential interaction can occur.  The structure of the scene could be 

analyzed to segment and model static and moving objects and support surfaces.  The 

object detection and analysis could be handled using a fallback approach. Namely, the 

system could integrate a database of daily life object models but if the objects are not 

found in the database they will be represented with their most similar known 

representative.  Additionally, the tracking of the contralateral hand (e.g., via a 

smartwatch) could also be implemented, in interaction with objects in the environment 

as well as with the prosthesis, and fused with other proprioceptive estimations.  

Therefore, the prosthesis could be controlled to adapt to the contralateral hand and the 

object, thereby supporting bimanual tasks (e.g., grasping a cup with the unaffected hand 

and transporting it to the prosthesis). 

 In addition to the cloud-based computer vision and smart-gadgets artificial intelligence 

based on neural-networks, fuzzy-logic, or deep-learning algorithms could also be 

utilized to implement concepts such as learning by observation and demonstration.  

Namely, the system could leverage multimodal sensor data to learn about the 

environment and adapt to the user and likewise compare its automatic decisions to the 

user control, detecting when the user selected a different grasping strategy with respect 

to what the system has planned (learning by observation).  Alternatively, the user would 

be able to explicitly activate the learning function, configure the prosthesis and grasp 

the object, while the system observes this action mapping the grasping strategy to the 

model of the object (learning by demonstration).  
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Finally, it should be noted that the work presented in this thesis is not designed to 

replace the SoA upper limb prosthetic interfaces per se, but rather to enhance and 

endow them with new functions that would make them more intuitive, robust, 

understandable, and finally effortless for their end-user.  
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Abstract
Objective. Technologically advanced assistive devices are nowadays available to restore
grasping, but effective and effortless control integrating both feed-forward (commands) and
feedback (sensory information) is still missing. The goal of this work was to develop a user
friendly interface for the semi-automatic and closed-loop control of grasping and to test its
feasibility. Approach. We developed a controller based on stereovision to automatically select
grasp type and size and augmented reality (AR) to provide artificial proprioceptive feedback.
The system was experimentally tested in healthy subjects using a dexterous hand prosthesis to
grasp a set of daily objects. The subjects wore AR glasses with an integrated stereo-camera
pair, and triggered the system via a simple myoelectric interface. Main results. The results
demonstrated that the subjects got easily acquainted with the semi-autonomous control. The
stereovision grasp decoder successfully estimated the grasp type and size in realistic, cluttered
environments. When allowed (forced) to correct the automatic system decisions, the subjects
successfully utilized the AR feedback and achieved close to ideal system performance.
Significance. The new method implements a high level, low effort control of complex
functions in addition to the low level closed-loop control. The latter is achieved by providing
rich visual feedback, which is integrated into the real life environment. The proposed system is
an effective interface applicable with small alterations for many advanced prosthetic and
orthotic/therapeutic rehabilitation devices.
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1. Introduction

Reaching and grasping is a complex movement during
which the human neuromusculoskeletal system accomplishes
a number of very challenging tasks [1]. The process starts
with the visual assessment of the target object to determine
its location and orientation (required to correctly reach it) as
well as its properties (shape and size required for prehension).
This information is used by the brain to plan the motor task [2].
During the actual movement execution, the hand is transported
to the target object and at the same time oriented and preshaped
appropriately for the grasp based on the visual perception. The
tactile and force feedback and proprioceptive feedback are
used for online correction, especially during the contact phase.
Importantly, these complex sensory–motor transformations
are implemented by the neuromusculoskeletal system with
remarkable ease and almost effortlessly for the subject, i.e.,
the subject is mostly concerned with the overall goal of the
task (e.g., use of the object), while the actual implementation
proceeds largely at a subconscious level (automatically). This
natural control is made possible by a system of sophisticated
sensory organs and human effectors in communication with
the trained brain through a complex network of efferent
and afferent channels, implementing the feed-forward and
feedback sensorimotor schemes [3].

The grasping function, both motor and sensory aspects,
can be lost or impaired as a result of a neurological injury,
such as stroke, spinal cord injury, brachial plexus injury
or limb amputation. Depending on the context, different
assistive devices have been developed to restore grasping (e.g.,
functional electrical stimulation (FES) [4], exoskeletons [5]
or prostheses [6]). Importantly, many of these devices are
very advanced technological solutions striving to replicate the
flexibility of the healthy human hand. Multichannel electrical
stimulators with programmable timing and intensity can
activate several muscles of the forearm in a coordinated fashion
generating different grasps [4]. In recent years, several hand
exoskeletons including separate kinematic chains for each
finger have been developed and tested for force amplification
and/or rehabilitation [7]. Similarly, modern prosthetic hands
such as i-Limb from Touch Bionics [8] or Bebionic Hand from
RSLSteeper [9] implement independent control of individual
fingers. These robotic systems have enough mechanical
flexibility to realize different grasp types, reflecting closely
the repertoire used in daily life by a healthy human hand (e.g.,
palmar, lateral, pinch grip). However, user friendly control of
grasping is still missing, and thereby the full capabilities of
these advanced systems are largely unexploited in practice.
Typically, only one grasp type is used [7] or the active grasp
has to be selected manually through an unnatural (unintuitive)
interface (e.g., pressing a button in FES [4], cocontracting
antagonistic muscles in prosthetics [10]).

The control of grasping should include both a higher
level interface for planning (grasp type, hand orientation and
size selection) and a low level control of grasp execution,
ideally providing also sensory feedback to the user (closed-
loop control). Effective and effortless implementation of these
high and low level functions is a long standing challenge in

rehabilitation engineering, with the most extensive research
done in the field of prosthetics. In a typical approach,
the control is realized by implementing a unidirectional
communication pathway between the user and artificial
system. The user generates all the necessary command signals
(inputs), whereas the artificial controller captures the inputs,
decodes them and operates the device accordingly. Therefore,
the user is in control of the operation, and there is no
automatic function that would decrease the need for large
number of control inputs. Different signal sources have been
tested to generate the control signals. In principle, high
level motor commands for grasping can be detected directly
at their origin (brain) using electroencephalography [11] or
electrocorticography [12], but this approach is still far from
being practical enough for use in daily life and requires
complex instrumentation. In the previous studies, grasp type
and size selection (high level control) were implemented
by using foot movements detected by an insole equipped
with foot switches [13], tongue control via a mouth piece
integrating an inductive interface [14] and eye movements
detected using electrooculography [15]. By far the most
prevalent approach relied on the detection of the user’s muscle
activity [10, 16]. Pattern recognition was applied to classify
hand postures and even individual finger movements from
the recorded multichannel surface electromyography (EMG)
with high classification accuracies [17–19]. Also, implantable
interfaces such as intra-fascicular neural electrodes [20] and
implantable myoelectric sensors [21] have been tested for
the same purpose. In contrast to a large body of work in
recent years addressing the descending motor pathways, there
are significantly fewer studies devoted to the restoration of
feedback to the user. However, this was a popular research
topic in the past [22, 23], and direct mechanical (e.g.,
vibrotactile or haptic [24, 25]) or electrocutaneous stimulation
[26] of the tactile sense were investigated as the means
for providing the feedback. In some recent works, vibration
motors [27], custom-made devices [28], electrical and hybrid
stimulation [29] and also invasive approaches [30] have been
tested.

Although success has been demonstrated, the establish-
ment of the communication between the biological and artifi-
cial remained the challenge to be resolved. The main reason
is that conventional man–machine interfaces used in practice
have a limited bandwidth in both descending (feed-forward)
and ascending (feedback) directions. Therefore, they cannot
fully support the available functionality of the modern-day
assistive devices. More recently, there are developments pre-
sented in the robotics literature inspired by human motor con-
trol demonstrating that a low-dimensional control input can
be used to implement complex movements [31] and also fa-
cilitate learning [32]. A myoelectric controller presented in
[33] implemented hand synergies to operate a dexterous hand
prosthesis (three grasps) using only two myoelectric channels.
These important advances should be used in the future to re-
duce the demands upon the user efforts regarding how to use
the assistive system, and instead allow him/her to concentrate
on the task to be accomplished.

We suggest here an approach for decreasing the burden
on the user regarding how to use the assistive device.
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The idea is to enrich the artificial controller with extra sources
of information, as also recently proposed in [34], in addition
to the classically used human-generated command signals
(e.g., myoelectric control), so that the controller is capable
of autonomous decision making [35]. Consequently, certain
system functions could be controlled fully automatically while
the role of the user would be to supervise, correct and fine
tune the system operation. The idea to automatize the assistive
devices or facilitate the control using additional information
sources has been addressed in the past. An early example
is a prosthesis implementing automatic grasp selection based
on the place of initial contact with the target object [36–38].
A commercially available prosthetic device, Sensor Hand
Speed from Otto Bock [39], and some other recently presented
systems [40, 41], integrate controllers that automatically
compensate for object slipping. In [42] and [43], hierarchical
control strategies in which myoelectric signals were used to
trigger predefined high level functions (e.g., activating specific
grasps) were developed and tested. Finally, an interesting
sensor fusion approach, although for a different purpose,
was presented in [44] where an eye tracker estimated the
gaze direction, and this information was then combined with
the myoelectric control to greatly improve reaching using a
robotic arm.

We present a novel system for the semi-automatic and
closed-loop control of grasping for assistive devices for
the restoration of grasping function. As explained above,
visual information is truly instrumental for the planning and
execution of grasping. Therefore, we developed an artificial
controller that employs state-of-the-art computer stereovision
to emulate the human visual sense and automatically configure
the hand into a preshape pattern that is appropriate for the
target object. The fundamental components of the system
are augmented reality (AR) glasses with embedded stereo
cameras. The AR interface was employed to provide the user
with augmented and intuitive visual feedback about the status
of the hand for online correction of the grasp (i.e., closed-loop
control). In particular, the AR interface is used to (virtually)
project the hand into the field of view, thus informing the user
about hand preshape even when it was out of view (artificial
proprioception).

Automated grasp planning and execution using vision
but also other interfaces such as Kinect have been addressed
previously in the literature, especially in the context of
autonomous robotics [45]. However, the system presented
here is unique since it is designed for a specific context
of human–machine interaction. Namely, it integrates high-
level functions of an automatic artificial controller with the
volitional (biological) control of the user into a robust control
loop operating online. The main aspect of this development is
that the operational responsibility, and thus the cognitive load,
are both shared between the system and the user.

The system as a whole, as well as some of the concepts
and components, is being applied for the first time in
this context (e.g., AR glasses, AR feedback, user-controller
bidirectional communication, fusion of EMG and artificial
vision). Therefore, the goal of this study was to present
the control system and its components and then to evaluate

the overall feasibility of the proposed approach. We tested the
control system with healthy subjects who used a dexterous
robotic hand in a simple manipulation task. Specifically, the
goal was to address and evaluate: (1) the performance of the
fully automatic as well as the semi-automatic control; (2) the
user ability to successfully operate the system when sharing
the control with the artificial controller; (3) the feasibility of
the AR feedback by assessing if the user is able to properly
perceive and successfully utilize the information provided by
the AR interface. The results demonstrate that our approach is
effective for the control of assistive devices, and the method
becomes practical as the technologies that facilitate the method
are developing rapidly and are convenient for daily use (e.g.,
Google glasses [46]).

2. Material and methods

2.1. Overall control structure and system components

Figure 1 summarizes the operation of the system and shows
how the tasks and responsibilities are shared among different
functional blocks. The user wears AR glasses with embedded
stereo cameras. He/she triggers the operation of the semi-
autonomous controller via a simple myoelectric interface. The
semi-autonomous controller selects grasp type and aperture
size appropriate for the target object by processing the visual
information retrieved by the stereo cameras. Accordingly, the
controller sends a preshaping command to the hand. The
selected grasp type and hand aperture size are visually fed
back to the user through the AR glasses (AR objects). The user
can employ the AR feedback to adjust the automatic decisions
through the myoelectric interface. Eventually the controller
implements hand closing to grasp and hand opening to
release the object, in response to user myoelectric commands.
The presented control is best described as semi-automatic
since the user triggers the automatic operation but can also
override/correct all of the decisions of the autonomous
controller.

The system comprises the following components:
(1) a standard laptop computer (8GB RAM, i5@2.73 GHz)
equipped with a USB data acquisition card (DAQ 6210,
National Instruments, US), (2) AR glasses (iWear920AR,
Vuzix, UK), (3) a two-channel analogue myoelectric (EMG)
amplifier (anEMG2, OTBioelettronica, IT) and (4) a robotic
hand prosthesis prototype (IH2 Azzurra, Prensilia, IT).

The robotic hand was a left-handed, commercial version
of the SmartHand [6]. It consists of four fingers and a
thumb actuated by five electrical motors. Allowed motions are
flexion/extension of the thumb, index, middle and ring–little
finger as a couple and the rotation of the thumb opposition
space. The hand includes encoders on each motor and an
electronic controller that implements position control, by
receiving commands sent over a serial bus from the laptop. The
hand is mounted on a custom splint made from thermoplastic
material and strapped firmly using Velcro straps and elastic
bands to the subjects’ forearm, so that the robotic hand is
positioned directly beneath and parallel to the subjects’ hand.
Four different grasp types were implemented: palmar, lateral,
bidigit pinch and tridigit pinch grasp.
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Figure 1. System architecture. The system comprises the following components: (1) semi-autonomous controller implemented on a standard
laptop equipped with a data acquisition card, (2) AR glasses with an integrated pair of stereo cameras, (3) two-channel myoelectric interface
and (4) a multi-grasp robotic hand.

Each of the two channels of the EMG amplifier includes
a second-order band pass Butterworth filter (10 and 500 Hz).
The amplifier gain is adjusted individually for each subject
to obtain good signal-to-noise ratios (visual inspection). Two
pairs of standard Ag/AgCl EMG electrodes (Neuroline 720,
AMBU, USA) are placed over the left-hand flexor and extensor
muscles, with a reference electrode on the wrist. The amplifier
outputs are acquired by a data acquisition card (1 kHz sampling
rate) connected to the laptop.

AR glasses are worn by the subjects. The glasses include
stereo cameras embedded into the glass frames (resolution:
640 × 480 pixels, refresh rate: 30 Hz). The cameras are
therefore directed towards the scene the user is looking at.
The video stream acquired from each camera is sent to the
laptop via a USB port. The image frames are processed and
then projected via a VGA port at the two panels embedded in
the glass frames. The panels implement a stereoscopic display
and therefore allow the user to see a single 3D image of the
scene in front of him/her (i.e., as if he/she is looking without
the glasses). The scene contains both real and virtual objects
(AR feedback).

2.2. Control flow and algorithm implementation

The control flow is implemented as a finite state machine in
which transitions between the states are triggered by a simple
two-channel myocontrol interface. A high-level representation
of the state machine is shown in figure 2(a) and illustrated using
snapshots in figure 2(b) and a detailed algorithm is given in
table A1 in the appendix.

The user could start operating the system by directing
his/her sight and thus the glasses to the target object

(figure 2(b), panel 1). After recognizing the target object,
the system would acknowledge to the user the recognition
of the target in the form of an overlay covering the object
(object selection AR feedback) (figure 2(b), panel 2) and the
user could then issue the command for opening the hand.
This action would trigger the semi-automatic control and
the system would analyze the scene (computer vision) to
determine the geometrical model and properties (size and
shape) of the target object. Based on this analysis, the system
would estimate the grasp type and aperture size appropriate
for grasping the object and send a preshape command to the
hand (figure 2(b), panel 3). The component for stereovision
analysis and subsequent grasp type and size selection based on
the artificial vision is named stereovision grasp decoder. The
AR feedback about the automatically selected grasp type and
aperture size would then be presented to the user (figure 2(b),
panel 4). The grasp-type AR feedback is presented as a visual
icon, i.e., an image in the upper right corner of the subject’s
field of view. The aperture-size AR feedback is presented in
the form of a virtual box placed just next to the target object,
with one side parallel to the support plane and the other side
aligned with the front side of the object. The size of this AR
box is proportional to the current hand aperture size as read
from the hand sensors. The user could therefore assess whether
the hand was appropriately sized to grasp the target object by
simply comparing the size of the virtual box to the size of the
actual target object. The user could exploit this feedback to
adjust the aperture (e.g., aperture too small/large) or to restart
the decision process from the beginning (e.g., wrong grasp
type) by issuing specific EMG commands. If the user judged
the grasp type and aperture as correct, then he/she could bring
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(a) (b)

Figure 2. The control workflow: (a) system state machine and (b) control cycle in snapshots (left panel shows the setup and right panel
depicts what the user actually saw through the glasses). The control loop operated as a state machine with the state transitions triggered by a
simple two-channel myocontrol interface (high/low × flexion/extension). From top to bottom, the snapshots depict: (1) object targeting
phase with AR feedback about object selection, (2) hand preshaping phase with AR feedback on the selected grasp type and aperture size
and (3) hand closing phase.

Figure 3. The interconnection of the system control software components and data flow between them. The online control software was
implemented in Matlab and organized in the form of several modules with well-defined inputs and outputs.

the hand into the object vicinity and issue the EMG command
to close it (figure 2(b), panels 5 and 6), manipulate the object
as wished and finally reopen the hand in order to release the
object (and restart). The described control system was running
online and the average time needed to respond to a preshape
command was less than 1 s (using the equipment described
in the previous paragraph). This time includes command
detection, stereovision processing and sending of the preshape
commands to the hand.The online control software running on
the laptop was implemented in Matlab 2012 and organized as
a set of individual modules shown in figure 3 and described
in the following. For more detailed information, see the
supplementary data document attached to this paper (available
from stacks.iop.org/JNE/11/046001/mmedia).

Myoelectric control module. This module implements
the online acquisition and processing of the EMG signals.

The inputs for the processing are the EMG signals picked-
up from the flexor and extensor muscles of the hand. The
output is a 4-bit code indicating four possible user-generated
commands (flexion/extension × high/low). Four commands
are generated by using two-level thresholding of the RMS
calculated over a 200 ms window (with 50% overlap) of raw
EMG, and ‘the first signal wins’ strategy was used to resolve
the eventual co-activation. This 4-bit code is fed into the state
machine (figure 3) to trigger the state transitions and into
the prosthesis control module to adjust the grasp properties
(type and aperture size) (figure 3). Figure 4 demonstrates
how myoelectric processing was used to command the system
throughout the whole operation sequence (figure 2).

Computer vision module. This module is responsible
for the bidirectional communication with the AR glasses,
i.e., acquisition of the images from the stereo cameras

5
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Figure 4. An example of myoelectric control during a complete trial. Top and bottom plots show the extensor and flexor activity,
respectively. The thresholds for low and high activation are depicted using horizontal lines. Note that the thresholds are different for the two
channels. Initially, the subject generated a high-level extensor contraction to open the hand. In response, the system initiated computer
vision processing and automatically preshaped the hand. The subject then fine-tuned the hand aperture by generating low level contractions
of the flexor (decrease aperture) and extensor (increase aperture). Finally, high flexor activation triggered the automatic hand closing, and
thus the object was grasped. The trial ended with the automatic hand opening in response to a high level extensor contraction.

(a) (b)

(c) (d)

Figure 5. Illustration of the computer vision processing pipeline
(computer vision module): (a) stereo pair showing the target object
(an apple), (b) depth image (warmer colors denote the pixels closer
to the viewer), (c) geometrical model (sphere) fitted through the
cloud of points representing the target object and AR feedback
object (green box) inserted into the 3D image, and (d) AR object
projected into the pair of stereo images that are sent to the
stereoscopic display within the AR glasses.

and control of the stereoscopic displays, and also for the
processing of the image data. The inputs for processing are
the two images from the stereo camera pair, and the current
preshape of the hand (grasp type and aperture size) supplied
by the preshape control module. The first input is used to
estimate the properties of the target object (control) and
the second to construct the AR feedback object (sensory
feedback). The module implements a state-of-the-art computer
vision processing pipeline comprising the following steps
(figure 5): (1) depth estimation (figures 5(a) and (b)), (2) object
segmentation, (3) 3D point cloud generation, (4) fitting of a

geometrical model (box, cylinder, sphere and line) through the
point cloud (figure 5(c)), and (5) construction of the virtual
objects (AR feedback) and their projection into the real scene
(figures 5(c) and (d)). The outputs from the module are the
target object properties (shape and size) and stereo images
with the embedded AR feedback. The size of the object was
given in centimeters. The object properties are input for the
preshape control module, whereas the images are sent to the
stereoscopic panels of the AR glasses to be presented to
the user. Depth estimation is implemented using an efficient
large-scale stereo matching (ELAS) algorithm, as described
in [47], which is applied on the rectified grayscale image
pair. The cloud point is computed from the disparities using
triangulation in combination with the extrinsic and intrinsic
properties of the camera system, which are identified during
calibration [48]. The RANSAC algorithm [49] with application
specific modifications is used for point cloud processing and
object modeling.

Preshape control module. The inputs for this module
are the object properties estimated by the computer vision
module and the current state of the hand preshape provided
by the prosthesis control module, whereas the outputs are the
automatically selected grasp type and size. The grasp type was
selected using cognitive-like processing represented by a set of
IF-THEN rules similar to the ones described in [50] and [35],
while the grasp size was a continuous variable calculated as the
object size estimate plus heuristically adopted extra margin of
0.5 cm. In essence, the rule base implemented a mapping from
the object properties into an appropriate grasp type (i.e., IF
OBJECT SHAPE is X and OBJECT SIZE larger/smaller than
Y THEN use GRASP TYPE Z). Palmar grasp was used for
wide cylindrical and spherical objects, lateral for thin box
objects, tridigit and bidigit for smaller objects etc. The
computer vision module together with the preshape control
module constitutes the stereovision grasp decoder.
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Figure 6. The experimental setup. The subjects were seated
comfortably in front of a desk with three positions marked: (A)
initial position to rest the prosthetic hand mounted on the subject’s
forearm by using a custom made splint, (B) initial position for the
target objects and (C) final position to which the object had to be
transported by the subject. The triangular area radiating from the
subject towards the desk depicts the subject’s field of view. Note that
the hand was outside the subject’s view when placed in the initial
position.

Prosthesis control module. This module is responsible for
the low level communication between the system and the hand
prosthesis (i.e., sending commands and receiving sensor data
over the serial bus with a sample rate of 20 Hz). The inputs are
desired grasp type and aperture size (automatic control) and the
user commands for the correction of the hand aperture (manual
control) and the output is the current preshape state determined
by reading the prosthesis sensors. The prosthesis actuators are
position driven. The position commands that should be sent
to the hand in order to implement a grasp of certain type and
size are specified using lookup tables. The latter are prepared
beforehand by measuring the response of the hand to position
commands covering the available range of motion.

2.3. Experimental protocol

The control system was tested by able-bodied subjects
performing a simple grasping task. Thirteen healthy subjects
(29 ± 4 yr) volunteered in the experiments after signing
the informed consent form approved by the local ethics
committee. The subjects were comfortably seated on an
adjustable chair in front of a table where a workspace
was organized (see figure 6). Three positions were
marked on the workspace: the initial (rest) position for
the hand, the initial position for the target object and a position
to which the objects had to be transported after being grasped.
The workspace was organized and the system was mounted so
that the robot hand was outside the user’s field of view while
he/she was looking at the target object.

At the beginning of the session, the subject was given
instructions about the system operation and experimental
protocol and then he/she was allowed to briefly familiarize
with the system (less than 10 min). Twenty objects of different
sizes and shapes (see table 1) were used as the targets and

Table 1. Tested objects, their sizes and corresponding grasp types.

Object Size (cm) Grasp type

Apple 6.8 Palmar
Coffee box 10 × 16.1 Palmar
Tea box 6.5 × 7.5 × 16 Palmar
Mug 8.2 × 9.7 Palmar
Deodorant 4.4 × 17.2 Palmar
Tennis ball 6.5 Palmar
Thick pen 1.8 × 13.8 Lateral
Thin pen 1 × 14.3 Lateral
Fork 1 × 19.4 Lateral
Thin DVD box 0.8 × 12.5 × 14 Lateral
Thick DVD box 2.5 × 14 × 17.3 Lateral
Small plastic brick 0.7 × 2 × 4 Bidigit pinch
Large bottle cap 3.5 × 2 Bidigit pinch
Small bottle cap 2.6 × 1 Bidigit pinch
Chestnut 3 Bidigit pinch
USB stick 1.3 × 2.6 × 6.1 Tridigit pinch
Big plastic brick 3 × 3 × 4 Tridigit pinch
Espresso cup 4.9 × 5.3 Tridigit pinch
Lip crème 1.9 × 6.7 Tridigit pinch
Crème box 1.8 × 5 Tridigit pinch

were presented to the subjects in a randomized order. Subjects
were asked to reach, grasp, transport and release each of the
target objects by operating the artificial hand using the semi-
autonomous control loop explained in the previous paragraphs.
The subjects were instructed to place the hand back in the initial
position after the completion of each trial. Subjects operated
the hand within four different experimental conditions with
5–10 min rest between the conditions.

(1) Automatic control with AR feedback (AUTO-AR). In this
condition, the subjects could not correct the decisions
made by the system/stereovision grasp decoder (refer to
table A1 in the appendix). Two series of 20 trials were
performed. This condition was used to assess the baseline
performance when the control was fully automatic. The
AR feedback did not play a useful role in this condition
but was displayed to the subjects so they could familiarize
with it.

(2) Semi-automatic control with AR feedback (SEMI-AR).
In this condition, the system operated according to the
full control sequence (without restrictions). Therefore, in
addition to triggering the automatic control the user was
able to correct the system decisions (grasp type and size)
by relying on the AR feedback (refer to table A1 in the
appendix). The subjects could decide if and how much to
correct. They were instructed neither to look at the hand
nor to move it from the initial position until the corrections
were completed. This meant that all the adjustments had
to be accomplished by relying exclusively on the AR
feedback. The test included one series of 20 trials and the
goal was to compare the performance of semi-automatic
control with respect to the fully automatic control
(AUTO-AR).

(3) Semi-automatic control with AR feedback and random
errors (SEMI-AR-RE). The control was the same as in the
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Table 2. Outcome measures.

Class Name Description

GC1a Size estimation error Absolute difference between the actual size (D)
and estimated object size d: GC1 = |d −D|

GC2 Hand aperture success rate The per cent of trials in which the selected hand
aperture s was: s > (D − 0.5 cm) (otherwise,
the hand was not open enough to grasp the object)

GC3 Grasp type success rate The per cent of trials in which the selected grasp
type matched the correct grasp type for the given
object as defined in table 1.

GC4 Preshape success rate The per cent of trials in which both the grasp
type and aperture size were correct (as defined above).
In this case, the hand was perfectly preshaped
to grasp the target object. Thus, GC4 was
considered as the primary measure of performance.

TA1b Task accomplishment success rate The per cent of trials in which the task
was successfully completed (the user grasped
the object, lifted it off the table,
brought it to the final position and released it).

TA2 Grasp control task failure rate The per cent of trials in which the user
failed the task due to an incorrectly
selected grasp type or size.

TTA Time needed for the task The time interval from the moment when the
accomplishment first hand preshaping command was issued

till the moment when the first closing command occurred.

a GC stands for grasp control.
b TA stands for task accomplishment.

SEMI-AR condition but the computer vision module was
programmed to introduce random errors ( ± 2–5 cm) in
the estimated hand aperture size. This error was added
only after the grasp type was determined. As a result the
estimated grasp type was (mostly) correct but the hand
aperture was surely wrong forcing the subject to readjust
the hand based on the visual information provided by the
AR feedback as in the SEMI-AR condition (i.e., without
looking at the hand). Again, it was up to the subject to
decide when and how much to correct. This scenario
included two series of 20 trials and the goal was to test
the general perception and usefulness of the AR feedback
by forcing the subjects to rely on it while finely adjusting
the aperture size in practically every trial.

(4) Semi-automatic control with random errors and without
the AR feedback (SEMI-VIS-RE). The system operated
identically as in the SEMI-AR-RE condition but with the
AR feedback turned off. The subjects now had to bring
the hand close to the object and correct the aperture by
directly comparing the hand to the object. This condition
was tested in one series of trials and was used as the
control condition for the SEMI-AR-RE.

2.4. Data analysis

The correct automatic control of the prosthesis and the task
accomplishment were correlated but not in an absolute sense.
Indeed, the task could be accomplished although a wrong grasp
and/or size were selected (e.g., lateral grasp to pick up a bottle
or hand fully opened to grasp a small object). To take this
into account, we adopted two sets of outcome measures (see

table 2), the first to evaluate the performance of the automatic
or semi-automatic control of grasping (GC1–4) and the second
to assess the actual accomplishment of the task (TA1–2).
Additionally, in order to further quantify the stereovision grasp
decoder performance and compare different operating modes,
we have also measured the time from the moment when the first
hand preshaping command was issued till the moment when
the first closing command occurred, which is in the further text
referred to as the time needed for the task accomplishment
(TTA, see figure 4). Note that 100% − (TA1 + TA2)
represents a per cent of the cases in which both grasp type
and size were correct but the user still failed to complete
the task. Put differently, this outcome measure includes the
trials in which the automatic or semi-automatic grasp control
was successfully accomplished, but the subjects failed the
task afterwards, due to some other reasons. This could be,
for example, an unintentional myoelectric triggering while
approaching the object or a slippage of the object from the hand
due to the prosthesis construction. We grouped these cases
together into a common category of myoelectric/prosthesis
control failure. As explained above, although this measure does
reflect the overall performance of the conglomerate system,
it is not related to its core features, which are automatic
and semi-automatic grasp control. In the case of the semi-
automatic control (SEMI-AR, SEMI-AR-RE, SEMI-VIS-RE),
the outcomes GC2–4 were measured after the subject had
fine-tuned the system, whereas in the case of the automatic
control (AUTO-AR), they were the values estimated by
the stereovision grasp decoder. In the SEMI conditions, we
also registered if the user corrected the controller decisions
(aperture size, grasp type). We assumed that the user corrected
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Figure 7. The grasp control and task related performance in the AUTO-AR and SEMI-AR experimental conditions. The overall rate of user
corrections during the SEMI-AR is also depicted. The bars represent the mean and standard deviation of the grasp control outcome measures
(GC2–4, table 2). The statistically significant differences are denoted by a star (p <0.05). The pie charts depict the per cent rate for the task
related performance indices (TA1–2, table 2). Note that the semi-automatic control resulted in significantly improved performance.

the preshape if he/she corrected either the grasp type or the
aperture size. We used a two-sided t-test for dependent samples
(repeated measures) for pair-wise comparison between the
conditions. A p-value of 0.05 was selected as the threshold
for statistical significance.

3. Results

Thirteen subjects performed a total of 1560 trials
(13 subjects × 6 series × 20 objects). Thus, the stereovision
grasp decoder estimated a grasp type and an aperture size
1560 times. Overall, correct estimations of size and grasp type
accounted for 91% and 90% of the cases, respectively. The
preshape success rate (i.e., correct grasp type and aperture
size) was 84%. The average size estimation error was 0.73 ±
1.08 cm (mean ± standard deviation).

Figure 7 summarizes the results for the first (AUTO-AR)
and second (SEMI-AR) experimental conditions which
included 520 (13 subjects × 2 series × 20 objects) and
260 trials (13 subjects × 1 series × 20 objects), respectively.
When the user was allowed to correct for the errors (SEMI-
AR), the performance improved significantly (bars in figure 7).
The average improvement was 10%, 11% and 16% for GC2
(hand aperture success rate), GC3 (grasp type success rate)
and GC4 (preshape success rate), respectively. The resulting
performances were close to 100%: 99 ± 5%, 94 ± 9% and
94 ± 5% for GC2, GC3 and GC4, respectively. The subjects
intervened in 25% of the cases either by adjusting the hand
aperture size or grasp type. A representative example of the
correction of the hand aperture is shown in figure 8. The task
accomplishment outcome measures (TA1–2) are shown in the
pie charts in figure 7. During the AUTO-AR condition the
task was successfully completed in 73% of trials. Successful
completion of the task increased significantly to 81% in the
SEMI-AR condition (p = 0.041). This improvement was due
to a reduction of the grasp control task failure rate (TA2 in
table 2), which dropped from 11% to only 3%. Therefore, when
given the opportunity to correct and/or fine-tune the decisions
of the decoder, the users were able to drive the prosthesis into

Figure 8. The sequence of user corrections of the hand aperture size.
The subject relied on the AR feedback to implement the corrections
while the hand was outside his/her field of view. The size of the AR
box (green box) was initially smaller with respect to the size of the
target object and the subject gradually opened the hand through a
sequence of discrete steps (black points along the plot) until the two
sizes approximately matched.

postures that yielded more stable grasps in the next phase, and
thus were able to significantly improve the task completion
rate (TA1). Furthermore, the average time the user spent for
the task accomplishment (TTA) in the AUTO-AR scenario
was 2.77 s in contrast to 3.47 s in the SEMI-AR (with no
statistically significant difference, p = 0.065). Therefore, we
can conclude that in the SEMI-AR mode the user achieved
significantly better performance compared to the AUTO-
AR without significantly increasing the average time needed
to accomplish the task. Thus, the semi-automatic control
mode of the presented system is preferred, as it offers clear
performance advantages, with respect to the fully automatic
control.

The results for the SEMI-AR-RE and SEMI-VIS-RE
experimental conditions are presented in figure 9. In these
conditions, random errors were added to the estimated aperture
size. Consequently, the rate of user corrections for grasp
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Figure 9. The grasp control and task related performance in the SEMI-AR-RE and SEMI-VIS-RE experimental conditions. The overall rate
of user corrections during both scenarios is also depicted. The bars represent the mean and standard deviation of the grasp control outcome
measures (GC2–4, table 2). The pie charts depict the per cent rate for the task related performance indices (TA1–2, table 2). Note that the
performance measures and rate of user corrections were very similar in the two conditions.

size and the time needed to accomplish the task (5.2 s
in SEMI-AR-RE and 5.9 s in SEMI-VIS-RE) increased
significantly compared to the SEMI-AR condition, whereas
the rate of grasp type corrections did not statistically differ.
The outcome measures achieved with SEMI-AR-RE (figure 9)
did not statistically differ from those achieved with SEMI-AR
(figure 7); only GC4 (preshape success rate) was statistically
different (p = 0.041) and somewhat lower in the SEMI-
AR-RE condition (90% versus 94%). Therefore, although
the subject was challenged by the poor performance of the
automatic controller in SEMI-AR-RE, the overall performance
was almost unaffected due to the possibility of manually
adjusting the initial decisions of the stereovision grasp decoder.
SEMI-AR-RE and SEMI-VIS-RE also resulted in a similar
performance with no statistically significant differences (p =
0.504, p = 0.407, p = 0.727, p = 0.209, and p = 0.977
for GC2, GC3, GC4 and TA1, TA2 respectively). There
was also no statistically significant difference in the time
needed to accomplish the task (TTA) in these two conditions
(p = 0.492). The fact that all performance measures
were similar in both SEMI-VIS-RE and SEMI-AR-RE
demonstrates that the subjects successfully utilized the AR
feedback to correct the mistakes of the automatic controller.
Therefore, the AR feedback is indeed a feasible medium to
provide information to the user, i.e., in this specific case
artificial-proprioception.

4. Discussion

As previously stated in introduction, the main contribution of
this paper is a novel system that integrates volitional, biological
and automatic, artificial control in order to decrease the burden
on the user. This was achieved by fusing the information from
two sources, i.e., artificial vision and myoelectric signals. In
addition, the control loop was closed through the application

of AR feedback, which is proposed as a method to further
promote this integration by communicating to the user not
only the prosthesis state but also internal information of the
controller. The specific context (practical human–machine
interaction) of the proposed method is directly reflected in
the design decisions and selection of the system components.
For example, in order to be robust and general, the vision
module does not assume a predefined database of concrete
objects. Also, the AR glasses are a wearable component which
is likely to become even more ergonomic and convenient for
the practical application due to the fast development of this
technology (Google glasses [46]). We assessed the feasibility
of this system by implementing a prototype that will be
developed further in the future. The test was done in healthy
subjects using an artificial hand prosthesis as a convenient
experimental platform, but the proposed concept could be
generalized to many assistive technologies for the restoration
of reaching and grasping.

4.1. Experimental evaluation

The overall results for the performance of the stereovision
grasp decoder (1560 trials in total) demonstrate that
stereovision can be used to estimate the grasp relevant
properties in a set of target objects with different shapes and
sizes. The experimental task showed that after only a few
minutes of training, the subjects were able to operate the
system successfully and use the fully automatic control of
grasping.

The autonomous operation was not flawless but the
subjects were able to correct most of the errors by
exploiting the AR feedback to fine-tune the decisions of
the stereovision grasp decoder (semi-automatic control). The
subjects successfully understood the meaning of the AR
feedback, perceiving correctly the information about the grasp
type and size. Also, subjects understood the bidirectional
control loop, the concept of control sharing and they operated
the system smoothly through different phases comprising
the full control cycle (i.e., TTA was only few seconds).
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They successfully used the AR feedback information about
the prosthesis state as well as controller decisions to make
appropriate corrective actions when needed, bringing the
control of grasping very close to an ideal performance
(∼100%). Thus, all of this demonstrates the feasibility
of the overall conceptual solution and its components,
such as stereovision grasp decoder and AR bidirectional
communication interface. In addition, the rate of failure in
the task accomplishment due to incorrect grasp control (TA2)
was consistently very small (∼2–3%) in all the SEMI-AR
conditions. Importantly, the transition from automatic to semi-
automatic control was almost effortless and consisted in the
introduction of a few additional simple myoelectric commands
to adjust the decisions of the stereovision grasp decoder. The
closed-loop system demonstrated very good robustness when
the user was challenged by the introduction of the intentional
errors into the automatic control (SEMI-AR-RE). The errors
were present in every trial and the error size was such that in
most of the cases it would have been impossible to accomplish
the grasp without a correction. However, this did not influence
the overall performance.

Finally, the feasibility of the AR feedback was
further confirmed by the last test (SEMI-AR-RE versus
SEMI-VIS-RE) which demonstrated that the subjects were
able to exploit the novel AR feedback as easily as the
normal visual feedback. The subjects perceived the virtual
object embedded into the real scene and were able to
correctly compare its size against the size of the real objects
as easily as when comparing the size of the real objects
directly (hand opening versus object size). It is important to
emphasize that the scenarios SEMI-AR-RE and SEMI-VIS-
RE do not necessarily reflect the expected use of the AR
and normal visual feedback in the potential real application.
It is likely that trained subjects will learn to rely more
on the feed-forward control and use feedback only when
necessary.

When analyzing the task completion success rate
across the experimental scenarios it is notable that the
behavior of the conglomerate system was also affected by
failures unrelated to the automatic/semi-automatic control of
grasping, but to the myoelectric control and prosthesis design
(myoelectric/prosthesis control failure rate (figures 7 and 9).
This depended on several factors: (1) individual ability of
the subject to generate and control EMG signals as well as
dexterity in prosthesis handling, (2) intrinsic properties of the
prosthetic device and its mounting system and (3) a simple
method to process the EMG signals. Therefore, these errors
could be minimized by providing the prospective users with
more training so that they can generate more consistent muscle
activations while manipulating the prosthesis, by improving
the prosthesis mechanical design (e.g., silicone coating over
the fingers to prevent object slipping), and by implementing
more robust methods for myoelectric control. These errors
are general issues common to any prosthetic system and, as
explained before, they do not reflect the performance of the
core feature of the novel approach (semi-automatic control of
grasping).

4.2. Computer vision and automatic control of grasping

Computer vision analysis was based on the standard state-of-
the-art methods. The performance in the automatic control of
grasping achieved during the experimental sessions indicates
that the computer vision module was relatively robust and
reliable. The robustness is further illustrated in figure 10,
which demonstrates the system operation in a rich, cluttered
environment. The figure depicts several scenes in which the
subject successfully selected and grasped four target objects.
It is worth noting that in both cases the scene included many
other objects in addition to the target. Nevertheless, the system
correctly located and segmented the target object as shown
by the semi-transparent green overlay representing the pixels
allocated to the object (figure 10, left). The segmentation,
modeling, size estimation and grasp type selection (figure 10,
right) were all correct despite the richness of the scene and
the fact that the target object was partially occluded by the
object(s) placed in front of it.

The analysis of the scene by using stereovision is much
more powerful and robust compared to the use of a single
camera [35], but still suffers from well-known limitations like
pixel correspondence problems [51]. This was also registered
in our experiments. During the object targeting phase, the
computer vision module sometimes failed to segment out
the target object or there was a ‘spillover’ from the area of
the target into the neighboring objects or the background.
However, this was quite a rare event (<3%) and it did not
significantly influence the performance due to the following
countermeasures: (1) the ‘snapshot and analysis’ was repeated
continuously during targeting and an occasional failure would
be most often corrected in the very next cycle; (2) the users
could rely on the AR feedback to assess the quality of
segmentation and avoid triggering when large errors were
evident.

The system developed is an illustrative example of how
an artificial controller can be enriched with an additional, non-
conventional information source (stereo camera pair) and high
level processing (cognitive like reasoning) to achieve fully
automatic control of the functions that are conventionally
the responsibility of the user (e.g., hand preshaping). In
this scheme, the user is able to ‘release’ predefined ‘motor
programs’ performing relatively complex functions, instead of
continuously monitoring the task. This substantially simplifies
the myoelectric interface, which only needs to implement a
simple triggering mechanism, thereby reducing the burden on
the user. This can be advantageous especially in the case of
modern dexterous prosthetic hands and/or full arm prostheses.
The presented control concept scales smoothly with the system
complexity. In fact, the more complex the system is, the
higher and more obvious will be a discrepancy between the
necessary user efforts and required system functionality. For
example, in the case of an entire upper limb prosthesis, the
stereovision control could be used both to preshape the hand
and to navigate the arm to reach and grasp the selected target
object (stereovision servoing [52]). The complex ‘preshape
and reach program’ could be triggered via a simple myoelectric
command.
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Figure 10. An example of system operation in a cluttered environment. The subject targeted several different objects (left side) placed within
a realistic scene including several other colorful and textured objects and a background. The stereovision grasp decoder successfully
segmented out the targets and selected an appropriate grasp type (grasp type icons) and size (the AR box with size similar to the target
object) for each of them (right side).

4.3. Augmented reality feedback and semi-automatic control

The idea to close the loop ‘through’ the user by providing
feedback about the state of the prosthesis is not novel [53].
However, the current work proposes a fundamentally novel
interface to accomplish this goal. Compared to the ‘classical’
methods of electrical or direct mechanical stimulation, the
most important advantage of the AR feedback is that
it can exploit the high bandwidth and flexibility that is
available within the visual communication channel. This is
reflected both in the sheer volume of information that can be
communicated to the subject as well as in the form in which

that information can be presented. In the current work, the
AR feedback was projected into the scene, next to the target
object and a virtual box was used to implement ‘artificial
proprioception’, i.e., the size of the box was proportional
to the actual aperture size of the hand. As stated before,
the system operation and experimental paradigm were not
specifically designed to test the usefulness of the AR feedback
and/or the potential advantages of the AR versus normal
visual feedback. Instead, the aim was only to test the general
feasibility since the AR interface has been used in this context
for the first time, i.e., testing if the AR interface can be used as
a component for implementing user corrections within a novel
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control system. However, even this first basic implementation
demonstrates some possible benefits. Namely, as explained
in the experimental protocol, in SEMI-AR and SEMI-AR-RE
scenarios, the users operated the hand (i.e., correcting grasp
type and size) without seeing it, i.e., the hand was outside
the field of view and the subjects were looking at the
object to be grasped. Note that this corresponds to the way
grasping is performed in daily life by able-bodied subjects.
Apart from promoting the normal use of the hand, artificial
proprioception through AR can have some obvious advantages
in certain situations, e.g., when the hand is partially occluded
by some other object or is not completely visible from the
user perspective, which is often the case during grasping
(especially in cluttered environments). Moreover, the potential
utility of AR feedback is even more evident when taking into
account that the feedback could be much more sophisticated;
for example, a full graphical model of the hand/prosthesis
could be used to communicate complete and very detailed
information in an intuitive way (e.g., position, contact and
force of each individual finger). The flexibility and bandwidth
of AR feedback were exploited in some other fields (e.g.,
robot-assisted surgeries [54]), but not in prosthetics which is
a context with unique requirements. How to best utilize the
potential of AR feedback in daily life prosthetic or clinical
use is a very interesting and relevant question that will be
addressed in the studies to follow.

To minimize the interference of AR feedback with the
ongoing visual or other cognitive tasks, AR feedback could
be simplified (e.g., a 2D object) and moved within the
peripheral part of the visual field. The optimal form and
positioning of AR feedback is an important question that will
be addressed in future studies. It is also possible to combine
several representations to best reconcile the needs of different
tasks (e.g., unobtrusive, simple feedback most of the time and
detailed feedback during specific, more demanding tasks).

A further novelty that was proposed in this work is
the use of feedback not only to acknowledge to the user
about the state of the device but also to allow him to
monitor the decisions of the artificial controller. This gives
the opportunity to the subject to supervise the automatic
operation and take over control when needed, effectively
implementing a bilateral communication between the user and
controller. In the semi-automatic framework, the control is
therefore shared between the two agents (user and controller)
and the optimal integration of the two control loops (manual
and automatic) will be an important question to address in
future research.

4.4. Perspectives and future work

An important feature of the presented concept and
corresponding implementation is a modular design. Strictly

speaking, both stereovision and AR feedback could be used
on their own, independently of each other. For example, the
stereovision could implement automatic control, while the
corrections are performed using conventional visual feedback
(as in the SEMI-VIS-RE condition). Or, the AR could be
used to provide feedback about the prosthetic device that
is controlled ‘manually’ using a classic myoelectric control.
The placement of the sensor element is also flexible. In the
current implementation, the cameras were embedded within
the front glasses, but a miniature sensor could be placed on
the sides or above the glasses, for example, into the glass
frame, or even incorporated into the hand or a prosthetic socket.
Truly wearable and cosmetically acceptable, mobile solutions
for the AR, such as specialized glasses and even contact
lenses, are being developed and some models (e.g., Google
Glass project [46]) are already available in limited quantities
and are expected to become widely accessible very soon.
This, together with the development and availability of fast
processing cores within small form factor embedded systems,
can provide the necessary technological framework for the
practical implementation of the presented control concept.
From the technical standpoint, the developed system relies
on state-of-the-art technologies that are in the focus of current
research efforts and are also fast developing. Although some
of the components might not be ready for immediate practical
application in daily life, this might change in the very near
future. Stereovision is not the only method to implement the
proposed control concept. The necessary information for the
control of grasping is an estimate of the 3D shape of the target
object and any technology providing a similar output (i.e.,
3D point cloud) could be plugged into the control scheme in
a straightforward manner. For example, the active methods
based on IR depth sensing derived from Microsoft Kinect
are more robust than passive stereovision. In general, this
technology is developing very fast, evolving towards solutions
that will soon become low cost and physically small, and
thereby very convenient for practical applications (e.g., Prime
Sense [55], Creative Senz3D [56]). Finally, advanced scene
processing [57] and grasp planning methods [58] that were
investigated intensively in robotics research could be used to
improve the prosthesis preshape module, but the candidate
solutions could be only those approaches that can cope with
the constraints of this specific application (e.g., incomplete
input information, responsiveness to user decisions, ad hoc
scene etc).

Importantly, the presented approach and its components
are a rather general solution that could be applied with
relatively minor adjustments in many contexts. In principle,
it could be used with any assistive system that includes
a multi-grasp end effector (e.g., electrical stimulator, hand
exoskeleton, hand prosthesis). To port the control scheme
(figure 3) to a different device, the prosthesis control module
would have to be replaced with a module providing a low level
interface to that specific system. All the other components
could remain unchanged or, in the worst case, they would have
to be somewhat adapted to support the new application (e.g.,
available grasps). Alternatively, only a part of the functionality
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could be ported. For example, stereovision grasp decoder

and myoelectric control could be used for grasp type and

size selection in EMG-triggered FES. Similarly, AR glasses

could be used not for control as in this study, but only to

provide AR feedback, supplementing the impaired sensations

in patients suffering from a neurological condition (e.g.,

stroke). As explained below, stereovision can be extended

to the control of orientation, and in this case, the scope of

potential applications is even larger: a rehabilitation robot

for assistance in reaching, full arm prosthesis, a hybrid

system combining a reaching robot and an FES device for

grasping. Finally, the presented control system could indeed

be used in daily life for prosthetic or orthotic applications,

which is similar to the scenario presented in the current

study, but also only during a limited time period, for therapy

(e.g., functional electrical therapy, robotic rehabilitation) or

training (e.g., simplifying myoelectric training for a complex

prosthesis).

The presented system is an example of the sensor fusion

approach to the control of prosthetic devices [34]. In the

current system, control was implemented by combining visual

information and myoelectric commands. This approach could

be extended further. The 3D information about the scene and

the target object could be integrated with information about

the pose of the prosthesis provided by inertial measurement

sensors placed on the device, resulting in an adaptive system

that can reconfigure automatically depending on the side and

angle of ‘attack’. For example, the hand aperture could readjust

depending on the side the user is approaching the object or

in the case the hand is equipped with wrist rotator and/or

flexion/extension, the system can control the hand orientation.

The future steps will be system improvement, in terms of

more functions and practicality, followed by an evaluation in

the specific context and on the actual target population, i.e.,

amputees or patients, depending on the selected application.

The goal of these tests will be to assess the usability, acceptance

and finally the efficiency of the proposed interface.

We believe that there are many potential benefits of

using the AR interface versus normal visual feedback or

tactile stimulation, and investigating this will be the topic

of the studies to follow. For example, as a separate study,

we plan to perform an in-depth analysis of the performance

and possible applications of proposed AR feedback concepts.

Specifically, one of the goals would be to compare the regular

open-loop (visual inspection) and closed-loop (AR feedback)

prosthesis control in more complex real-life scenarios (e.g.,

cluttered environment with occlusions, adjusting the hand

while reaching for the object). The current AR interface

could also be easily extended to feedback additional signals.

Specifically, the AR channel could be used for the closed-loop

control of the grasping force or prosthesis orientation. For

example, the grasping force could be visualized as a vertical

bar in the peripheral visual field with the height of the bar being

proportional to the force amplitude. These developments are

also something that we plan to address in future studies, as we

believe they are the key for unlocking the full potential of the

AR feedback interface.

We are well aware that there are drawbacks that could

jeopardize some of the potential applications. For example,

when applied in prosthetic or orthotic scenarios, the system

could provide simple and effective control of a complex

device, but at the expense of adding additional components.

In the current version, AR glasses with stereo camera

pair have to be worn by the subject. For the user of a

prosthesis, this could be an additional nuisance that could

further compromise the already sensitive process of device

acceptance. However, as always, this ultimately depends on

the cost benefit ratio: if the user gets a complex multi-degree

of freedom prosthesis that can react to a simple command by

automatically reaching and grasping for the desired object,

we could expect that he/she would likely be much more

eager to wear an additional component. In fact, the control

scheme proposed here was filed as a joint patent [59] with

our industrial partner (Otto Bock Healthcare GmbH, Vienna,

AT), one of the leading manufacturers of prosthetic equipment.

Importantly, there are some recent technological developments

that could significantly improve the system appearance,

thereby overcoming the present drawbacks. Finally, this issue

is less likely to be a serious obstacle when considering the

potential short term system application (therapy or training).

There are studies reporting the application of virtual reality

equipment in patients with paralysis [60] as well as in amputees

[61]. In conclusion, this study presented a set of novel methods

and demonstrated their feasibility using a first developed

prototype. The next steps are to further improve the system

(ongoing work) and then to benchmark the novel approach

against the current state-of-the-art prosthetic systems (semi-

automatic versus manual myoelectric control, normal visual

and/or tactile feedback versus AR feedback).
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Appendix. Control flow in detail

Table A1. Control flow.

I. Object targeting phase

The hand opens
WHILE TRUE

Analyze the scene and look for the object closest to the central point of the image.
IF the object detected THEN highlight the object by placing a pink overlay (AR feedback).
IF extensor EMG low/high detected THEN:

1) Highlight the object by placing a green overlay (AR feedback)
2) Determine a geometrical model of the object and its properties (shape and size)
3) Select the grasp type and size
4) GOTO PHASE II.

END

II. Hand preshaping phase

The hand preshapes according to the selected grasp type (palmar, lateral, bidigit pinch and tridigit pinch) and size
(continuous estimation).
Indicate to the user the selected grasp type for 3 s (AR feedback).
WHILE TRUE

A virtual 3D box object corresponding to the current prosthesis aperture is augmented into the real scene (AR feedback).
IF extensor EMG high detected THEN manual correction (restart):

1) Stop feedback
2) Open hand
3) GOTO PHASE I

ELSE IF extensor EMG low detected THEN manual correction (aperture):
1) Increase the prosthesis aperture by 0.5 cm
2) Update the hand aperture AR feedback

ELSE IF flexor EMG low detected THEN manual correction (aperture):
1) Decrease the prosthesis aperture by 0.5 cm
2) Update the hand aperture AR feedback

ELSE IF flexor EMG high detected THEN trigger hand closing:
1) Stop feedback.
2) Start closing the prosthesis.
3) GOTO PHASE III.

END
END

III. Manipulation phase

The hand closes.
WHILE TRUE

IF extensor EMG low/high detected THEN trigger hand opening:
1) Start opening the prosthesis.
2) GOTO PHASE I.

END
END
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Abstract
Objective. Myoelectric activity volitionally generated by the user is often used for controlling
hand prostheses in order to replicate the synergistic actions of muscles in healthy humans
during grasping. Muscle synergies in healthy humans are based on the integration of visual
perception, heuristics and proprioception. Here, we demonstrate how sensor fusion that
combines artificial vision and proprioceptive information with the high-level processing
characteristics of biological systems can be effectively used in transradial prosthesis control.
Approach. We developed a novel context- and user-aware prosthesis (CASP) controller
integrating computer vision and inertial sensing with myoelectric activity in order to achieve
semi-autonomous and reactive control of a prosthetic hand. The presented method semi-
automatically provides simultaneous and proportional control of multiple degrees-of-freedom
(DOFs), thus decreasing overall physical effort while retaining full user control. The system
was compared against the major commercial state-of-the art myoelectric control system in ten
able-bodied and one amputee subject. All subjects used transradial prosthesis with an active
wrist to grasp objects typically associated with activities of daily living. Main results. The
CASP significantly outperformed the myoelectric interface when controlling all of the
prosthesis DOF. However, when tested with less complex prosthetic system (smaller number
of DOF), the CASP was slower but resulted with reaching motions that contained less
compensatory movements. Another important finding is that the CASP system required
minimal user adaptation and training. Significance. The CASP constitutes a substantial
improvement for the control of multi-DOF prostheses. The application of the CASP will have a
significant impact when translated to real-life scenarious, particularly with respect to
improving the usability and acceptance of highly complex systems (e.g., full prosthetic arms)
by amputees.
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1. Introduction

Human hands are highly dexterous manipulators that integrate
a variety of somatosensory and motor systems with the
complex musculoskeletal structure in order to generate
reaching and grasping movements [1]. During this motor task,
the hand is transported to an appropriate location in the
vicinity of the object and then oriented and preshaped con-
veniently to grasp the object by forming an optimal opposi-
tion space for a stable grip [1, 2]. Vision provides critical
input for the planning and execution of hand transport and
prehension, since it allows the nervous system to estimate the
extrinsic properties of the target object. The perception of the
object’s location, size and shape, and orientation with respect
to the environment enables the brain to plan the movement by
selecting an appropriate reach and grasp strategy. Vision
provides feedback during the execution of the movement [3–
5] to allow for corrections, especially in the late phase when
the object is approached. This closed-loop operates con-
tinuously, providing the flexibility and adaptability that are
characteristic of human grasping, where movement planning
and execution can be modified at any moment in time to
better adapt to the current context. One characteristic example
is the change in orientation and preshape during the target
approach phase in response to the decision to grasp the object
from a different side.

Since we are so heavily dependent on our hands, their
loss due to amputation is a traumatic experience with
devastating psychophysical effects, dramatically shaping the
way affected individuals interact with their environment and
others. It has been estimated that in the US alone there are
541 000 people living with the loss of an upper limb [6]. The
profound negative impact that amputation has on a person’s
life can (to some extent) be alleviated through the adoption of
a hand prosthesis, acting as a partial morphological and
functional substitute for the lost limb.

Prosthetic systems have clearly improved over time, with
the first devices being simple cosmetic replacements, later
developing into passive body-powered mechanical systems
before finally being transformed into actuated, battery-pow-
ered devices controlled via myoelectric signals [7] approxi-
mately 60 years ago. Nowadays, there is a great variety of
active systems offering very different functionality [8]: from
simple single-degrees-of-freedom (DOF) grippers (e.g., Sen-
sor Hand Speed developed by Otto Bock [9]) over multi-
grasp systems with an active wrist (e.g., Michelangelo
Hand by Otto Bock [10]) to highly dexterous multi-DOF
devices closely replicating the structure (number of DOFs)
and capabilities (grasping patterns) of the human limbs (e.g.,
i-Limb developed by Touch Bionics, DARPA’s prosthetic
arm [11, 12]).

Man–machine interfaces for prosthesis control have not
advanced as rapidly as robotic technology [13]. Therefore,
most commercially available devices still implement classic

sequential and proportional control, which is the first concept
proposed for myocontrol [13]. This is partially due to the fact
that most transradial prostheses have a small number of
DOFs. In these SOA systems the user has to switch between
the DOFs, adjusting them one by one, which is a tedious and
non-intuitive process [14]. In research, pattern recognition has
been extensively tested as a method to improve prosthesis
control by allowing the user to select from a predefined set of
prosthesis commands through generating an appropriate pat-
tern of muscle activity or other biosignals (e.g., EEG [15, 16],
voice [17], foot pressure [18]). Despite the promising
laboratory results, pattern recognition has so far had only
limited translation into clinical applications, mainly due to a
lack of robustness. There is only one recently presented,
commercially available system advocating this approach
(COAPT [19]). Contrary to pattern recognition, in which the
user still needs to switch between a limited set of classes,
biologically-inspired invasive [20, 21] and non-invasive [22–
24] methods for direct simultaneous and proportional control
of multiple DOFs are being developed with increasing effort.

The current approaches for myocontrol share the same
overall structure. As explained above, human grasping pro-
ceeds through a sequence of phases, from planning to
execution, and involves the integration of sensory information
from different sources (e.g., vision and proprioception). In the
classic control scheme, the user is responsible for most of the
steps, including context assessment, grasp planning, and the
generation of control biosignals, while the artificial controller
is at the end of the chain, i.e., it acquires the signals and
translates them into prosthesis actions. Our research, pre-
sented in this paper, advocates an alternative approach that
can be classified as symbiotic. Namely, in natural settings,
decisions are made on the basis of multisensory information.
In the context of movement control the sensors used are
vision, muscle spindles, Golgi tendon organs, joint receptors,
skin receptors, and the overall neural network at several levels
of the central nervous system. This is to say that, apart from
capturing myoelectric signals, there are many other sensors
that can be used to assist in the control of grasping, as
demonstrated in robotics research [25, 26]. If equipped with
such sensors, the prosthesis controller can emulate the high-
level processes traditionally considered the responsibility of
the user. By fusing information from different sources, the
controller is also able to detect and analyze the current con-
text, plan the grasping action, and simultaneously and pro-
portionally control multiple DOFs available in the prosthesis.

The concept of semi-autonomous control of upper limb
prostheses was developed long ago [27–29]. In the prosthesis
presented in [28], one of the two available grasp types (pinch
or lateral) could be selected automatically depending on the
point of first contact with the object as detected by touch
sensors. Similarly, in [29] a conceptual solution for triggering
the automatic wrist pronation/supination by monitoring the
forearm inclination was presented. The idea was to detect the
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intent of the user to rotate the hand by detecting the start of
the compensatory movement (e.g., forearm rotation, shoulder
abduction/adduction) and then complete the motion auto-
matically, implementing essentially a pronation/supination
amplifier [30]. In [31] a full arm prosthesis was envisioned to
be operated as a state machine triggering different autono-
mous functions, such as maintaining constant orientation of
the object during transport using inertial sensing (e.g., to
prevent spilling of liquid from a glass). Some aspects of the
semi-autonomous control concept have also been demon-
strated in several subsequent developments [32–35]. In these
systems, the user delivered high-level commands (e.g., grasp,
squeeze, hold), which the prosthesis would implement auto-
matically based on input provided by the embedded pros-
thesis sensors (e.g., position, touch). Finally, a simplified
form of semi-autonomous control has been translated into a
commercially available system with automatic slip preven-
tion [9].

More recently, the control methods were presented based
on the fusion of signals from multiple sources. For example,
gaze direction was assessed using electrooculography or eye
tracking and combined with a brain–computer interface (BCI)
or computer vision in order to guide an orthosis [36] or a
robotic exoskeleton [37, 38] towards the target. Electro-
oculography was also employed [39] to communicate the
object size to the prosthesis controller as the user scanned the
object perimeter using his/her gaze. The controller would
then automatically select the grasp type and size suitable for
grasping the object. Sensor fusion using electrophysiological
signals as well as pressure sensors and inertial units was
applied to improve intention detection in the classic pattern-
recognition- and regression-based manual control systems
[40]. One recently presented system [41] combined a BCI
with gaze tracking and computer vision in order to trigger and
automatically guide the reach-grasp-drop motion of the
modular upper limb prosthesis which is mounted next to the
user. Models of shared control are being addressed exten-
sively in robotics literature [42] from a somewhat different
perspective with the aim to improve the collaboration
between humans and external robotics systems, but the con-
cepts are relevant also in the context of robotic rehabilitation.

These developments imply that the semi-autonomous
sensor-fusion approach to the control of assistive systems will
likely continue to gain in momentum, especially as these
systems are becoming increasingly complex (dexterous
hands, full-arm prostheses). This is also clearly emphasized in
the relevant strategic documents, such as the Multi-Annual
Roadmap for Robotics in Europe [43].

In this study, we demonstrate how the sensor-fusion
approach can be exploited to improve the control of a mul-
tifunction prosthetic system. More specifically, we present a
novel controller equipped with artificial vision and proprio-
ception to perceive the state of the user, the prosthesis and the
environment. Based on this information, the controller makes
autonomous decisions and automatically configures the
prosthesis parameters, simultaneously and proportionally
adjusting multiple DOFs according to the task demands and
reactively to the user’s intentions. Therefore, the method

presented here exploits a unique and comprehensive combi-
nation of sensing units, comprising myoelectric recording,
computer vision, inertial measurements and embedded pros-
thesis sensors (position and force), to develop a controller
endowing a multi-DOF prosthesis with the abilities char-
acteristic for advanced robotic systems. The method is based
on sensor fusion which allows for the continuous and
simultaneous perception of the user (proprioception), the
environment (exteroception) and their interaction, leading to
online simultaneous and proportional control of multiple
DOFs through context-dependent behavior (e.g., reactive
response). To the best of our knowledge, this is the first
prosthetic system with such a level of autonomy and com-
ponent integration. Importantly, this approach should not be
considered as a substitute for the existing prosthesis control
methods. The aim is to integrate the new ideas and solutions
with those methods and enhance them with the new func-
tionality. In the current study, we specifically, demonstrated
and evaluated how user and context awareness can enrich the
classic myocontrol system, leading to autonomous operation
using sensor fusion.

2. Material and methods

2.1. Sensor fusion for context-aware semi-autonomous
prosthesis control

The novel concept is depicted in figure 1. The context-aware
sensor-fusion controller (CASP) integrates automatic (ACU,
figure 1(1)) and myoelectric (MCU, figure 1(2)) control units.
The user employs the MCU for manual control (e.g., a classic
sequential multi-DOF scheme [44]) and for triggering of the
automatic operation. The ACU comprises the artificial
exteroception (AEM, figure 1(3)), artificial proprioception
(APM, figure 1(4)), and sensor-fusion (SFM, figure 1(5))
modules, providing for the automatic simultaneous and pro-
portional control of multiple DOFs (e.g., a multi-grasp pros-
thesis with an active wrist).

The AEM (figure 1(3)) uses computer vision to acquire
information about the 3D structure of the scene. It analyzes
the scene, segments out the object that is closest to the center
of the camera’s field-of-view, and estimates its shape, size,
and orientation. To accommodate arbitrary objects, the AEM
does not rely on the predefined database, but analyzes the
extracted cloud of points and approximates the target object
using common geometrical models.

The APM (figure 1(4)) receives data from the position
sensors embedded into the prosthesis providing the size of the
hand aperture and wrist rotation relative to the socket. In
addition, an inertial unit is used to track the absolute orien-
tation of the prosthesis with respect to an external coordinate
system. Therefore, the APM determines the current state of
the hand on the basis of commands sent to the prosthesis
(hand to socket angles and aperture) as well as volitional user
movements (hand to external reference).

The SFM (figure 1(5)) integrates the outputs of the
sensing modules (i.e., the hand and object state) and
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chooses the grasping strategy. Specifically, the SFM selects
the optimal preshape (grasp type and size) and orientation
(wrist rotation) for the prosthesis in order to ensure that the
prosthesis is suitably configured for grasping the target
object.

The semi-automatic controller is continuously active,
acquiring and processing the sensor data, and is thus able to
reconfigure the prosthesis when necessary (reactive opera-
tion). For example, the controller selects a different grasp
type and/or readjusts the aperture size if the user decides to

change the side from which he/she intends to grasp the
object. Importantly, in this control scheme, the system and
the user share the responsibility (semi-automatic control).
The system automatically controls (e.g., preshapes and
rotates) the prosthesis in order to accommodate different
objects and situations, as described above, while the user
triggers, supervises, corrects and fine-tunes the system
decisions through manual control via the MCU. He/she can
intervene at any time to manually readjust any of the pros-
thesis parameters.

Figure 1. Conceptual scheme of the novel control approach. The semi-automatic controller integrates the myoelectric interface and automatic
control unit. The latter provides simultaneous, proportional and reactive control of multiple DOFs (grasp type, size, and wrist rotation) based
on the fusion of computer vision (exteroception) and position/orientation measurements (proprioception). The user employs the myoelectric
interface for manual control and triggering of the automatic operation.

Figure 2. CASP system prototype. When the user generates the trigger command, the processing unit fuses the data acquired from the sensors
(i.e., prosthesis aperture, grasp type, orientation, and depth image) in order to perform automatic and real-time updates of the prosthesis
parameters. Based on the current state of the prosthesis and the estimated properties of the target object (shape, size, orientation), the
prosthesis posture (i.e., grasp type, size, and wrist angle) is configured so that the hand is prepared for grasping the target object.
Additionally, the user also has full manual control of the prosthesis through the myoelectric interface, thus being able to correct or fine-tune
the autonomous decisions (semi-automatic control).
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2.2. System prototype

The CASP prototype comprises the following components
(figure 2): (1) two 13E200 dry EMG electrodes with inte-
grated amplifiers (Otto Bock Healthcare GmbH, Vienna, AT)
(2) Creative Senz3D camera (Creative Technology Ltd, SG)
(3) a processing unit (i.e., standard PC with 16GB RAM and
four-core i7@2.9 GHz CPU), (4) Michelangelo left-hand
prosthesis with a wrist rotator (Otto Bock Healthcare GmbH,
Vienna, AT) and (5) an MTx inertial measurement unit (IMU)
(Xsens Technologies B.V., Enschede, NL).

The Michelangelo Hand provides simultaneous opening
and closing of all fingers with two grasp types (palmar and
lateral), as well as and wrist pronation and supination (i.e.,
three DOFs in total) [10]. The hand was instrumented with
three position encoders (thumb, fingers, and wrist) and a
single force transducer positioned at the base of the thumb,
measuring the hand aperture, grasping force, and hand
orientation relative to the socket. The prosthesis was con-
nected to the host PC via a Bluetooth (BT) interface imple-
menting a bidirectional communication protocol running at
100 Hz. This communication channel was used to receive the
sensor data from the prosthesis and to send the control
commands to the prosthesis.

The IMU was externally attached to the prosthesis
(figure 2). The IMU measured the absolute orientation of the
prosthetic hand with respect to the laboratory coordinate
system, i.e., yaw, roll and pitch angles. The IMU was con-
nected to the battery-powered acquisition and wireless
transmission unit (XBus, Xsens Technologies B.V.,
Enschede, NL) sending data to the host PC at a sampling rate
of 20 Hz.

A Creative Senz3D camera simultaneously acquired
color and depth images (RGB-D) [45] and was mounted on
the custom-designed support glasses worn by the subject, thus
ensuring that the camera was always directed towards the
same scene at which the user was currently looking. The
acquired image streams were transmitted to the host PC via a
USB port at a 30 Hz refresh rate and a resolution of
640×480 pixels for RGB and 320×240 pixels for depth
images, respectively.

The myoelectric interface comprised two active electro-
des placed on the forearm over the wrist and hand flexor and
extensor muscles. The electrodes with adjustable gain
acquired the EMG data at 1 kHz and directly provided the
smoothed signals (linear envelopes), as in a commercial
system developed by Otto Bock. The linear envelopes were
sampled at 100 Hz and transferred to the host PC via the
Bluetooth connection.

The data from the prosthesis, inertial unit, and camera
were received by the host PC, where data processing, sensor
fusion, and control algorithms were performed. The host PC
also provided a user interface for high-level control (e.g.,
starting and stopping) and system monitoring and setup. The
control algorithm was implemented using object-oriented
programming in MATLAB 2013a (MathWorks, Natick,
US-MA).

The control flow in the prototype was implemented as a
finite-state machine in which the state-transitions were
triggered manually by the user via the myoelectrical control
interface or automatically by external events (i.e., object
contact). The operation of the system is depicted in figure 3.
The system is ready and waits for the user input
(figure 3(1)). The prosthesis is in the neutral position/pre-
shape, i.e., relative rotation (hand to socket) and absolute
rotation (hand to laboratory coordinate system) are close to
zero and aperture is 100%. The user directs his head towards
the target object resting on the table surface in front of him
and indicates his intention to grasp the object by generating
a short burst of extensor muscle activity. The system
responds by automatically rotating and preshaping the hand
conveniently for grasping the object (figure 3(2)). In this
particular example, the hand rotated counterclockwise by
90°, preparing to grasp the object from the left side, and
simultaneously preshaped into the palmar grasp with an
aperture of 30%, thereby adapting to the size of the object.
Once the automatic hand preshaping is accomplished, the
user assumes full manual control. He/she can employ the
myoelectric interface to fine-tune and/or correct the auto-
matic decisions or to close the hand and grip the object, via
classic sequential and proportional control. Co-contractions
are used to switch between the DOFs, while the currently
active DOF is operated proportionally, i.e., the velocity of
closing/opening, wrist pronation/supination, and grasping
force are proportional to the muscle activation level. In
addition, the system continues to track the absolute pros-
thesis orientation in order to be able to assist grasping by
reacting to the user’s movements. In the current example
(figure 3(3)), instead of approaching the object from the side
as initially expected, the user decided to grasp the object
from the top. Consequently, the user started pronating the
prosthesis (compensatory action) and this was detected by
the system, which reacted by readjusting the prosthesis, i.e.,
the hand was automatically rotated so that the palm was in a
horizontal (absolute orientation 0°); the system thus com-
pleted the pronating movement on behalf of the user.
Simultaneously, the grasp type was changed to lateral and
aperture was set to 20%. Due to this reactive action, there is
a theoretical possibility for the user and a prosthesis to enter
into a race condition, i.e., the situation in which the CASP
and the user would continuously compete to correct each
other. This has been prevented through a fundamental design
assumption of the CASP system, which is that the user
always has priority over automatic control. Therefore, the
system stops the automatic adjustment of the prosthesis’
posture immediately upon detecting that the user employs
the myoelectric interface to manually steer the prosthesis. To
grip the object, the user manually closed the prosthesis
(figure 3(4)) by activating the flexor muscles (proportional
myoelectric control). When the object is contacted, the
automatic control is switched off. The operation loop restarts
immediately upon the object release.
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2.3. Experimental protocol and setup

The overall goal of the experiment was to test the perfor-
mance of the proposed CASP system with respect to the SOA
manual myoelectric control (MAN).

Subjects. Experimental tests were performed in ten able-
bodied subjects (26±3 yrs, six with prior experience in
myoelectric prosthesis control) and one amputee (55 years, 35
years since amputation, active 1-DOF prosthesis user). The
local ethics committee approved the study and the subjects
signed an informed consent form before starting the
experiment.

Procedure. The subjects were seated comfortably in an
adjustable chair in front of a table and the system was
mounted (figure 4). For able-bodied subjects, the hand was
attached to a custom-made ergonomic splint and strapped
firmly using Velcro straps to the subjects’ left forearm, so
that it was positioned directly beneath and perpendicular
to the subjects’ hand. Due to the space constraints, two
EMG electrodes were placed on the contra-lateral arm
(figure 4(1)), over the finger and wrist flexor and extensor
muscles, which is a common placement for the myocontrol of
transradial prostheses. The position was determined by

palpating the contracted muscles. For the amputee subject,
the prosthesis was mounted using a custom-made socket
with integrated electrode placement. Therefore, the myo-
electric interface was positioned on the ipsilateral side, as in a
real-life application (figure 4(2)). The subjects wore the
glasses with the attached depth sensor and the XSens acqui-
sition unit was strapped around the waist and placed on
the back.

In addition to the components comprising the CASP
system, two extra inertial sensors were placed on the left
forearm and upper arm to measure the orientation of the
subject’s arm. These data were used only for offline analysis
to evaluate the employed reach and grasp strategies. In order
to simplify the data interpretation the subject’s trunk was
immobilized using two set of straps to fix the trunk to the
chair thus providing a stationary reference for the measure-
ments of arm orientation using inertial sensors. The sensors
were positioned so that the local coordinate systems were
aligned, with the X- and Y-axis pointing in the proximal-distal
and median-lateral directions, respectively. The present
experimental setup imposes specific constraints (fixed trunk,
seating position, prosthetic splint) that likely influence the
resulting limb kinematics. Nevertheless, the aim of the present

Figure 3. An example of the system workflow. The plot depicts the system states (i.e., absolute/relative rotation, aperture and force of the
prosthetic hand) and user commands (i.e., activity of the flexor and extensor muscles). Each number on the snapshot and plot indicates an
event triggering a state transition. For the explanation, see the text.
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study was to capture the kinematic trajectories characteristic
for the employed control systems in the given conditions as
an additional measure for a more thorough comparison
between different solutions.

The outcome of the study is the comparison of the per-
formance between CASP and three, progressively more
complex, manual control scenarios MANn (n=1, 2, and 3
denotes the number of manually controllable DOFs):

(1) MAN1: proportional control of the prosthesis velocity
of closing and opening and grasping force, hand in
palmar grasp, wrist orientation fixed in the neutral
position.

(2) MAN2: as in MAN1 plus the subjects selected between
the palmar or lateral grasps using co-contractions.

(3) MAN3: as in MAN2 plus the subjects proportionally
controlled the velocity of wrist rotation (pronation and
supination), co-contractions were used to switch
between the DOFs in the following order: palmar
grasp, lateral grasp, and wrist rotation.

(4) CASP: prosthesis operated as described in section 2.2.

The test comprised training and evaluation session con-
ducted in two consecutive days. In both sessions, the subjects
followed the same protocol, i.e., they grasped, lifted, trans-
ported and released a set of common daily objects (see
table 1) using the four control conditions. The initial (resting)
position for the hand and the initial position for the target
object were marked on the table surface. A box container to
which the objects had to be transported and released after
being grasped was also placed on the table, as depicted in
figure 4. The four conditions were performed in a random
order and each comprised 17 grasping trials.

The myocontrol parameters were adjusted at the begin-
ning of the sessions. The maximum command to the pros-
thesis was generated with the muscle activity at
approximately 70% of the maximum voluntary contraction.
The attached inertial sensors were calibrated while the subject
was holding his arm fully extended, in front of the body and
parallel to the table surface.

The aim of the training session was to familiarize the
subject with the setup, protocol and tasks to be performed
during the experiment. The subjects were explained how to
operate the prosthesis using the commercial SOA myocontrol
interface and then practiced switching between the active
DOFs by generating co-contractions as well as the propor-
tional control of the selected DOF by modulating the level of
muscle activity. The subjects were also trained in using CASP
system as a whole, including triggering, reactive operation,
and the use of manual control to fine-tune/override the sys-
tem decisions. For each control scenario, the subjects had a
short introduction 5–10 min, after which they continued the
training by performing the grasping trials.

In each grasping trial, the subjects were presented with a
single object and instructed to adjust the prosthesis so that the
hand was configured appropriately for grasping the object, as
specified in table 1. There was no time limit for performing
the trial. The subjects were instructed to perform the task
correctly and as fast as possible. In MAN conditions, this was
accomplished by manually operating the available DOFs. In
MAN1 and 2, the wrist was inactive and the subjects had to
use the proximal arm joints to orient the hand properly for
grasping. The grasp type in table 1 was ignored in MAN1
(i.e., all objects grasped using palmar grasp). With CASP, the
subjects triggered the system, assessed the outcome of the
automatic decisions and corrected the system using manual
control when necessary (wrong decision). After the hand was
preshaped, the subjects used manual control to close it, lift,
transport the object, release it into the container and finally
return the prosthesis back to the initial position. The experi-
menter observed the task execution and the trial was repeated
if the gross error has been made and hand has not assumed the
correct posture (i.e., the subject or the system employed
wrong grasp type or orientation). Concerning the orientation,
the absolute precision was not of interest, similar to the real
life application where there is a reasonable margin of error
under which the task can be successfully accomplished. For
example, the user can fine-tune the alignment between the
hand and the object using other degrees of freedom (e.g.,
shoulder joint). Therefore, we deemed that asking the user to
control precisely the orientation would be highly artificial
(and likely worse in the manual control scenario, where it is
done using a naked eye). Instead, the subjects were instructed
in general terms to adjust the orientation to complement that
of the object, and only if it was completely wrong (e.g., hand
vertical and the object horizontal), the experimenter decided
to repeat the task. Importantly, the prosthesis posture (grasp
type, orientation) was not altered in-between the trials, i.e.,
the initial posture in the current trial was the posture used to
grasp the object in the previous trial. This has been done in
order to simulate the real-life usage of the prosthesis, as when

Figure 4. Experimental setup. The user was comfortably seated in
front of a table where different objects were presented to him, at the
indicated distance. Note that only one inertial sensor, mounted on the
prosthetic hand, was used by the sensor-fusion system (other two
were used for offline data analysis). Due to the specific prosthesis
mounting and space constraints, placement of the EMG electrodes
differed for able-bodied (1) and amputee (2) subjects.
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the user grasps objects in succession readjusting the hand
from the configuration attained in the last grasp to the one
convenient for the next target object. Therefore, even though
the task was divided in trials for convenience (e.g., data
logging), it could be regarded as an uninterrupted sequence of
actions in which the task of the user was to pick up and
transport a set of objects. The only exception was if the trial
had to be repeated, in which case the posture was reset to the
one the hand assumed at the beginning of the trial.

2.4. Data analysis

The primary outcome measure was the time to grasp (TTG)
an object using a specific control scheme, assessing the effi-
cacy in operating the prosthesis employing that particular
control. The TTG was also used to compare the performance
between the training and evaluation sessions for the same
control scheme to assess if there was an improvement due to
the training. The TTG was measured from the start of the trial
until the hand contacted the object (force > threshold).

Secondary outcome measures were the shoulder joint
angles computed from the inertial data, recorded during the
evaluation session only, assessing the arm configuration just
before the hand grasped the object (0.5 s before contact).
They were calculated as the Euler angles of the upper arm
with respect to the immobilized trunk.

To assess the system responsiveness, the reaction time
(RT) of the CASP to user trigger and reactive response was
monitored during the experiment. The former was measured
as the time from the detection of the user’s trigger until the
commands have been sent to the hand and it therefore
includes sensor-fusion processing. The RT for the reactive
responses comprises the time between the detection of the
movement (compensatory rotation) and command transmis-
sion. It is important to note that this time is actually already
integrated in the TTG performance metric. The trial failure

rate was also determined. This index indicated the number of
repeated trials, when either the user (MAN1-3) or the system
(CASP) made a gross error in adjusting the prosthesis’ pos-
ture. The gross error referred to an incorrect grasp type or
completely wrong orientation (as explained above).

Friedman test was used to assess the statistically sig-
nificant difference within the group of conditions in the
evaluation session, since the data did not pass the test of
normality (Liliefor test). For the pairwise comparison,
Tukey’s honestly significant difference criterion was applied.
Finally, to compare the same condition between the training
and testing, a Wilcoxon signed-rank test was employed. A p-
value of 0.05 was selected as the threshold for the statistical
significance.

3. Results

In total, 1496 trials (11 subjects×2 days×4 series×17
trials) were performed. They were allocated evenly between
the four control conditions. The results are reported as
mean±standard deviation and are presented separately for
able-bodied and the amputee subject.

Figure 5 shows the average TTG for each of the four test
conditions during training and evaluation. During the eva-
luation session, the TTG in the manual control scenarios
(MAN1-3) increased consistently with the number of con-
trollable DOFs, i.e., it was 3.7±1 s for MAN1, 4.3±1.7 s
for MAN2, and then it increased substantially to 11.2±4.1 s
in MAN3. The differences were statistically significant
between all MAN conditions. The TTG with CASP was
5.9±1.9 s, which was slower than in MAN1 and MAN2 but
substantially faster than in MAN3. Using CASP, the subjects
could grasp an object in approximately twice less time com-
pared to MAN3. There was virtually no improvement
between the training and evaluation sessions with CASP,

Table 1. Overview of the test trials, objects used and grasping instructions given.

Trial tag Object description and dimension (cm)
Object placement on the table
surface Grasp type

Hand orientation in respect to table
surface

P1_0_P Tennis ball (6.5) Horizontal Palmar Parallel
P2_90_P Mug (9×8) Vertical Palmar 90° supination
P3_0_P Juice-bottle (169×7.5) Horizontal Palmar Parallel
P3_45_P — Leaning 45° Palmar 45° supination
P3_90_P — Vertical Palmar 90° supination
P4_0_P Tea-box (139×7.59×6.5) Horizontal Palmar Parallel
P4_45_P — Leaning 45° Palmar 45° supination
P4_90_P — Vertical Palmar 90° supination
P5_90_P Espresso cup (59×5) Vertical Palmar 90° supination
L1_0_L Thin pen (149×1.5) Vertical Lateral Parallel
L1_45_L — Leaning 45° Lateral 45° pronation
L2_45_L Fork (189×1) Leaning 45° Lateral 45° pronation
L3_0_L Thick pen (129×2.5) Vertical Lateral Parallel
B1_0_L Medicine-box (9×7×1.5) Vertical Lateral Parallel
B1_90_P — Vertical Palmar 90° supination
B2_0_L Book (15×9×2) Vertical Lateral Parallel
B2_90_P — Vertical Palmar 90° supination
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contrary to MAN conditions, which all improved with
training.

The RT of the CASP system for user trigger and reactive
response were less than 0.75 and 0.1 s, respectively. The
cumulative trial failure rate, overall all subjects and trials, was
consistently small across all control scenarios: four in MAN2,
five in MAN3, and seven in CASP condition, which accounts
for less than 1% of the total number of performed trials.

Similar trends were also observed in the amputee subject
where the average TTG was 2.5±1 s, 4.7±1.8 s,
10±2.2 s, and 5.5±1.8 s for MAN1-3 and CASP condi-
tions respectively. The subject successfully learned how to
use the CASP system and, although he was an experienced
user of a classic myoelectric prosthesis, the results were
similar to the ones obtained for the able-bodied subjects. The
CASP system was approximately twice as fast as the manual
control for the same number of DOFs (MAN3). The subject
reported that the CASP was easy to use and that he liked the
approach, especially the fact that the system reactively read-
justed the wrist-hand configuration, which added to the
overall easiness of the grasp execution.

The summary results for the recorded shoulder-joint
angles are given in figure 6(A). The conditions in which there
was no wrist rotation control (i.e., MAN1, MAN2) differed
significantly in shoulder abduction and external rotation
compared to the conditions with manual (MAN3) or auto-
matic (CASP) rotation control. Between MAN1 and 2, the
angles were similar, which also held for MAN3 versus CASP.

Figures 6(B) and (C) depicts graphically the arm con-
figurations when the cup positioned horizontally (figure 6(B))
and vertically (figure 6(C)) was grasped using MAN1
(figures 6(B), (C-1)) and CASP (figures 6(B), (C-2)). In
MAN1, the user had to perform extensive compensatory
movements consisting of either shoulder abduction and
external rotation (figure 6(B)) or adduction and internal

rotation (figure 6(C)) in order to orient the hand appropriately
for grasping the object. The shoulder joint movements were
employed in order to compensate for the lack of pronation/
supination at the wrist, and the exact strategy was dependent
on object orientation (horizontal versus vertical). On the other
side, there were no such over-extensive movements when
using CASP and the shoulder angles remained virtually
unaffected by the object orientations, since the automatic
control adjusted the hand orientation accordingly, using the
active wrist joint.

4. Discussion

In this study, we have presented a novel concept for the semi-
autonomous, simultaneous and proportional control of a
multi-DOF prosthesis, which is based on fusion of informa-
tion from a variety of sensing technologies, including com-
puter vision, inertial sensing, position and force sensors,
embedded into the prosthesis and myoelectric signal acqui-
sition. These inputs equip the artificial controller with the
artificial vision and proprioception for context estimation and
autonomous operation, and implement the integration of the
biological and artificial control. By exploiting the sensor
fusion, the artificial controller is able to emulate the high-level
functions that are traditionally regarded as the responsibility
of the biological control, such as, grasp planning and
execution, and online reactivity to dynamically changing user
intentions. At the same time, the status of the user is not
compromised, since he/she still has a supreme control over
the system.

The system presented here should be considered as an
early stage prototype (lab-based device) which is used to
demonstrate and evaluate the novel concepts for prosthesis
control on able-bodied and amputee subjects. This is an

Figure 5. Summary results (mean±standard deviation) for average time to grasp (TTG) an object. The statistically significant differences
are denoted by a star (*, p<0.05; **, p<0.01; ***, p<0.001) while the symbol ‘C‘ indicates that the difference exists across all conditions
that were performed within the same session. Notations: MANn—manual control of n DOFs; CASP—context-aware sensor-fusion prosthesis
(3 DOFs).
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important step since the semi-autonomous sensor-fusion
approach to prosthesis control opens up a number of possi-
bilities for enhancing the device with automatic functions
characteristic for context-aware robotic systems [43]. How-
ever, determining which of these functions is feasible and
most useful still needs testing. This assessment should iden-
tify those functions that deserve to be translated into the
future practical version of the system. Even though the current
state-of-the-art technologies (e.g., the sensor size [45] and
computational requirements) prevent its full integration, the
practical relevance of the proposed approach is indicated by
the industrial interest in this technology (joint patent appli-
cation with Otto Bock Healthcare GmbH, Vienna, AT) [46].
Moreover, the wearable technology trends set by the IT
industry leaders, i.e., ergonomic glasses integrating inertial
units, depth sensors, and augmented reality, are becoming
available on the market from a variety of vendors (e.g.,
Microsoft HoloLens [47], Meta glasses [48]).

The prototype described in the present study is based on
our previous work [49–51]. Its performance in correctly
estimating the prosthesis aperture and orientation is in the

range of 0.75±1.1 cm and 9±5°, respectively, as reported
in [49, 52]. Importantly, it represents a substantial step ahead
with respect to the earlier developments, demonstrating for
the first time several important concepts realized thanks to the
fusion of information from multiple sensors. First, the system
integrates the control of an active wrist by combining com-
puter vision (environment analysis) and the measurement of
the prosthesis orientation. Second, in addition to assessing the
environment, the artificial controller monitors the behavior of
the user (his/her movements) via inertial sensing. By inte-
grating this information and the user’s voluntary commands,
the controller is capable of generating context-dependent
decisions, reacting to the dynamically changing state of both
the user and the environment. Importantly, the sensor-fusion
in the present prototype lays down the basis for a powerful
approach, allowing the prosthesis to incorporate many addi-
tional intelligent behaviors, which will be tested in the future
(see section 4.4). In addition to demonstrating the approach,
the present study compares for the first time the performance
of this semi-autonomous sensor-fusion prototype to that of the
classic manual control (commercial benchmark). The tests

Figure 6. Summary results (mean±standard deviation) for average shoulder joint angles (A) across different conditions and 3D model
showing the arm positions recorded shortly before the object was grasped (B), and (C). Object placed horizontally (B) and vertically (C) was
grasped using MAN1 ((B1) and (C1)) and CASP ((B2) and (C2)) control schemes. Note that the subject employed compensatory maneuvers
at the shoulder joint when there was no active wrist rotation ((B) and (C), MAN1), and these movements depended on the orientation of the
given object.
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were conducted for several configurations of the manual
interface, determining the pros and cons of the semi-auto-
matic control through a range of functionally relevant
assessments.

The fusion of information from multiple sources has been
used for decades for grasp planning and execution in indus-
trial and humanoid robotics [53, 54]. However, the control of
prostheses is a unique context, since the artificial controller
has only a partial control of the system. For example, in the
case of a hand prosthesis, the user transports the hand and
orients it in space through elbow and shoulder actions,
whereas the prosthesis controller operates the wrist and hand
closing/opening. This specific scenario on one side relaxes
some performance requirements, i.e., the user can compensate
for the mistakes of the autonomous controller. On the other
hand, it also imposes some specific constraints with respect to
typical robotics applications. For example, to properly
implement the autonomous actions, the prosthetic controller
needs to consider both the prosthesis and the user.

4.1. Comparison with a commercial myoelectric control

Single DOF control in MAN1 (hand open/close) was a
simple scenario, in which the subjects only had to reach for
the object and close the hand, resulting in the smallest TTG
overall. However, the subjects had to employ compensatory
strategies characterized with the excessive shoulder move-
ments in order to accommodate for the lack of active DOFs
(figure 6). In MAN2, the subjects could additionally select
between the two grasp types and the control scheme has
increased in complexity, as the subjects had to perform the
co-contractions to switch between the grasps. This had a
statistically significant impact on the overall performance,
which slightly deteriorated. However, the addition of a novel
grasp-function did not change the reaching strategy, and the
same compensatory movements were still present, i.e., the
shoulder angles employed in MAN1 and MAN2 were not
statistically different. Only in MAN3, in which the wrist was
also actively controllable, the overall shoulder angles dis-
played a significant reduction, especially in abduction and
external rotation. This was also obtained during the CASP
control condition, meaning that the reaching movements
employed in MAN3 and CASP were kinematically similar,
i.e., there was no statistical difference between the respective
angles. However, although the increased flexibility eliminated
the compensatory movements, it also substantially increased
the complexity of control since the subjects had to perform
tiresome co-contractions several times in a single grasping
trial. Consequently, the TTG increased dramatically with
respect to MAN1 and 2.

The TTG with the CASP was higher when compared to
the MAN1 and 2, but also substantially lower when compared
to the MAN3. Therefore, the CASP system is somewhat
slower than MAN1 and 2 but results in grasping strategies
and arm configurations that are similar to those employed in
MAN3, with the benefit that it is substantially faster than the
latter. Therefore, when using the full potential of the pros-
thetic system, the CASP outperforms the myoelectric control

significantly. Furthermore, the CASP system was easy to
adopt and use, which is demonstrated by the fact that there
was no significant improvement in performance between the
two experimental sessions (training versus evaluation), which
is contrary to MAN conditions.

4.2. Integration with other methods

As stated before, the CASP was not designed to compete with
the myoelectric interfaces but rather to encapsulate those
methods within the semi-autonomous framework and thus
enhance their functionality and performance. The present
study, for example, demonstrated how adding the CASP on
the top of the classic control scheme (commercial benchmark)
influenced time efficiency as well as the grasp kinematics.
The currently implemented two-channel proportional myo-
control is just one of the many system components that will
be improved in the next developments. Future studies will
investigate how beneficial would be to integrate the CASP
system with advanced myoelectric control schemes, such as
methods for simultaneous and proportional myocontrol of
multiple DOFs [22, 55]. The concept of the experiment would
be similar as in the present study, i.e., the subject performance
with an advanced myoelectric interface would be compared to
the performance when using the same myoelectric interface
integrated within the CASP framework. However, it could be
also relevant to compare the CASP against manual control
even when the myoelectric interfaces are not the same. In this
case, the CASP could allow similar performance as the
sophisticated manual control, such as, the multichannel
simultaneous and proportional multiple DOF control, but by
using a substantially simpler human–machine interfacing,
e.g., a two-channel EMG interface triggering automatic
simultaneous and proportional control of multiple DOFs.
However, these assumptions still need to be confirmed
through dedicated experiments.

Similar approach could be also applied in the patients
that underwent targeted muscle reinnervation [21] and
therefore need to control a full prosthetic arm. Semi-autono-
mous control could be used to assist direct control through
independent signal sources available in these patients. For
example, CASP controller could operate the shoulder and
elbow joints transporting the hand near the target object,
which is a challenging task to perform manually, and then the
user could take over and perform the grasp by operating the
hand and wrist using direct approach.

Importantly, there are many other possibilities for inte-
gration of various manual control methods with the CASP
approach, and the aim is to investigate this in the future
studies. In addition to controlling a multi-DOoF prosthesis,
the presented approach can be extended to other similar
applications, e.g., improving the control of an upper-limb
rehabilitation robot or functional electrical stimulation.
Importantly, the semi-autonomous sensor-fusion control in
both prosthetics and rehabilitation robotics can benefit sub-
stantially from a large body of work regarding the grasp
planning and execution already available in the robotics lit-
erature (e.g., visual servoing [53, 54, 56]). However, these
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methods need to be integrated into the context of shared
control with its specific constraints and challenges, as
explained in section 4.

4.3. Sensor fusion and reactive control

Control based on sensor fusion is a central feature of the
proposed system. By integrating the artificial proprioception
and vision estimating the orientation of the prosthesis and the
object, respectively, we could implement the control of wrist
rotation (grasp planning) and an automatic response (artificial
reflex) triggered by the change in the approach to the object
during hand transport (automatic prosthesis readjustment).
The main principle when implementing the autonomously
controlled readjustment was that it was synchronized with the
users’ intentions. In the present prototype, this action was
integrated as a reflex, i.e., an automatic response triggered by
a discrete sensor input. More specifically, the system mon-
itored the hand orientation (pro/supination axis) and when it
detected that the user started rotating, crossing a predefined
angular threshold, the system would complete the rotation on
behalf of the user as well as readjust the preshape parameters.
The threshold was set in the pilot tests to guarantee robust
triggering. The system therefore ‘amplified’ an ongoing
movement of the subject, performing the action only when the
certainty about the user intention was high. Hence, the reac-
tive behavior was regarded as intuitive for the subjects (verbal
report), the subjects easily learned the function, and it did not
lead to overshooting of the target or race conditions in any of
the trials.

These can be considered as basic actions demonstrating
the potential of the sensor fusion for prosthesis control, which
can be used to implement many other functional high-level
behaviors. For example, by adding inertial sensors to the able
hand, in the form of a miniature bracelet or clip attached to
clothing, the CASP could adjust the posture of the prosthesis
automatically when it detects that the able hand approaches
the prosthesis in order to hand over an object. This activity
belongs to the class of symmetric bimanual tasks, during
which one hand essentially mirrors the orientation of the
other. To achieve this, the CASP would read the momentary
orientation of the able hand and adjust the prosthesis
accordingly. Importantly, this configuration (inertial units
placed bilaterally) would open up possibilities for other, more
sophisticated scenarios, including automatic intention detec-
tion from hand/prosthesis motion as well as automatic sup-
port to the other types of bimanual activities. This
functionality would be of interest for unilateral amputees,
who often use the prosthesis to support the dexterous activ-
ities performed by the contralateral (unaffected) side [57].

We hypothesize that the CASP could yield two additional
important advantages. First, the automatic functions (e.g.,
grasp planning) could potentially decrease the cognitive effort
of the user. The sensor fusion could allow the user to focus on
the task rather than on how to steer the prosthesis. In the
current implementation, for example, the user needed to issue
only a single, simple command (extensor contraction) and the
automatic control would adjust all the prosthesis DOFs on

his/her behalf. In MAN3, on the contrary the muscles had to
be activated several times, including multiple co-contractions,
to achieve the same task. Second, the autonomous operation
could facilitate the integration of the prosthesis into the body
scheme, since the sensor fusion could improve the coordi-
nation between the prosthesis and rest of the body. For
example, with automatic control, the user could issue the
trigger command and immediately start transporting the hand
towards the target. The controller would automatically adjust
prosthesis’ DOFs during reaching, which resembles a simul-
taneous evolution of reaching and grasping characteristic for
able-bodied subjects [1]. In addition, the artificial reflexes
such as reactive readjustment (present study) or future work
in bimanual tasks represent the prosthesis actions that are
triggered by and synchronized to the volitional movements of
the user. However, the decrease in the cognitive effort and the
improvement in coordination with CASP are currently only
the hypotheses that need to be evaluated objectively via a set
of psychometrically validated tools such as NASA Task Load
Index [58, 59].

4.4. Study limitations and future developments

The CASP approach can be developed in several directions.
First, other sensors can be used to monitor the state of the
prosthesis and the user and estimate the features of the
environment (e.g., laser scanners, ultrasound rangers, time-of-
flight cameras, RFID tags etc) These sensing elements can be
considered and evaluated as the potential information sources
for the sensor fusion. For example, RFID tags, or a similar
technology such as Bluetooth equipped miniature chips [60],
could be used to tag objects in a known environment (e.g., at
home). The prosthesis equipped with an integrated RFID
reader [61] could detect the tag when approaching the object,
read the programmed grip pattern, and preshape automatically
[62]. As demonstrated in [63], the tags can be placed also on
the user to trigger prosthesis functions each time the user
approaches the tag. This approach fits well with the concept
proposed in the present study, where additional sensors are
placed on the user (e.g., miniature inertial sensing bracelet) to
monitor his/her behavior for context-dependent control.
Moreover, as shown in [64], RFID tags could be used not
only to identify the object and associated grasp, but also to
determine its orientation, providing an additional exter-
oceptive input for the semi-autonomous control. Second,
methods for estimating the contextual features from the sen-
sory modalities have to be developed. Inertial units, for
example, can be used to detect the movement phases (e.g.,
start and end of reaching) as well as other features (e.g.,
movement speed, direction). The present evaluation con-
sidered a simple scene including one object at a time. How-
ever, even at this early phase of development, the system
would be able to handle more complex and cluttered envir-
onments, as partly demonstrated with the previous prototype
(see figure 10 in [49]). The overall system robustness and
performance in a realistic environment is the main scope of
these developments. For example, a depth sensor was selected
rather than a stereo-camera, the computer vision module
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assumes that the objects are unknown rather than using a
predetermined database (limited object set), etc. The scene
and user analysis is being continuously improved. We are
currently developing the sophisticated SLAM-based [65]
approaches in conjunction with advanced clusterization
algorithms [66]. This would ultimately result in advanced
object modeling schemes capable of simultaneously handling
and identifying multiple objects of interest together with their
respective features (e.g., object affordances, multiple objects
stacked together, etc). Yet another improvement can be
implemented in the algorithm for object selection, which is
certainly sub-optimal since the user first needs to turn his head
towards the object and then trigger the system. Namely, it has
been shown that during grasping the subjects mostly move the
eyes rather than the head [67]. Therefore, the object selection
could be improved by using a practical eye tracking system,
embedded into the glasses [68], but such systems are still
rather expensive. Another, more feasible and cost effective,
solution would be to perform hand tracking algorithm using
fusing vision [69, 70] and advanced inertial sensing [71]. This
would allow the CASP system to infer the object that is likely
to be grasped by the user (e.g., the one towards which the
hand moves) thus eliminating the need for explicit head
movement.

In the present study, the grasp kinematics was influenced
by the specific experimental setup. Therefore, the joint angles
were not measured in order to identify normal versus abnor-
mal movements in real life conditions, but mainly to compare
how different control systems influence the kinematics in an
identical setup. When the CASP system reaches the stage of
development in which the components are properly integrated
and ergonomically attached to the subjects (e.g., prosthesis on
the socket, sensors miniaturized), the kinematics will be
acquired and compared to those of able-bodied subjects to
assess the naturalness of the movement.

The experimental evaluation performed in this study was
designed to test the novel system prototype for its potential
transferability and overall applicability in the prosthesis
control, and especially how the semi-autonomous control at
this stage of development compares to the classic manual
operation (commercial and clinical benchmark). Therefore,
the study focus was set primarily on performing a set of
functionally relevant ad-hoc experiments (e.g., grasping and
lifting differently oriented objects) designed for heavy-duty
multi-DOF prosthesis usage, taking into account also the
constraints of the setup (e.g., vision sensor worn by the users,
prosthesis mounted on the splint). The ad-hoc test used in the
present study was therefore the result of a compromise and
was not psychometrically validated. However, such tests
are not unusual in the scientific literature, even when
evaluating ready-to-use systems [22, 72]. We are fully aware
of the importance of standardized evaluations and of the
current efforts in the scientific community towards estab-
lishing such benchmarks [73, 74]. Therefore, in the more
mature development phase, as the system approaches its
clinical applicability, and amputees are able to utilize it in a
practical setup (integrated components), the current test will

be substituted by the psychometrically relevant measures
(e.g., SHAP [75]).
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Sensory Feedback in Prosthetics: A Standardized Test
Bench for Closed-Loop Control

Strahinja Dosen, Member, IEEE, Marko Markovic, Cornelia Hartmann, Student Member, IEEE, and
Dario Farina, Senior Member, IEEE

Abstract—Closing the control loop by providing sensory feed-
back to the user of a prosthesis is an important challenge, with
major impact on the future of prosthetics. Developing and com-
paring closed-loop systems is a difficult task, since there are
many different methods and technologies that can be used to
implement each component of the system. Here, we present a test
bench developed in Matlab Simulink for configuring and testing
the closed-loop human control system in standardized settings.
The framework comprises a set of connected generic blocks with
normalized inputs and outputs, which can be customized by
selecting specific implementations from a library of predefined
components. The framework is modular and extensible and it can
be used to configure, compare and test different closed-loop system
prototypes, thereby guiding the development towards an optimal
system configuration. The use of the test bench was demonstrated
by investigating two important aspects of closed-loop control:
performance of different electrotactile feedback interfaces (spatial
versus intensity coding) during a pendulum stabilization task
and feedforward methods (joystick versus myocontrol) for force
control. The first experiment demonstrated that in the case of
trained subjects the intensity coding might be superior to spatial
coding. In the second experiment, the control of force was rather
poor even with a stable and precise control interface (joystick),
demonstrating that inherent characteristics of the prosthesis can
be an important limiting factor when considering the overall
effectiveness of the closed-loop control. The presented test bench
is an important instrument for investigating different aspects of
human manual control with sensory feedback.
Index Terms—Closed-loop prosthetic system, electrocutaneous

stimulation, electrotactile stimulation, sensory feedback, vibrotac-
tile stimulation.

I. INTRODUCTION

U PPER extremity prostheses are devices that aim to
replace, morphologically and functionally, the hand

and a part of the arm or even the whole limb that is lost due
to an amputation. The flexible musculoskeletal structure of
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the human arm allows for dexterous reaching, grasping and
manipulation, but a smooth, effortless, and highly adaptive
execution of these movements would not be possible without a
network of sensors providing proprioceptive and exteroceptive
information to the brain. In an ideal case, an artificial replace-
ment of the hand/arm should restore both motor and sensory
functions by implementing a bidirectional communication
between the system and the user's brain. However, there are
still no commercially available devices implementing any kind
of (intentional) somatosensory feedback to the user.
A specific challenge when developing a closed-loop pros-

thetic system is that there are many potential methods and tech-
nologies, and in order to select an optimal configuration based
on objective criteria, different systems should be implemented,
tested and compared. The general components comprising the
control loop are well defined: the input interface providing com-
mand signals, the system to be controlled, and the stimulation
interface transmitting feedback information to the user. How-
ever, in reality, many different technologies are available to im-
plement each of these components and there are multiple in-
ternal parameters that need to be adjusted. For example, a my-
oelectric prosthesis can be controlled using surface [1] or intra-
muscular [2] electromyography (EMG) with a varying number
of input channels, from a conventional two-channel interface to
a high density EMG [1], [3]. Moreover, commercially available
hand prostheses have very different mechanical characteristics;
they can be simple open/close grippers (e.g., Sensor Hand Speed
from Otto Bock [4]), more flexible systems implementing two
grasp types (Michelangelo Hand from Otto Bock [4]), or dex-
terous mechanisms with individually controllable fingers (Be-
bionic Hand from RSLSteeper [5], i-Limb from Touch Bionics
[6]). The feedback information can be transmitted through dif-
ferent sensory modalities, using the method of sensory substi-
tution [7]. The tactile sense for example can be stimulated by
using miniature mechanical actuators (e.g., vibration motors,
linear pushers) or electrical currents activating cutaneous affer-
ents [8]. In both cases, the stimulation can be delivered using
different coding schemes, i.e., through single or multiple stimu-
lation units by modulating stimulation parameters and/or active
channel(s) [8]. Finally, in some investigations it may be useful
to simulate virtual dynamic systems (e.g., inverted pendulum
[9], prosthesis models [10]) instead of real prostheses in order
to evaluate and compare the feedback methods.
Many studies have investigated sensory feedback and closed-

loop control in prosthetics [11]. In most cases, a specific config-
uration of the closed-loop system was selected based on the in-
dividual preferences/heuristics of the authors and/or hardware

1534-4320 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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Fig. 1. A framework for configuring and testing closed-loop manual control systems. Generic blocks (left) with normalized inputs and outputs are connected into
a closed-loop pipeline comprising input interface, control method, system, experimental task, information coding and feedback interface. Generic placeholders
can be specialized by selecting specific implementations from the library of components. Clicking a right mouse button over a block of interest opens the list with
the component names (upper left, Component selection menu). Each component within a placeholder is represented with unique graphical icon. In addition, the
system operation can be further customized by setting component specific parameters through a dialog box (right, Component parameters). Finally, there are two
accessory blocks with global scope, i.e., general simulation parameters and data logging setup (middle blocks).

availability, and the performance was then evaluated. To this
aim, different tests have been used: lifting real objects [12],
handling specially designed test samples [13], generating target
forces or angles [14], etc. Due to different setups and tests, it is
very difficult to compare the results of the studies. Finally, there
are very few studies directly comparing different closed-loop
systems under the same conditions [15].
In this paper, we present a flexible test bench for testing the

human manual control with sensory feedback. The test bench is
modular and extensible and operates in real time. It allows fast
and easy setup of specific closed-loop system configurations
through a simple selection of the desired components from pre-
defined libraries. By utilizing the test bench we aim to achieve
an objective, standardized (i.e., same conditions and tasks),
and direct comparison of different solutions for the closed-loop
control of prosthetic devices. In the following, we describe
the system and illustrate its application by means of two pilot
experiments. The framework was used to address specific and
relevant aspects related to both feedback and feedforward
components of a closed-loop system.

II. METHODS

A. Closed-Loop Test Bench

The test bench was implemented using Matlab 2013a (Math-
Works, US), Simulink, Simulink 3D Animation (3DANI) and
Real Time Windows Target toolbox (RTWT). Using Simulink,
the system was built by connecting functional blocks, while
RTWT allowed real time execution of the Simulink model.
3DANI was used for visualization.
The test bench is depicted in Fig. 1. It comprises a set

of generic blocks (placeholders) connected into a prototype
closed-loop system. The connections between the blocks
represent the flow of multidimensional signals, where all the
signals are normalized to intervals [0, 1] or [ 1, 1], and have

well-defined semantics. This generic closed-loop system can
be customized into a number of specific configurations by
selecting a particular implementation for each of the generic
blocks. To this aim, each block corresponds to the library of
components (Fig. 2), and the currently active implementation
can be selected by choosing from the list of component names.
The components are also represented by an intuitive graphical
icon. Importantly, since the blocks share a common interface
(i.e., normalized, well-defined signals), all the components
from the libraries are interoperable and can be therefore com-
bined with virtually no constraints. Thus, any configuration of
components selected by the user comprises a valid system that
can be executed and tested. Once the components are selected,
the system can be further customized by adjusting the internal
parameters of each component (Fig. 1).
The input interface block implements the generation, ac-

quisition and preprocessing of the signals from different
information sources (e.g., muscle activity, joystick, data file).
The block outputs monopolar signals, which can be commands
generated by the user (e.g., when using a joystick or myoelectric
control) or predefined signals read from the file implementing
specific tests/scenarios. In this context, each signal represents
a normalized high-level (user) command, whose exact seman-
tics is determined by the subsequent blocks in the loop (e.g.,
controlled system). Some of the components that are currently
implemented in the library are: multichannel surface EMG,
multichannel intramuscular EMG, single axis analog joystick,
two axes USB joystick, load cell, file input, etc. As explained,
all input interfaces share a common structure: each channel
of EMG outputs one monopolar normalized signal, whereas
a joystick axis provides two, i.e., one for the movement of
the handle in each direction (e.g., left and right inclination).
The joystick button triggers the co-activation of both channels,
which is equivalent to a co-contraction in myocontrol. The
blocks also implement preprocessing (e.g., baseline correction,
dead zone, normalization, filtering etc.)
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The control method block implements the mapping from the
user-level to the system-level commands. This is an arbitrary
transformation of a set of monopolar input signals into a set of
bipolar output signals. The latter are meant to drive active de-
grees of freedom (DoFs) of the controlled system in both di-
rections. Currently, there are components in the library imple-
menting continuous and discrete proportional control of single
and multiple DoFs, as well as simple state-based methods. For
example, 2 DoF continuous sequential and proportional control
block subtracts two monopolar inputs (e.g., two EMG channels)
to obtain a bipolar command and also detects the co-activation
at the two channels to switch the bipolar signal between the two
outputs. In other blocks, signals can be discretized into a set of
predefined levels (discrete sequential and proportional control
block) or used to trigger state transitions (state machine control
block).
The system block encapsulates a low-level interface to a real

or simulated system that is controlled in the closed loop. The
block defines intrinsic system parameters and also the map-
ping between the input control signals and the available system
DoFs, defining which signal commands which system function.
The outputs from the block are monopolar signals delivering
the sensor data assessing the current state of the system, such
as, position and/or exerted (interaction) force. The components
currently available in the library are inverted pendulum model,
Michelangelo hand (4 DoF), virtual hand model (3 DoF) and
a model of an arbitrary 2 DoF system. For example, using the
prosthesis block, the user can define an initial configuration
(finger and wrist positions), command mode (absolute position
or speed control) and also connect, in an arbitrary order, the con-
trol signals coming from a selected input interface (e.g., EMG
or joystick) to the four available active DoFs (palmar grasp
open/close, lateral grasp open/close, wrist pronation/supination,
and wrist flexion/extension). As an illustration, a single axis joy-
stick can be combined with a 1 DoF continuous proportional
control block and set to control either a prosthesis open/close
or pronation/supination individually (i.e., dedicated single DoF
tests). Alternatively, the same input interface can be used with a
2 DoF continuous sequential and proportional control block to
operate proportionally both of those DoFs using co-activation
to switch between the two (sequential control).
The experimental task block compares the current versus de-

sired system state, as defined by sensor data (system block) and
the goal of the experiment, respectively. Based on this error
signal, it determines the signals that should be fed back to the
user. Currently, monopolar and bipolar compensatory and pur-
suit tracking as well as reach the target window protocols are
implemented in the library. For example, if the compensatory
tracking task is selected, the goal for the subject is to null (com-
pensate) the tracking error. Therefore, the block subtracts the
current system state from the predefined reference trajectory to
compute the momentary tracking error (e.g., a difference be-
tween the current and desired grasping force). This is the feed-
back signal to be transmitted to the user.
The information coding block translates the normalized feed-

back information signals into the normalized stimulation param-
eters (i.e., frequency and intensity) for a generic multichannel
feedback device. Different generic information coding schemes

can be defined and saved, e.g., single and multichannel spatial
coding and intensity modulations. The input feedback informa-
tion signals are then simply “connected” to the desired map-
pings to implement particular feedback configurations. For ex-
ample, a prosthesis aperture can be fed back using an array of
electrodes (spatial coding), while the grasping force could be
transmitted using a single channel intensity or frequency mod-
ulation. Currently, there is a range of predefined mappings de-
fined in the library using lookup tables. Also, a simple user in-
terface is provided to create new lookups.
Finally, the feedback interface block encapsulates a low-level

communication with a device that is used to deliver the feed-
back. The block sends device specific commands to adjust the
stimulation parameters to the normalized frequency and inten-
sity values supplied by the information coding block. Currently,
the supported devices are multichannel electrical stimulators
with concentric and matrix electrodes, vibration motors [16],
and several forms of visual feedback (e.g., virtual stimulator,
signal scope, object tracking and virtual hand). In the case of
vibration motors, the translation of normalized parameters is
straightforward: they aremapped into intensity and frequency of
the generated vibrations. When using electrical stimulation, the
user can select if the intensity should be implemented through
pulse width or amplitude modulations.

B. Experimental Evaluation

To demonstrate the working principles and potential ap-
plications, we present two pilot experiments conducted using
the developed framework. In the first experiment, several
feedback configurations were evaluated by controlling a sim-
ulated system. In the second, two feedforward interfaces were
compared while operating a real prosthesis.
1) Experiment 1: Comparing Feedback Interfaces: In this

test, the generic blocks were configured as follows: analog joy-
stick single axis 1 DoF continuous proportional control
inverted pendulum model information coding [12CH-S,
8CH-SI, 8CH-I, 2CH-I] 2 x electrotactile stimulator. Note
that several components were used for the information coding
block corresponding to the feedback interfaces that were tested
(annotation: CH—number of channels, S—spatial and I—inten-
sity coding). The task for the subject was to stabilize a simu-
lated planar inverted pendulum using an analog joystick, while
the feedback about the pendulum inclination was provided via
electrotactile stimulation. The joystick inclination was propor-
tional to the torque at the base of the pendulum. To deliver the
electrotactile feedback, 12 concentric electrodes (CoDe 501500
ø40 mm, SpesMedica, IT) were positioned along the dorsal and
volar side of the forearm, six electrodes on each side. The stimu-
lation was provided by using multichannel stimulation unit (Re-
haStim, Hasomed Gmbh, DE).
The side of the forearm (dorsal, volar) to which the stimu-

lation was delivered denoted the side toward which the pen-
dulum was inclined (left, right), and the amount of inclination
was coded using spatial and/or intensity coding. The following
configurations were tested:
• Spatial coding with 2 6 channels (12CH-S). The th
electrode was activated if the inclination angle was within
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the interval , other-
wise it was off (i.e., only one electrode active at a time).

• Combined spatial and intensity coding with 2 4 channels
(8CH-SI). The th electrode was activated if the inclina-
tion angle was within the interval

. In addition, the stimulation intensity of the cur-
rently active electrode was modulated, linearly mapping
the corresponding interval of inclinations to the entire dy-
namic range of the electrode.

• Intensity coding with 2 4 channels (8CH-I). The stimu-
lation intensity was modulated proportionally to the incli-
nation angle on all four electrodes simultaneously, linearly
mapping the full interval of inclinations [0, ] to the en-
tire dynamic range of each electrode.

• Intensity coding with 2 1 channel (2CH-I). The same as
8CH-I, but using only one electrode at each side of the
forearm.

For the spatial coding (12CH-S), the stimulation at each elec-
trode was constant and equal to , with

, where ST and PT are the sensation and pain thresholds,
respectively. For the intensity coding, the dynamic range was
determined as . The ST and PT were
estimated for each electrode using the method of limits [17].
Pulsewidth modulation was employed to regulate the stimula-
tion intensity, while the current amplitude was set at 3 mA and
frequency at 100 Hz. This setup was used since it resulted in
well perceived, discriminable sensations.
Six subjects signed a consent form and participated in the ex-

periment (30 5 years), which was approved by the local ethic
committee. The experiment included two sessions performed
on two consecutive days. During the first introductory session,
which lasted 30 to 45 min, the subjects were introduced to
the task. They stabilized the pendulum using visual feedback
(planar pendulum), simultaneous visual and electrotactile
feedback (2CH-I) and only electrotactile feedback. In the main
testing session, the subjects performed the pendulum stabi-
lization tasks using feedback interfaces in the following order:
12CH-S, 8CH-SI, 8CH-I and 2CH-I. The subjects started with
the most intuitive interface (simple spatial coding) and finished
with the most difficult one (intensity coding, two electrodes
only). Intensity coding is more demanding for the subjects,
since he/she has to discriminate a continuously changing sen-
sation, but it also implements a finer resolution of information
transmission. Our pilot tests indicated that the selected chal-
lenging control task (i.e., stabilizing an unstable system) would
be very difficult if not impossible for the subjects if they would
start with the intensity coding interface. The aim of the current
experiment was to test if the aforementioned gradual transition
between the feedback interfaces would allow the subjects to
eventually accomplish the task and even exploit the inherent
advantage of the intensity coding. Eleven 90-s long trials
were performed in each condition. When the pendulum fell
inclination angle , a short beep was generated, the
pendulum position reset (inclination zero), a short destabilizing
impulse was delivered to the pendulum, and the trial continued.
The pendulum parameters were adjusted so that it reproduced
the dynamics of the falling human body rotating around the
ankles [18].

2) Experiment 2: Comparing Feedforward Interfaces: In this
test, the generic blocks were configured as follows: input inter-
face [analog joystick single axis, surface EMG 2 channels]
1DoF continuous proportional control Michelangelo hand

Monopolar pursuit tracking Virtual scope. Note that
two components were used for the input interface block corre-
sponding to the two feedforward command interfaces that were
compared. The task was to control a prosthetic hand using visual
feedback. Specifically, the subjects had to reproduce a reference
trapezoidal profile of grasping force: increase the force from the
baseline to a predefined level at a constant rate
( s), stay for 10 s at the plateau , and
then decrease the force back to the baseline at a constant rate
( s). This task emulates the following real-life
scenario: the user of a prosthesis grasps an object, slowly in-
creases the force to a target level, holds the object, and then
slowly decreases the force to release the object. Three levels
were used for , i.e., 30%, 50% and 70% of the max-
imum force the prosthesis can generate ( 110 N). Visual force
feedback was provided to the subjects using a graphical scope
window plotting the reference and generated force profiles (vir-
tual scope block).
A joystick was used as the benchmark command interface,

since it allows precise and stable control signal generation. My-
oelectric interface was employed because it is a standard con-
trol method for commercially available prostheses. The pros-
thesis was operated in the conventional velocity mode. Namely,
the joystick inclination (left/right) or the level of muscle activity
(wrist and finger flexors/extensors) was proportional to the hand
velocity (closing/opening) and grasping force (increasing/de-
creasing). For myocontrol, two channels of bipolar EMG were
used (AnEMG12, OTBioelettronica, IT). The EMG was sam-
pled at 1 kHz and processed by calculating the root mean square
within a 150 ms sliding window with 90% overlap.
Five subjects signed a consent form and participated in the

experiment (28 6 years), which was approved by the local
ethic committee. Before placing disposable Ag/AgCl electrodes
(Ambu Neuroline 720), the skin was prepared by applying a
small amount of abrasive gel. The order of feedforward inter-
faces and target force levels was randomized between subjects.
The subjects performed ten tracking trials in each condition
(feedforward method target force level).
3) Data Analysis: For the pendulum test, the number of

falls and the average absolute deviation of the pendulum from
vertical were computed over each trial. The deviation was
expressed in percent of the maximum . Total energy
of the control signal was computed as the surface below the
rectified control signal normalized by , where
is the maximal possible control value and is the trial
duration. Average time between two successive falls of the
pendulum was determined to compare the performance of
2CH-I in introductory versus test session. In the force control
test, the performance index was the root mean square (RMS)
of the tracking error, evaluating the difference between the
reference and generated force profiles. RMS was computed
for the whole profile as well as over the subsegments of the
trajectory, i.e., positive and negative slopes corresponding to
force increase and decrease, respectively. When computing
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Fig. 2. Several examples from the library of the available components. Column name corresponds to the component type, i.e., the name of the generic block
that can be customized by a specific component. Each component is represented by a name and an icon. Some components are sources (input interface), some
sinks (feedback interface), and most have both inputs and outputs. Information coding block has the same icon (lookup table mapping) but different lookups were
predefined and saved to implement different feedback configurations as suggested by the block annotation.

Fig. 3. Example trials of pendulum stabilization using joystick with visual VIS, [a] and [b] and electrotactile feedback 8CH-I, [c] and [d]. Plots (b) and (d) show
the control input (joystick movement) and the plots (a) and (c) depict the pendulum inclination. Note that the performance was similar with both feedback types,
but the control strategy was very different. With electrotactile feedback, the subjects controlled impulsively. (a) Pendulum angle (VIS), (b) Joystick signal (VIS),
(c) Pendulum angle (8CH-I), (d) Joystick signal (8CH-I). The abbreviation 8CH-I denotes electrotactile feedback using eight electrodes and intensity coding.

the average performance for both pendulum stabilization and
force tracking task, the first five trials in each condition were
regarded as training, and they were not used in the calculation.
The data analysis and statistical comparison between different
experimental conditions was performed in Matlab 2013a
(MathWorks, US). We applied Friedman ANOVA and a post
hoc test (Tukey's honestly significant difference) for multiple
comparisons. Threshold was set to . To compare
two specific conditions, we used Wilcoxon signed-rank test.
Numerical results are reported in the text as mean standard
deviation.

III. RESULTS
1) Comparing Feedback Interfaces: Two example trials

of the pendulum stabilization recorded from the same subject
using visual (introductory session) and electrotactile (test

session) feedback are shown in Fig. 3. The subject successfully
stabilized the pendulum for 60 s with small deviations from the
vertical. The performance was similar between the feedback
types, but interestingly, the control strategy was very different.
When visual feedback was available, the subject continuously
modulated the control input (joystick inclination). With elec-
trotactile feedback, however, the control was intermittent, i.e.,
the subject generated short impulses separated by the intervals
of zero control action. Such intermittent control was used
consistently by all subjects in electrotactile conditions. The
transition from the continuous to intermittent control when
switching from visual to electrotactile feedback was observed
in four subjects. In the two remaining subjects the transition
was not as clear, since they tended to control impulsively even
with the visual feedback. The change in the nature of control
was reflected by the average normalized energy of the control
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Fig. 4. Results of the pendulum stabilization task across trials: (a) average
number of falls inclination , and (b) average deviation from vertical.
There was a trend for performance improvement in the first few trials, espe-
cially in terms of decreasing the number of falls. After the fifth trial, the per-
formance was more stable. Note that only the mean values are given to re-
duce the clutter. Each line corresponds to a different feedback interface (12CH,
8CH and 2CH—the number of channels, S and I—spatial and intensity coding).
(a) Average number of falls across trials, (b) Average deviation across trials.

signal, which decreased from 30% 11% for the visual to
20% 10% (12CH-S), 17% 11% (8CH-SI, ),
16% 9% (8CH-I, ), and 23% 11% (2CH-I) for the
electrotactile conditions.
The summary results for the pendulum stabilization task

using four electrotactile feedback interfaces are given in
Figs. 4 and 5. The subject performance showed a trend of
improvement in the first few trials (Fig. 4), with a faster drop
in the number of falls [Fig. 4(a)]. However, after the fifth trial,
the performance became more stable. Overall, the best and the
worst results were obtained using the intensity coding, i.e.,
8CH-I and 2CH-I, respectively [Fig. 5(a) and (b)]. More specif-
ically, in terms of keeping the pendulum dynamically stable,
the interfaces 12CH-S, 8CH-SI and 8CH-I resulted in a similar
performance, and they were all superior to 2CH-I [Fig. 5(b)].
Although the average deviations were similar for 12CH-S
and 2CH-I [Fig. 5(a)], the spatial interface still resulted in
significantly less falls per trial [Fig. 5(b)]. The interface 8CH-I
led to the most precise control [Fig. 5(a)], i.e., the subjects were
most successful in minimizing the pendulum oscillations when
using this feedback configuration. Also, this configuration was
characterized with significantly lower energy of the control
signal compared to 12CH-S and 2CH-I. The subject control
actions were therefore better timed and/or graded.

Fig. 5. Results of the pendulum stabilization task across conditions mean
standard error : (a) average deviation from vertical, and (b) average number of
falls. Best and the worst performance resulted when 8CH-I and 2CH-I feedback
configurations were used, respectively. Notation: 12CH, 8CH and 2CH—the
number of channels, S and I—spatial and intensity coding. Horizontal bars in-
dicate statistically significant differences. (a) Average deviation across condi-
tions, (b) Average number of falls across conditions.

In the introductory session, all the subjects experienced the
control of the pendulum using electrotactile feedback with only
two channels (2CH-I) as very challenging, and this was also re-
flected in the poor performance. They had almost no control
of the pendulum movements, and thereby it would fall within
a few seconds. However, in the test session, the performance
with the same feedback interface (2CH-I) improved substan-
tially and the improvement was immediate. The average time
between falls for 2CH-I in the introductory session was 10 5
s and it increased threefold (32 29 s) already for the first five
trials with the same interface in the testing session.
2) Comparing Feedforward Interfaces: Two force tracking

trials, one using the joystick and the other with the myocon-
trol, recorded in the same subject are depicted in Fig. 6. With
both interfaces, to increase the grasping force, the subject in-
creased the control input gradually, whereas the prosthesis re-
sponded to this command abruptly, with sudden jumps in the
grasping force. Once the desired level of force was attained,
there was no need for the further control input, since the pros-
thesis was non-backdrivable. Therefore, the subject relaxed the
muscles or released the joystick back to the center position. To
decrease the grasping force, the subject commanded the hand
to open, thereby releasing the grip on the object. This release
had to be gradual and the control input was proportional to the
hand opening velocity. Therefore, the subject cautiously gen-
erated low-level intermittent opening commands [i.e., negative
“pulses”, Fig. 6(a)]. Sometimes the hand would not respond
(control pulse too small), and sometimes it would open too fast
(control pulse too high). The latter case would result in an abrupt
and large decrease in force. For example, in Fig. 6(b), the force
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Fig. 6. Representative force tracking trials recorded in the same subject using (a) joystick and (b) myocontrol. Plots depict the reference force profile (REF),
generated grasping force (GEN) and the control input (EMG, JOY). Note that the plots have two ordinate axes, left for the force and right for the control. Positive
and negative command signal corresponds to the flexor and extensor activity with the myocontrol and left and right inclination of the joystick, respectively. Note
that the prosthesis responds with abrupt jumps in the grasping force, leading to a poor tracking performance. (a) Reference and generated force (JOY), (b) Reference
and generated force (EMG).

Fig. 7. Average root mean square error mean standard deviation for
the force tracking task across trials (50% force target). Performance was
overall relatively stable. Vertical dashed line marks the fifth trial. Notation:
JOY and EMG denote that the control interface was joystick and myocontrol,
respectively. (a) Average root mean square error per trial.

dropped almost instantly from approximately 50% all the way
down to zero, due to a poorly controlled EMG (i.e., see a sudden
and strong pulse just preceding the drop).
The performance across trials for the force tracking task

using two feedforward control interfaces is shown in Fig. 7.
The performance was relatively stable, with a tendency for
some improvement in the first few trials when using joystick.
The summary results are shown in Fig. 8. As expected, the
average tracking errors were lower when using joystick, and
the difference was statistically significant for 50% and 70%
[Fig. 8(a)]. With both EMG and joystick, the absolute tracking
errors, expressed as percent of maximal prosthesis force, in-
creased with the higher target force from 6% 2% to 9% 3%
for the joystick and from 9% 4% to 12% 4% for myocontrol
[Fig. 8(a)]. However, when normalized to the target level,
the tracking errors decreased with force from 21% 6% and
29% 12% to 12% 4% and 17% 5% for the joystick and
EMG, respectively [Fig. 8(b)]. Overall, the mean tracking er-
rors achieved with the joystick and EMG were not as different,
i.e., there was less than 4% of difference in the absolute errors
in all the conditions [Fig. 8(a)].

Fig. 8. (a) Absolute and (b) relative average root mean square error mean
standard deviation for the tracking task across conditions. Joystick control re-
sulted in better tracking compared to EMG, and the absolute tracking error in-
creased for the higher target force levels. Notation: JOY and EMG—control in-
terface, 30, 50, and 70—the target force level in percent of maximal prosthesis
force. Horizontal bars indicate statistically significant differences. To reduce
the clutter, only statistical differences between JOY-X versus JOY-Y, EMG-X
versus EMG-Y and JOY-X versus EMG-X were depicted (X and Y denote
30, 50, and 70). (a) Absolute error across conditions, (b) Relative error across
conditions.

Fig. 9 depicts the absolute tracking errors separately for the
force increase [Fig. 9(a)] and decrease [Fig. 9(b)], i.e., posi-
tive and negative slope in the reference trajectory (Fig. 6). The
error values for both tracking directions exhibit similar trends
across increasing target forces. However, for the negative slope,
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Fig. 9. Absolute average root mean square errors mean standard deviation
during the tracking of the (a) positive slopes (force increase) and (b) negative
slopes (force decrease) of the reference force profile. Note that there were no sig-
nificant differences between the joystick and EMG during the force decrease.
Notation: JOY and EMG—control interface, 30, 50, and 70—the target force
level in percent of maximal prosthesis force. Horizontal bars indicate statis-
tically significant differences between the conditions for the same slope (i.e.,
JOY-X versus EMG-X) and asterisks are for the significant differences between
the same conditions for different slopes (i.e., JOY-X for increase versus JOY-X
for decrease, and EMG-X for increase versus EMG-X for decrease). (a) Abso-
lute error (force increase), (b) Absolute error (force decrease).

there is no difference in performance between the joystick and
EMG (compare Figs. 9(b) to (a) and Fig. 8). The performance
with myocontrol was similar for the force increase and decrease,
whereas with the joystick the tracking got significantly worse
for the negative slope.

IV. DISCUSSION

1) Closed-Loop Test Bench: We have presented a test bench
for the evaluation of closed-loop prosthetic systems in standard-
ized settings. The framework includes a number of ready-to-use
components supporting many possible testing scenarios which
are configured effortlessly through a few mouse clicks. The test
bench was demonstrated by conducting pilot tests evaluating
two important aspects of a closed-loop prosthetic system: 1) the
configuration of the feedback and 2) the influence of the feed-
forward interface combined with the inherent characteristics of
the prosthesis.
Note that to switch from the control of a pendulum to the con-

trol of a real prosthesis, as described in the tests, the user needs
to change only one block of the closed-loop framework, i.e., the
controlled system. With this simple change, a joystick driven
pendulumwith electrotactile feedback on inclination turns into a

joystick operated prosthesis in which the same electrotactile in-
terface provides information on the prosthesis aperture or force.
Due to the virtue of well-defined interfaces between the blocks,
the framework integrates different methods and technologies,
allowing numerous possibilities to customize the system in a
simple way. Myocontrolled prosthesis can be replaced by an
EMG-driven pendulum, electrotactile feedback can be substi-
tuted by a vibration feedback, and a sequential control using
two-channel EMG or a single axis joystick with co-activation
(co-contractions) can be replaced by a fully proportional and
simultaneous control of two DoFs using a multi axes USB joy-
stick. The framework therefore saves considerable time and ef-
fort compared to a conventional approach, which would imply
the full development of the components and/or their reintegra-
tion into different control configurations. Also, when an addi-
tional component is developed (e.g., a novel input interface), the
framework provides all the other elements necessary to close the
loop. Therefore, the new component can be deployed and tested.
2) Comparing Feedback Interfaces: The comparison of

feedback interfaces demonstrated that the intensity coding
could be superior to spatial and combined spatial-intensity
coding. Spatial coding is intuitive, since the subjects can easily
perceive and discriminate the feedback information, but the
spatial code is inherently discrete and therefore provides a low
resolution. On the other side, the intensity coding provides a
virtually continuous representation of the system state. When
the subject is trained and therefore familiar enough with the
system dynamics, he/she can exploit the higher resolution of
the intensity modulation to improve the control. However, the
intensity modulated information is harder to perceive correctly,
and therefore in order to be effective, it has to be properly am-
plified. When only one stimulation channel (2CH-I) was used
instead of four (8CH-I), the performance had changed from
overall best to overall worst, although in both cases the same
coding was used to deliver the same information. i.e., the only
difference being the total area of the skin that was stimulated.
Finally, in the case of the combined coding, the spatial infor-
mation was again easy to interpret, but the intensity was still
modulated using only one electrode. It was therefore difficult
for the subject to exploit the latter and improve the control
(8CH-SI versus 8CH-I). In the current experiment, we opted for
the spatial and intensity coding. Frequency modulation could
have been also used to communicate the information with high
resolution [19]. Both intensity and frequency coding rely on the
physiological mechanisms for information representation, i.e.,
nerve fiber recruitment and rate of firing, respectively, and both
were previously used for trans- [20] as well as sub-cutaneous
[21], [22] implementation of artificial sensory feedback. It
would be relevant to compare which of these two methods
leads to a better performance during closed-loop control tasks,
especially since there are psychometric studies implying that
human subjects might be more sensitive to changes in the
pulse rate [23]. The choice of the modulation method depends
on many confounding factors (e.g., stimulator capabilities,
subject preferences) and objective pros and cons are yet to be
determined.
The current experiments provide optimistic implications

for the potentials of electrotactile feedback in system control.
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Namely, they demonstrate that the subjects could successfully
accomplish a demanding control task, i.e., managing an un-
stable system, although they used a nonconventional source
of feedback, i.e., a cutaneous sensation communicating the
spatial variable (pendulum angle). However, the tests also
revealed that the control strategy could change substantially
when switching from visual to electrotactile feedback. The
latter introduces considerable delays [24], due to uncertainties
in cognitive perception and processing of the elicited stimuli.
In order to cope with these limitations, the subjects assumed
an intermittent style of control. They delivered a short control
action (a pulse) and then waited to assess the outcome. This
method is known in the system control theory as an approach
to deal with feedback delays [25], and it is also hypothesized
that intermittent processes operate in the human motor control
[26]. While the intermittency seems to be a matter of choice in
visual tasks [18], it might be the only feasible approach with
electrotactile feedback (at least if not extensively trained).
All these observations have also practical implications. First,

they demonstrate a potential training paradigm for electrotac-
tile system control. In the introductory session, the subjects
were unable to achieve any meaningful control using the most
challenging electrotactile feedback configuration (2CH-I).
They also reported general confusion and characterized the
task as too difficult. However, after being introduced to the
feedback interfaces gradually, starting with the most intuitive
one (12CH-S), the subjects could handle the most difficult
configuration (2CH-I) substantially better when using it for the
second time, i.e., at the end of the test session. Next, designing
the closed-loop prosthetic systems can directly benefit from
understanding and integrating the motor control strategies
of the prosthesis users, especially since they might be very
different from the conventional control with visual feedback (as
revealed by the current experiment). Finally, the experiments
demonstrated that in a trained user, the properly amplified
intensity coding allows higher precision. Therefore, a feedback
interface for a prosthesis can be envisioned combing the coding
methods: the same multichannel electrode array could be used
with the spatial coding (intuitive, low effort) and then switched
by the user into the more demanding but also potentially more
precise intensity coding when necessary (e.g., handling a
sensitive object).
3) Comparing Feedforward Interfaces: The second test tar-

geted an issue that is currently largely overlooked in the con-
text of closed-loop prosthesis control. Namely, the overall utility
and efficacy of the closed-loop control depends strongly on both
constituent components: the feedback and the feedforward. The
latter is influenced by the selected control method but also by
the inherent characteristics of the system that is to be controlled
(mechanical design and local control loops). A prosthesis can
exhibit a range of effects, from inertia in responding to non-
linear static and dynamic friction [27]. As demonstrated by the
experiment, the prosthesis dynamics can be an important factor,
placing the upper limit on the quality of the closed-loop control.
The use of a stable and precise control interface (joystick) in-
deed improved the performance of the force tracking task com-
pared to a more noisy method (myocontrol), but this improve-
ment was more or less marginal. Rough nature of the system

operation essentially equalized the two control methods, pre-
venting the user in exploiting the better interface to improve the
quality of the control. During force steering, the prosthesis re-
sponded proportionally to the control input, as conventionally
assumed, but the actual behavior was complex and nonlinear.
Overall, the fine control was not feasible. Regardless of the con-
trol interface, the subjects could obtain only five to six discrete
force levels when increasing the force between 0 and 70% of the
maximum. Similarly rough control characterized the force de-
crease. In addition, very different mechanisms were operating
during the force increase versus decrease and this reflected on
the control. The prosthesis was more sensitive during the de-
crease, and large, abrupt drops in force were almost unavoidable
in each trial. As a result, a more consistent interface (joystick)
did not translate into a better performance. Importantly, the re-
sults of the current experiment were recorded from a specific
prosthesis, but the conclusions are general, since many myo-
electric prosthesis share similar construction. Obviously, pro-
viding a sophisticated high-resolution sensory feedback in this
context might be superfluous, or even distracting to the user.
It seems that an improvement of the feedforward pathway [27]
might be essential in order to fully exploit the potential benefits
of the feedback.
4) Future Steps: The main purpose of this communication

was twofold: 1) to introduce the test bench as an efficient re-
search and development framework, and 2) to demonstrate its
application by conducting two experiments addressing impor-
tant aspects related to feedback and feedforward pathways of a
closed-loop system. Both experiments revealed several basic as
well as practical insights relevant for the closed loop prosthesis
control and worth exploring further. In parallel, the test bench
will be developed by adding more components, such as multiple
degree of freedom pattern recognition or simultaneous and pro-
portional control [28]. The goal is to have a flexible platform
supporting a broad range of psychophysical and closed-loop
control studies (e.g., intensity versus frequency modulation, as
mentioned before). Currently, the test bench can be obtained by
contacting the authors, and will soon be freely available online.
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EMG Biofeedback for online predictive control
of grasping force in a myoelectric prosthesis
Strahinja Dosen1, Marko Markovic2, Kelef Somer1, Bernhard Graimann2 and Dario Farina1*

Abstract

Background: Active hand prostheses controlled using electromyography (EMG) signals have been used for decades to
restore the grasping function, lost after an amputation. Although myocontrol is a simple and intuitive interface, it is
also imprecise due to the stochastic nature of the EMG recorded using surface electrodes. Furthermore, the sensory
feedback from the prosthesis to the user is still missing. In this study, we present a novel concept to close the loop in
myoelectric prostheses. In addition to conveying the grasping force (system output), we provided to the user the
online information about the system input (EMG biofeedback).

Methods: As a proof-of-concept, the EMG biofeedback was transmitted in the current study using a visual interface
(ideal condition). Ten able-bodied subjects and two amputees controlled a state-of-the-art myoelectric prosthesis in
routine grasping and force steering tasks using EMG and force feedback (novel approach) and force feedback only
(classic approach). The outcome measures were the variability of the generated forces and absolute deviation from the
target levels in the routine grasping task, and the root mean square tracking error and the number of sudden drops
in the force steering task.

Results: During the routine grasping, the novel method when used by able-bodied subjects decreased twofold the
force dispersion as well as absolute deviations from the target force levels, and also resulted in a more accurate and stable
tracking of the reference force profiles during the force steering. Furthermore, the force variability during routine grasping
did not increase for the higher target forces with EMG biofeedback. The trend was similar in the two amputees.

Conclusions: The study demonstrated that the subjects, including the two experienced users of a myoelectric prosthesis,
were able to exploit the online EMG biofeedback to observe and modulate the myoelectric signals, generating thereby
more consistent commands. This allowed them to control the force predictively (routine grasping) and with a finer
resolution (force steering). The future step will be to implement this promising and simple approach using an electrotactile
interface. A prosthesis with a reliable response, following faithfully user intentions, would improve the utility during daily-life
use and also facilitate the embodiment of the assistive system.

Keywords: Closed-loop prosthesis control, Myoelectric prosthesis, EMG biofeedback, Sensory feedback, Routine grasping,
Force steering, Grasping consistency

Background
Human hand is a dexterous end-effector and a sophisticated
instrument for sensory exploration [1]. After an amputation,
these important motor and sensory functions are abruptly
lost. Myoelectric hand prostheses can be used to restore
grasping. The control signal (input voltage) driving the pros-
thesis motor is obtained by applying simple processing
(smoothing) to the electromyography (EMG) signals

recorded from the user muscles. The commercial state-of-
the-art myoelectric interface uses two channels of EMG: the
activity of hand and wrist flexor muscles is proportional to
the prosthesis closing speed and grasping force, while the
extensor activity controls proportionally the speed of open-
ing [2, 3]. Therefore, the commercial myoelectric prostheses
provide the grasping function by restoring the feedforward
pathway between the user’s brain and the artificial hand, but
there is no sensory feedback from the prosthesis to the user.
There is only one commercially available system [4], pre-
sented recently, implementing a simple feedback about the
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hand grasping force. In principle, sensor data can be trans-
mitted from the prosthesis to the user invasively, through a
direct stimulation of the nerves [5], and non-invasively, by
electrically [6] and/or mechanically [7] stimulating the skin.
Closing the loop in myoelectric prostheses was acknowl-
edged as an important future goal by the prospective users
as well as researchers in the field [8]. Sensory feedback
might improve the utility of the assistive devices as well as
facilitate the embodiment [9].
Two-channel myoelectric interface is a simple and intui-

tive control method since the user operates the prosthesis
by activating the same muscles (finger flexors/extensors)
that were responsible for those functions (hand open/close)
before the amputation. However, the EMG signals acquired
using surface electrodes are noisy and variable, due to inher-
ent limitations of the recording setup (e.g., detection sepa-
rated from the signal source), and the control is thereby
rather imprecise [10]. For this reason, as demonstrated in
[11], the prosthesis may respond inconsistently to the user
intentions. Repeatedly closing the prosthesis to generate the
same grasping force was characterized with a large
variability, which also increased with higher target forces.
The subjects could not repeat muscle contractions in a reli-
able manner using the natural proprioceptive feedback from
own muscles to provide consistent control signals. Imprecise
control can produce user frustration, often leading to the
abandonment of the prosthesis [12]. Furthermore, it can be
a limiting factor for the effectiveness of the sensory feedback
[11]. Indeed, it can be rather useless for the user to sense
the state of the system (e.g., aperture or grasping force), if
he/she cannot produce a sequence of commands driving the
prosthesis reliably towards the desired state (e.g., target aper-
ture or grasping force). Improving the consistency of the

command is thereby an extremely relevant goal. A reliable
control loop would allow the benefits of the sensory feed-
back to be fully expressed. A well-controllable prosthesis
following faithfully the user intentions would also better
emulate the operation of its biological counterpart, poten-
tially facilitating embodiment.
In the current study, we propose a novel concept for

closing the loop in myoelectric prostheses, designed specif-
ically to improve the consistency of the prosthesis response
by allowing the user to reduce the variability of the control
signals he/she generates by muscle activation. The new
approach was tested experimentally and the tests demon-
strated that it significantly improved the performance both
in routine grasping and force steering tasks.

Methods
Proposed method
General concept
In the classic approach to closing the loop in myoelec-
tric prostheses, the system output (e.g., grasping force) is
delivered to the user. The novel concept proposed and
investigated in this study (Fig. 1) is to provide feedback
on the control input that the user generates (prosthesis
command) in addition to the consequence of such input
(grasping force). Specifically, the generated and processed
myoelectric signals are transmitted to the prosthesis as
commands and simultaneously to the user as online
feedback information. In the conventional approach to
prosthesis control, the myoelectric signals are latent
variables, whereas in the novel scheme (Fig. 1) these
signals become explicit (observable) through the
application of the EMG biofeedback. The user can
therefore modulate the control input by using a local closed

Fig. 1 Conceptual scheme for the application of EMG biofeedback to improve force control in myoelectric prostheses. The user receives online
information about the level of the myoelectric signals he/she generates. Since the grasping force is approximately proportional to the input
myoelectric signals at the moment of contact, the user can control the grasping force predictively, i.e., by adjusting his/her myoelectric signals
during the prosthesis closing. EMG biofeedback can also facilitate the modulation of the grasping force once the hand is closed (see text)
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loop (bold line in Fig. 1), allowing him/her to produce con-
sistent and reproducible commands, actively compensating
for the inherent variability of the surface myoelectric inter-
face. The proposed method was tested in two representa-
tive prosthesis control tasks, namely, routine grasping and
force steering.

Routine grasping task
Routine grasping refers to a smooth and straightforward
closing of the prosthesis so that the desired grasping force
is reached immediately after contacting the object, avoiding
thereby a careful (and tedious) adjustment of the prosthesis
force [11]. This resembles the way in which able-bodied
persons grasp objects in daily life. When using a prosthesis,
the routine grasping is accomplished by generating and
holding a certain level of muscle contraction (as a percent
of the maximum voluntary contraction, MVC); since the
closing speed and grasping force are proportional to the
command input, the prosthesis closes at a certain speed (as
a percent of the maximum speed), which becomes “con-
verted” into a corresponding force (percent of the max-
imum force) once the motor stalls (contact with the
object). In a conventional closed-loop system, the user reg-
ulates his/her myoelectric output indirectly, by modulating
the intensity of contraction relying solely on the proprio-
ceptive feedback from own muscles. The user is therefore
unaware of the exact control signal that is being delivered
to the prosthesis. Only after contact, the user receives the
force feedback, which also reveals the actual command that
was applied to the prosthesis during closing; however, this
information comes too late since the grasp is already
formed (e.g., object broken due to an excessive force).
When the EMG biofeedback is provided, as proposed in
the novel scheme (Fig. 1), the task becomes explicit. The
user is able to modulate the muscle activity reaching the
desired signal level (as a percent of MVC) and then main-
tain that level by relying on the EMG biofeedback closed
loop. The hand starts closing, and the user, by monitoring
and controlling his/her myoelectric activity, predictively
controls the level of force that will be generated once the
object is contacted (grasped).

Force steering task
In this task, the aim is to modulate the grasping force
while the hand is closed around an object (e.g., grasping
an object and then strengthening the grip) [13]. There
are two mechanisms characteristic for myoelectric pros-
theses making the modulation of force challenging.
First, the prosthesis is non-backdrivable, allowing the

user to relax the muscles while the prosthesis continues
holding the attained level of force. This frees the user from
having to maintain a prolonged muscle contraction. When
the force needs to be increased, however, the user must
activate the flexor muscle and increase the contraction

from the resting state until the control signal is higher
than the level corresponding to the current grasping force.
Since in the classic control scheme, the user does not
know the exact value of the control signal that is being
generated, he/she cannot be sure when the prosthesis will
start reacting. Therefore, the eventual increase in force
often comes as a surprise, leading to a poor control of the
force increments. By providing the EMG biofeedback, the
moment the prosthesis will respond becomes explicit,
since the user can monitor online (and precisely modu-
late) how the control input approaches the current level
of force.
Second, a completely different mechanism is active

when decreasing the force. In this case, the user releases
the grip by commanding the prosthesis to open, where
the velocity of opening is proportional to the myoelectric
signal recorded from the extensor muscle. In order to
decrease the force gradually, the hand must be opened
very slowly, by activating the extensor just above the
threshold level. Again, in the classic approach, this is dif-
ficult to accomplish since the current level of the gener-
ated myoelectric signal is unknown to the user. Often,
the prosthesis force suddenly drops to zero as a result of
a higher extensor activation, which opens the hand and
breaks the contact with the object. Again, with the EMG
biofeedback, the user can fine-tune the low-level control
signal and thereby decrease the force gradually and in a
controllable manner.
In both of these tasks (force steering and routine grasp-

ing), the EMG biofeedback can be regarded as assisting
and enhancing already existing natural proprioceptive
feedback from the muscles, which alone is not a reliable
indication of the level of muscle contraction and pros-
thesis response [11]. In that sense, the EMG biofeedback
can be applied as a training instrument facilitating the
subject to better utilize (interpret) the natural muscle pro-
prioceptive feedback for prosthesis control. This is de-
noted in Fig. 1 by the “S”-shaped arrow connecting the
two feedback channels. However, this potential application
of the EMG biofeedback was outside the scope of the
current study.

Experimental setup and protocol
The setup comprised: 1) Michelangelo Hand prosthesis
(Otto Bock Healthcare Products GmbH, Vienna, AT), 2)
EMG amplifier (INTEMG, OTBioelettronica, IT), and 3)
a standard desktop computer with a 22” screen. Figure 2
depicts the components and the control loop as it was
implemented in the real-time framework for the assess-
ment of the manual closed-loop control systems [14].
The Michelangelo Hand [15] is a two degree-of-freedom

prosthesis with mechanically-coupled fingers flexing and
extending around the metacarpophalangeal joints plus the
thumb which can also move into opposition. Therefore, the
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hand can implement lateral (between the thumb and index)
and pinch (between fingertips) grasps, where only the latter
was used in the current study. The hand integrates a Blue-
tooth interface through which a normalized command sig-
nal can be sent to the prosthesis. The hand response
profiles mapping the constant command input to the clos-
ing speed and grasping force, respectively, were recorded
and then linearized to obtain an ideal correspondence (i.e.,
X% of MVC ⇨ X% of maximum speed ⇨ X% of maximum
force). Two channels of bipolar EMG were recorded from
the hand and wrist flexor and extensor muscles, propor-
tionally controlling the hand closing/opening and grasping
force. Standard pre-gelled Ag/AgCl electrodes were used
(Neuroline 720, Ambu, US). A stiff cylindrical object was
positioned and secured between the prosthesis fingers so
that the hand grasped it when closed. During the experi-
ment, the prosthesis and the object were placed in another
room, while the subjects were looking into the computer
screen showing a geometrical model of a simple gripper
grasping a stiff cylinder (Fig. 3). Therefore, the subjects con-
trolled the real prosthesis (Michelangelo Hand) through the
myoelectric interface. The prosthesis sensor data (position
and force) were sampled internally by the embedded
controller (100 Hz) and then sent to the host PC to update
the visual feedback displayed on the computer screen.
The gripper replicated the movement (aperture) of the
prosthesis and the grasping force was displayed using a
horizontal bar, as described below. The setup provided a
standardized feedback across subjects and conditions. By
detaching the subjects from the prosthesis, some sources of
feedback were eliminated (e.g., motor/mechanism sound,

haptic feedback through the socket, deformation of the sili-
cone skin when grasping an object). However, as in a real-
life application, the subjects could still monitor the pros-
thesis movements, and the setup was configured specifically
to facilitate this observation (e.g., clear, lateral view of the
prosthesis). This was done considering that the prosthesis
closing velocity is an important information, since it can be
used to control the grasping force predictively, as demon-
strated in [11].
The EMG was sampled at 1 kHz and its root mean

square was computed over time intervals of 250 ms and
with 90 % of overlap. The control loop running at the
PC (Fig. 1) operated at 200 Hz. The acquired data from
the EMG amplifier were sent to the PC via USB, filtered
using a first-order low-pass Butterworth filter with a cut-
off at 1 Hz, and finally thresholded and normalized to
the interval [0, 1], where 0 and 1 corresponded to the
sub-threshold activity and 70 % of MVC, respectively.
This was done in order to map the prosthesis force
range to the user sense of effort (high force, high effort)
but still avoid fatigue during repeated contractions. The
exact level used in the present experiment was adopted
based on pilot tests, since to our knowledge there are no
studies investigating the optimal mapping between the
prosthesis force and user myoelectric range. In practice,
amputees adjust this mapping according to personal
preferences by, for example, turning a potentiometer on
the electrode (Otto Bock systems). The resulting com-
mand signal was sent to the hand prosthesis and to the
block implementing the virtual scene on the computer
screen. The scene (Fig. 3) included a geometrical model

Fig. 2 The components comprising the experimental setup. A myoelectric interface was used to proportionally control the Michelangelo hand
prosthesis using hand and wrist flexor and extensor muscles. The subject was visually- and sound-isolated from the real prosthesis and instead
monitored the virtual gripper shown on the computer screen. The gripper received online sensor data from the prosthesis (aperture and force)
and thereby replicated the behavior of the real system. The virtual scene also included the visual feedback about the generated force, target force
and myoelectric activity from the flexor and extensor muscles
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of a simple gripper and horizontal bars just above the
gripper, providing the current value of the flexor and ex-
tensor myoelectric signals (EMG biofeedback) as well as
the generated and target grasping force (classic force
feedback). Note that during the prosthesis closing
(Fig. 3[a]), while the grasping force was zero, the subject
activated his/her flexor muscle so that the generated
myoelectric signal (red bar) was close to the target force
level (green line). As a result, after contact (Fig. 3[b]),
the generated grasping force (semi-transparent blue bar)
reached close to the desired level. Once the grasp was
formed, the prosthesis reacted by increasing the force
only when the myoelectric activity was higher than the
current force level (i.e., red bar overtaking the semi-
transparent blue bar); otherwise, the prosthesis held the
current force due to the non-backdrivable operation.
Similarly, the prosthesis started decreasing force only
after the extensor signal crossed the dead-zone threshold
(i.e., blue bar crossing into the respective black line). As
explained before, the aim of the current study was to
present and for the first time test the validity and benefit
of the novel approach. Therefore, an ideal visual feed-
back was used to transmit the information to the user.
However, the information transmission can be easily
translated into another modality, e.g., electro- or vibro-
tactile, as discussed later.
Ten able-bodied subjects (23 ± 3 years) and two ampu-

tees (55 and 43 years) participated in the study, and signed
the informed consent forms for the experiment approved
by the Ethical Committee of the University Medical
Center Göttingen. First amputee, hereafter denoted as am-
putee 1, was an experienced and active user (50 h/week)
of a myoelectric prosthesis (Sensor Hand, Otto Bock),
with the left hand amputated 30 years ago at the transra-
dial level. Second amputee (amputee 2) was congenital

(wrist level, right hand), and also experienced but occa-
sional user (10 h/week) of the same type of myoelectric
prosthesis. The subjects were comfortably seated in a
chair in front of a table, looking into a computer screen
positioned approximately 50 cm away. The positions for
the placement of the EMG electrodes were determined by
palpating and visually observing muscle contractions in
the dominant forearm of able-bodied subjects and
residual limb of amputees, and the skin was prepared with
a small amount of abrasive gel (everi, Spes Medica, IT).
The forearm and hand of able-bodied subjects were placed
within an orthopedic splint so that the subjects controlled
the prosthesis by generating nearly isometric muscle
contractions. The arm was held in a self-selected comfort-
able position (e.g., vertically next to the trunk or on the
table). The principle of prosthesis operation was explained
to the subjects and they were allowed to practice both
tasks for a short time (10–15 min).
The task for the subjects during the routine grasping

test was to close the prosthetic hand from the fully open
position, grasp the object and reach the desired level of
force as indicated by the target force bar. The subject then
relaxed the muscles to mark the end of the trial, and this
triggered an automatic opening of the hand. The max-
imum force attained during the trial was adopted as the
trial outcome. The subjects were instructed to activate the
muscles and close the hand so that the target grasping
force was reached directly after contact (no force steering).
During training, if the experimenter noticed that the sub-
jects corrected the force after contact, he discouraged
them from doing so in the next trials. In addition, the con-
trol algorithm ignored any extensor input from the user
(no force decrease). The subjects grasped repeatedly in
two blocks of 50 trials with the target forces equal to 30,
50 and 70 % of the maximum, with simultaneous EMG

Fig. 3 Visual scene shown to the subjects during the experiments including a snapshot of the screen (a) before contact and (b) after contact. The real
prosthesis (Michelangelo hand) hidden from the subjects’ view grasped a stiff cylindrical object, and this was presented to the subject in the form of a
virtual gripper grasping a virtual target object. Horizontal bars, red for the flexor and blue for the extensor, showed a continuous feedback about the
current level of muscle activity (prosthesis control signals). As long as the myoelectric bars did not reach the respective black lines, the myoelectric activity
was subthreshold (i.e., a dead zone area resulting in zero control input to the prosthesis). Semi-transparent blue bar indicated the hand grasping force and
the green vertical line was the target force level. During the routine grasping, the target force was stationary, while in the force steering task, it was moving
according to the time profile of a reference force trajectory
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and force feedback (EMG/FORCE, novel approach) and
with force feedback only (FORCE, classic closed-loop
scheme). In the latter condition, the bars indicating the
current level of muscle activity (Fig. 3, red for flexor, blue
for extensor) were not shown. At the beginning of the
trial, the target force (vertical green line) was displayed,
and after contact, the momentary grasping force (semi-
transparent blue bar) was indicated to the subject. In total,
there were 300 trials in both feedback conditions. The first
ten trials in each block were regarded as a warming up
and were not used for data analysis. Due to a routine
grasping paradigm, the trials were fast and lasted few sec-
onds; to reach the target force, the prosthesis had to be
closed at a certain velocity and this determined the trial
duration. For example, for 70 % target force, the time from
the start of the prosthesis closing to reaching a stable
grasping force was less than 2 s.
In the force steering test, the task was to control the

force of an already closed prosthesis so that it tracked a
110-s long pseudorandom reference trajectory comprising
a sequence of gradual, increasing and decreasing slopes.
This time the subjects had to control manually both force
increase and decrease using flexor and extensor muscles,
respectively (no auto-open). The reference force level was
indicated by the target force bar (Fig. 3, green line) moving
according to the time profile of the reference trajectory,
and the task for the subject was to produce the muscle ac-
tivity generating the grasping force that would track the
moving reference as close as possible (Fig. 3, semi-
transparent blue bar following the green target line). The
subjects performed four tracking trials using simultaneous
EMG and force feedback (EMG/FORCE, novel approach)
and force feedback only (FORCE, classic approach). The
first trial was regarded as a warming up and was not used
for the data analysis. In both routine grasping and force
tracking, the order of the feedback conditions was ran-
domized between the subjects.

Data analysis
The variability of the generated forces was expressed as
interquartile range (IQR) and used to evaluate the
consistency in the control of force (i.e., precision). The
accuracy was assessed by computing the absolute error
defined as the absolute value of the difference between
the generated and desired grasping force. Bartlett
multiple-sample test for equal variances was applied to
determine statistically significant difference in disper-
sions within the conditions overall, followed by Ansari-
Bradley two-sample test with Bonferroni correction for
pairwise comparisons of the force variability between
the conditions. The quality of force tracking was
assessed by calculating the root mean square tracking
error (RMSE) between the generated and reference force
profiles. All the results were reported as normalized

forces, either in fractions or percent, i.e., 1 or 100 % corre-
sponded to the maximum force of the prosthesis
(~100 N). The stability of force control during force steer-
ing was assessed by determining the number of sudden
drops in force. A drop was detected if the force fell below
10 % over those segments of the reference trajectory
where the reference force was 20 % and higher. The statis-
tically significant difference in absolute errors during the
routine grasping and in RMSE during the force tracking
between the two feedback conditions were evaluated using
Wilcoxon signed rank test, as the data did not pass the
normality test (one sample Kolmogorov-Smirnov). The
threshold for the statistical significance was adopted at
p < 0.05.

Results
Routine grasping
Figure 4 shows a representative result from an able-
bodied subject performing the routine grasping task in
two feedback conditions (EMG/FORCE and FORCE) and
with three levels of target force (30 %, 50 % and 70 %).
When the EMG biofeedback was provided (Fig. 4[a]), the
generated forces were stable and consistent across trials,
i.e., the points closely concentrated around the corre-
sponding reference force levels. The lines connecting the
points were parallel and well separated. With the force
feedback only (Fig. 4[b]), the generated forces were more
variable across trials. The connecting lines deviated from
the reference, sometimes closely approaching the (wrong)
neighboring force level. In addition, the subjects spent few
initial trials (<10) tuning the prosthesis control in order to
reach the desired force. The initial contractions for 50 and
70 % target were too low and the subject gradually in-
creased the strength, through several trials, before finally
arriving into the vicinity of the desired force. When the
EMG biofeedback was provided, there was no need for
this iterative adjustment, i.e., the subjects used the feed-
back to adjust the muscle contraction, generating the
myoelectric signal that was close to the reference, and
thereby producing the desired level of force already in the
first trial (zero warmup).
Summary results for the able-bodied subjects and all con-

ditions are presented in Fig. 5(a). Providing the EMG
biofeedback significantly improved the consistency in
generating the grasping forces at all three force levels.
Without the EMG biofeedback, the IQR was 10 %, 14 %
and 16 % for the target force of 30 %, 50 % and 70 %,
respectively, and it was approximately twofold lower when
the EMG biofeedback was transmitted (i.e., 6 %, 6 % and
7 %, respectively). With the force feedback only, the force
variability increased significantly for the higher target forces
(FORCE (30 %) vs. FORCE (50 %) and FORCE (70 %) in
Fig. 5[a]), which is a known trend [11]. When the EMG
biofeedback was present, however, the dispersion was
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similar across all target force levels (no statistically signifi-
cant differences). The occasional outliers in the generated
forces, characteristic for the routine grasping using
myocontrol [11], were less far from the median force when
the EMG biofeedback was provided. Finally, the absolute
errors (mean ± standard deviation) from the desired forces
were twice smaller with the EMG biofeedback (5 ± 4 % vs.
10 ± 8 %), and this difference was statistically significant
(p < 0.001).
The results for the two amputee subjects are shown in

Fig. 5(b), demonstrating the similar trend as in able-
bodied subjects. The provision of the EMG biofeedback
reduced the IQR of the generated forces from 13 %, 9 %
and 16 % for FORCE to 9 %, 8 %, and 10 % for EMG/
FORCE for the target forces of 30 %, 50 %, and 70 %,
respectively. The relative improvement was however less
than in able-bodied subjects. Likewise, the amputee sub-
jects were more accurate in generating the target forces
with EMG biofeedback, which reduced the absolute errors
(mean ± standard deviation) from 11 ± 10 % for FORCE to
6 ± 6 % for EMG/FORCE.

Force steering
The representative trials of force tracking recorded from
an able-bodied subject in two feedback conditions are
depicted in Fig. 6. In both cases, the generated force in-
creased/decreased in sharp, discrete steps. This discon-
tinuous modulation of force is an inherent characteristic
of the prosthesis operation, related to e.g. intrinsic friction

effects. However, with the EMG biofeedback, the steps
were smaller in magnitude, and the generated force trajec-
tory resembled the reference profile, although the reso-
lution of the generated profile was coarser. With the force
feedback only, the control of the force increment/decre-
ment magnitudes was rather poor, and the generated tra-
jectory oscillated around the reference with large under
and overshoots. The overall profile of the reference was
poorly represented in the generated trajectory. Several
times, especially during the decreasing segments, the force
dropped suddenly to zero. Summary results for the quality
of tracking over all able-bodied subjects are given in
Fig. 7(a) and (b). Providing the EMG biofeedback reduced
the tracking errors. The decrease was modest but statisti-
cally significant (15.5 ± 2 % for FORCE vs. 13.5 ± 2 % for
EMG/FORCE, p < 0.001). Similarly, the presence of EMG
biofeedback improved the stability of tracking, since the
number of force drops decreased from 10 ± 4 for FORCE
to 7 ± 3 for EMG/FORCE (p < 0.001).
The results for the quality of tracking in amputee sub-

jects are presented in Fig. 7(c) and (d). The outcome mea-
sures were better when EMG biofeedback was provided.
The tracking errors decreased from 16.8 % and 18.8 % in
FORCE to 13 % and 17.8 % in EMG/FORCE for the
amputee 1 and 2, respectively. The number of drops in
amputee subjects was higher compared to able-bodied,
and it also decreased when using EMG biofeedback, from
18 and 24 in FORCE to 14 and 11 in EMG/FORCE for
amputee 1 and 2, respectively.

Fig. 4 A representative result from an able-bodied subject performing routine grasping with (a) EMG and force feedback, and (b) force feedback only.
The blue dots are the generated forces (GEN) and the red dashed lines are the target force levels (REF). The vertical black lines denote the 10th trial
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Discussion
A novel concept for closing the loop in myoelectric
prostheses was demonstrated. In addition to feeding
back the system output (generated grasping force),
which is the classic method [9], in the novel approach
the system input (myoelectric control signal) was also
transmitted back to the user. The tests demonstrated
that the provision of the EMG biofeedback improved the
performance in both routine grasping and force tracking

tasks. In the routine grasping, the online information
about the prosthesis input allowed the subjects to adjust
the motor command during the closing of the prosthesis
so that the desired level of grasping force was achieved
when the object was contacted. The subjects employed
this simple predictive control scheme to anticipate the
resulting grasping force. The EMG biofeedback also
assisted the modulation of force while the prosthesis was
closed (force tracking). During this task, the biofeedback

Fig. 5 Summary results for the (a) able-bodied subjects and (b) amputees, performing the routine grasping task in two feedback conditions and at three
target force levels. Boxplots depict the median (red line), interquartile range (blue box), maximal/minimal values (whiskers) and outliers (red crosses). Dashed
gray lines are the target force levels. Horizontal continuous lines denote statistically significant differences in the force dispersions between the conditions
(***, p< 0.001)
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allowed the subjects to monitor the ongoing myoelectric
activity and compare it to the current thresholds for the
prosthesis activation (force increase/decrease). With this,
they were able to finely regulate the myoelectric signals
around the respective threshold levels and thereby con-
trol the timing as well as the magnitude of the force in-
crease/decrease, improving the effective resolution of the
generated force trajectory as well as the stability of
tracking (fewer force drops). The statistically significant
but overall modest decrease in the RMSE reflects the in-
herent limitations of the force modulation mechanism in
the prosthesis (force jumps) as well as the nature of the
task (continuous force tracking). The reference force tra-
jectory was such that the subjects gradually modulated
the strength of the muscle contraction. The advantage of
the EMG biofeedback might be even better expressed
during a step force regulation: grasp an object with a
certain force, relax muscles (prosthesis maintains the
force), and then increase/decrease the force to a higher/
lower force level. Importantly, the tests in two amputee
subjects demonstrated that the EMG biofeedback can
improve the performance even in experienced users of
myoelectric prostheses. This is a preliminary but opti-
mistic result that will be further evaluated in a future
study including a larger pool of amputee subjects.
EMG biofeedback has been extensively used in the past

in many fields of application, including rehabilitation, but
the context was different [16]. For example, it is used dur-
ing the user training to explain the principle of operation of

the myoelectric prosthesis (e.g., as a didactic instrument)
[17]. To our knowledge, this study is the first demonstra-
tion that the subjects can employ this type of information
to improve the online control of the prosthesis grasping
forces. The envisioned goal is to integrate this feedback as a
standard component to enhance a daily-life prosthesis
application. For the latter, the EMG biofeedback would
have to be delivered through a tactile interface, as discussed
later. Another possibility would be to implement the same
protocol as in the current study by using a wearable
augmented reality module (e.g., Google Glass). The module
could connect to the prosthesis directly via a Bluetooth link
and the EMG biofeedback bars could be shown on the
wearable displays in the peripheral vision field. This was
however outside the scope of the current proof-of-concept
study. Nevertheless, even the current setup, with a host PC
and the EMG biofeedback delivered on the computer
screen, could be used as an instrument for the functional
prosthesis training. It could assist the subjects in learning
consistent force control, since it explicitly depicts the
predictive mapping between the myoelectric command and
the resulting grasping force. In addition, the EMG
biofeedback could be utilized in daily life (electrotactile,
augmented reality) or in the lab (host PC setup) to train the
subjects to better exploit the natural proprioceptive
feedback coming from their own muscles for the closed-
loop prosthesis control. By controlling the prosthesis while
assisted through the EMG biofeedback, the subjects could
learn the mapping between the sensation of muscle

Fig. 6 A representative result for the force tracking recorded from an able-bodied subject during (a) EMG and force feedback, and (b) force feedback
only. The reference (REF, red dashed line) and generated (GEN, blue continuous line) force profiles are depicted
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contraction, including the sense of effort, and the resulting
grasping force. After some time, this mapping could
stabilize and even render the EMG biofeedback redundant.
To investigate this possibility, a future study will include a
multi-session biofeedback protocol. In that sense, it would
be especially relevant to test this training in the subjects
that are experienced in myoelectric control. These subjects
might have already learned to utilize the muscle proprio-
ceptive feedback for control and the EMG biofeedback
might not improve the performance substantially. However,
the preliminary tests in the present study as well as the re-
sults in [11] point out that this might not be the case.
The presented approach can be related to a model of the

biological motor control [18, 19]. It is hypothesized that
humans acquire internal models of the body dynamics and
use them to control the movements in a predictive manner.

By applying the motor commands to the forward models,
the system can be simulated to predict the expected sensory
consequences of the movement (reafference). The estimated
reafference can then be used for the closed-loop control,
compensating for the delays that are inherent to the “con-
ventional” sensory feedback transmitted through the periph-
eral neural pathways. In essence, the EMG biofeedback can
be regarded as a simple feedforward simulation of a linear-
ized prosthesis. It provides the subject with an estimate
(prediction) of the grasping force, which will be developed
when the hand contacts the object. This allows the subject
to adjust the current online command (reafference-based
control) even before the force begins developing (control
based on the online sensory feedback).
In our previous work [11], we demonstrated that the

velocity of prosthesis closing can be used for a predictive

Fig. 7 Summary results (mean ± standard deviation) for the force tracking task in two feedback conditions over all subjects: root mean square tracking
error in (a) able-bodied and (c) amputees, and the number of force drops in (b) able-bodied and (d) amputees. The horizontal bar denotes statistically
significant difference (***, p < 0.001)
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control of grasping force. In the present study, the sub-
jects had access to this information indirectly, since they
had a clear view on the virtual gripper. Yet, the EMG
biofeedback still improved the performance of force
control. One more possibility would be to provide the
closing velocity explicitly, using a visual bar (as for the
EMG). However, implementing the predictive force
control using EMG rather than velocity has several
advantages. First, the feedback on velocity belongs to a
classic scheme, in which the system state is transmitted
to the user. Therefore, the system dynamics is still in the
loop, i.e., the modulation of velocity is limited by the
system responsiveness to user commands, including
both mechanical (e.g., inertia) and computational (e.g.,
command processing and implementation) factors. On
the other side, the modulation of EMG is virtually
instantaneous. Second, feedback on velocity is meaning-
less after contact, since the velocity becomes zero.
Therefore, it cannot be used to assist force steering.
Thirdly, the EMG biofeedback can be implemented
using standard prosthesis components, while to
transmit the velocity one needs a velocity sensor
(gyroscope) or a position sensor, where the latter has to
provide a signal good enough to allow differentiation
(which is not the case in Michelangelo Hand).
The aim of the current study was to describe the ap-

proach and test the concept feasibility. Therefore, the
feedback was provided using an ideal interface (visual
bar). The same approach could be implemented using
electrotactile stimulation by transmitting the information
about the magnitude of the control signal through a
single-channel intensity and/or frequency and/or multi-
channel spatial modulation. In the latter case, multiple
stimulation electrodes can be used to implement an elec-
trotactile equivalent of the visual bar, i.e., each electrode is
associated to a signal range, and the current level of EMG
is communicated by the currently active electrode within
the array. Since the prosthesis is linearized, this also indi-
cates the corresponding level of grasping force, once the
prosthesis contacts the object. In order to produce a
certain grasping force, the subject needs to activate the
muscles so that a desired electrode starts stimulating. Pro-
viding the EMG biofeedback in this manner could result
in a self-contained prosthetic system with an improved
consistency of force control. The users would be able to
produce a desired level of force repeatedly and reliably,
eliminating the baseline variability as well as sudden large
outliers that are characteristic for classic myocontrol [11].
Implementing the electrotactile EMG biofeedback to test
these hypotheses is the work in progress.
This is not however a simple task since there a number

of questions still to be answered. Ideally, two variables
(EMG and force) need to be communicated to the user.
This can be accomplished by using separate interfaces

(dedicated electrodes) or the same interface with separate
coding (see the video EMGBiofeedback.wmv and accom-
panying explanation in the Additional file 1). In any case,
this adds an additional complexity to the system and also
for the user, regarding his/her ability to perceive and
utilize this information. In principle, however, the system
can be simplified by implementing only the EMG biofeed-
back. Leaving out the force feedback would not affect the
performance during routine grasping and the upward
force steering, since in these cases the force corresponds
to the level of EMG (linearized prosthesis). For the down-
wards force steering, the feedback would not communi-
cate the current force level (force feedback), but the user
would still be able to control the force transitions (EMG
biofeedback). In any case, substituting the visual with a
tactile interface, certainly decreases the quality of the
information transfer. Pure spatial coding, for example, is
intuitive for the subject to understand, but also limited to
transmitting a set of discrete levels (each electrode one
level). Mixed coding can increase the resolution but also
the user cognitive effort. There are also limitations due to
the technologies, such as, narrow dynamic range in elec-
trostimulation due to discomfort at the higher stimulation
intensities. All in all, it is still to be investigated how these
factors (e.g., decrease in resolution, cognitive efforts)
would affect the hereby demonstrated advantages of the
EMG biofeedback as well as the overall user experience
and acceptance of this approach.
Importantly, there are also limitations that must be

considered when applying this approach in amputees. In
the present study, the quality of myoelectric interfacing
was improved by applying abrasive gel. In the real-life
application, this is not available as only normal gel is
used to moisturize the skin. Also, the quality of the myo-
electric signals will depend on the condition of the re-
sidual limb (e.g., weaker muscles, scar tissue). This can
compromise the myoelectric control in both cases, with
classical force and EMG biofeedback. The impact of
these factors and possible mitigation strategies have to
be tested in the future work.
The consistency and accuracy of grasping reflect how

reliable the system is in reproducing the user intention to
grasp an object with a specific force, repeatedly and rou-
tinely. This is relevant for utility but also embodiment.
Human hand is a reliable end effector, which responds
promptly and consistently to user intentions, and if the
artificial substitute would have similar characteristics, this
would promote the effective substitution, both functionally
and psychologically. In addition to improving the repeated
grasping with the same force, the EMG biofeedback could
also facilitate switching between forces across trials, as
explained in the previous paragraphs. From the functional
viewpoint, the provision of feedback makes the task
demands explicit, i.e., the user can establish a mapping
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between daily life tasks and the grasping forces that are
necessary to perform those tasks. If the user is also
confident that he/she can generate those forces accurately
and consistently, this could facilitate the optimal utilization
of the prosthesis (economical grasping paradigm [20]). For
example, if the EMG biofeedback is implemented using
electrotactile stimulation with spatial coding at N levels, the
user would know that he/she can generate N levels of force
reliably. Through the use of the prosthesis, he/she would
learn that specific tasks can be accomplished using certain
forces, e.g., to pick grapes without squeezing them the force
should be set at the level 2. Therefore, the user would
determine the target force based on experience, and then
generate that force fast and reliably using the EMG biofeed-
back interface.
The quality of force steering assessed through RMSE is

relevant for object holding and manipulation. For ex-
ample, when the force is gradually applied to a delicate
object (e.g., wine glass) or when the force needs to be
gradually decreased, e.g., for a smooth passing of an object
from the prosthesis to a contralateral hand or to another
person. In practice, unilateral amputees accomplish such
sensitive tasks most often using a healthy hand, due to a
poor controllability and other limitations [21]. A system
that would improve the force modulation could increase
the applicability of the prosthesis, and therefore improve
the tradeoff between the efforts (training, mounting,
maintenance) and gained functionality.
In the present experiment, some of the feedback cues

that would normally be available to the prostheses users
have been blocked. For example, most of the present day
prostheses, including Michelangelo Hand, produce noise
during movement and force modulation. However, it is
unlikely that these additional feedback sources would
affect the results and conclusions of the present study.
Those cues indicate the prosthesis state (aperture and
force), which was anyway clearly disclosed to the subjects
using visual feedback (virtual gripper and force bar). Due
to this and the phenomenon of visual dominance [22], it
is unlikely that the additional cues, such as sound, would
significantly improve the state assessment and therefore
affect the overall performance. However, in a real-life ap-
plication when the feedback is communicated through a
practical electrotactile and/or vibrotactile interface and a
visual assessment is non-ideal (e.g., viewing angle, occlu-
sions), the incidental feedback could be more relevant.
Importantly, this would mainly affect the force control
using classic force feedback. From that point of view, the
EMG biofeedback is rather robust, since the myoelectric
command is adjusted based on the feedback about the
state of the user (and not that of the prosthesis).
Myoelectric control can also be improved by applying

specialized processing to the surface signals [23] and/or
acquiring better signals through implanted interfaces [24].

Both approaches can substantially improve the stability
and precision of the myoelectric waveforms. Importantly,
these developments do not rule out the usefulness of the
EMG biofeedback. More consistent signals lead to more
consistent control, but the mapping between the subject-
ive sense of muscle contraction and the resulting grasping
force would still remain elusive. The latter connection can
be made explicit by providing the EMG biofeedback to
the user.
In this study, we have used a state of the art myoelectric

hand, the latest model from Otto Bock. Importantly, the
obtained insights and conclusions are general, since most
myoelectric prostheses share the same principle of
operation. Furthermore, the EMG biofeedback is not
specific to force control. It could be utilized in a similar
manner to facilitate the control of other prosthesis
variables/degrees-of-freedom (e.g., velocity of opening/
closing, velocity of wrist rotation).

Conclusions
The present study proposes a novel paradigm to close the
loop in a myoelectric prosthesis. In the classic approach,
the feedback transmits to the user the state of the pros-
thesis (aperture, velocity and/or force), whereas in the
novel method the feedback also informs the user about
his/her own latent variables, i.e., the myoelectric signals
he/she generates (EMG biofeedback). The experiments
demonstrated that the provision of the EMG biofeedback
improved the quality of force control both in routine
grasping and force steering tasks, and both in able-bodied
subjects and two amputees who were experienced users of
myoelectric prostheses. With the EMG biofeedback dis-
played as a visual bar on the computer screen, the subjects
could see and modulate the current level of their muscle
activity, and thereby explicitly control the command they
send to the prosthesis. In the conventional approach, the
myoelectric signals are latent variables, which can be
controlled only by using indirect cues, such as subjective
experience (sensation of muscle contraction) and/or
observable consequences (e.g., prosthesis movement).
These sources are however unreliable, especially due to
the inherent variability of the myoelectric signals recorded
using surface electrodes. EMG biofeedback allows the user
to improve the precision and accuracy of myoelectric
commands using active control, i.e., fast local loop in
which the user modulates the strength of muscle contrac-
tion based on the online EMG biofeedback. The present
study demonstrated the feasibility, and the next step is the
implementation of this approach using practical interfaces,
such as electrotactile stimulation and augmented reality
glasses, and the validation in a larger pool of subjects.
Therefore, there are many practical questions still to ad-
dress (e.g., functional gain vs. user efforts vs. acceptability),
but the present results are very optimistic. The prosthesis
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equipped with the EMG biofeedback might increase the
user confidence in the system, by allowing consistent and
reliable force control, and this can improve the utility, em-
bodiment and ultimately the acceptance rate. Further-
more, the EMG biofeedback could be also considered as a
temporary add-on to the prosthesis, an instrument for
training the subject to exploit the natural feedback from
his/her own muscles for the closed-loop prosthesis
control.

Additional file

Additional file 1: The file contains a short movie
(EMGBiofeedback.wmv) showing an amputee subject modulating
the force of a prosthesis while holding an object. The force feedback
and EMG biofeedback were implemented using electrotactile stimulation.
The movie is explained in more detail in the accompanying text file
(EMGBiofeedback.doc).
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