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As the (beautiful) crests (on the heads) of the peacocks and the (precious) stones (on the boods) of the
(holy) cobras, Mathematics resides at the topmost position among all of the Vedangas—the auxiliary
discipline{] of Vedas.

— A modified Verse 35 in Vedangajyotislﬂ

“Vedangas” or “Vedangashatrani” are the six auxiliary disciplines associated with the studies of Vedas.
2 http://gretil.sub.uni-goettingen.de/gretil/1_sanskr/6_sastra/8_jyot/lagrvvju.htm
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Abstract

Let G and H be locally compact, Hausdorff groupoids with Haar systems. We define a topological
correspondence from G to H to be a G-H bispace X carrying a G-quasi invariant and H -invariant
family of measures. We show that such a correspondence gives a C*-correspondence from C*(G) to
C*(H). If the groupoids and the spaces are second countable, then this construction is functorial. We
show that under a certain amenability assumption, similar results hold for the reduced C*-algebras.
We apply this theory of correspondences to study induction techniques for groupoid representations,
construct morphisms of Brauer groups and produce some odd unbounded KK-cycles.
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Introduction

A C*algebraic correspondence H from a C*-algebra A to B is an A-B-bimodule which is a Hilbert
B-module and A acts on H via the adjointable operators. Let A = C*(G,«) and B = C*(H, 3)
where the ordered pairs (G, «) and (H, ) consist of a locally compact Hausdorff groupoid and
a Haar system for it. Given a G-H -bispace carrying a G-quasi-invariant and H -invariant family
of measures, we show that if the H-action is proper, then C.(X) can be completed into a
C*-correspondence from C*(G, «) to C*(H, j).

If G is a locally compact groupoid and « is Haar system for G, we call the ordered pair (G, «)
a locally compact groupoid with a Haar system.

Morita equivalence of C*-algebras is defined by the existence of an imprimitivity bimodule, a
special kind of C*-correspondence. The starting point of my work is the well-known result that a
Morita equivalence between two locally compact groupoids with Haar system induces a Morita
equivalence between the groupoid C*-algebras [28]. The imprimitivity module is constructed
directly from a bispace giving the Morita equivalence of the two groupoids. Which extra structure
or conditions are needed for a bispace to give only a C*-algebraic correspondence instead of a
Morita equivalence?

In general, we need a measure on the bispace as extra structure to get started. In the Morita
equivalence case, a measure on the bispace appears automatically. The measure must be invariant
for the right action and quasi-invariant for the left action. We also need that the right action is
proper. Then a variant of the construction in [34] gives a C*-correspondence between the groupoid
C*-algebras.

Two C*-algebraic correspondences H from A to B and K from B to C' may be composed to a
correspondence H @ K from A to C. In [9], Buss, Meyer and Zhu explain why the operation is
associative and unital up to natural isomorphism. They prove that the C*-correspondences form a
bicategory €. We construct the groupoid analogue of the category € and call it the bicategory of
topological correspondences, denoted by ¥. To construct T, we need to describe the process of
composition of two topological correspondences. One of the most important constructions in this
thesis is the construction of a composite of topological correspondences.

Let (X, A) and (Y, 1) be topological correspondences from (G, «) to (H, 5) and (H, ) to (K, k),
respectively. Then the construction of the composite G-K -bispace is well-known— the bispace
is the quotient space (X X ) Y)/H. We show how to compose the families of measures on X
and Y to get a G-quasi-invariant and K-invariant family of measures on the composite bispace.
However, the composite of families of measures is defined only up to isomorphism. This helps us
to form the bicategory of topological correspondences T. We show that the assignment that a

XV



xVi INTRODUCTION

topological correspondence goes to a C*-correspondence is a homomorphism from ¥ to €.

We give many examples of topological correspondences. A continuous map f: X — Y between
spaces gives a topological correspondence from Y to X, see Example A continuous group
homomorphism ¢: G — H gives a topological correspondences from G to H, see Example [3.1.5]
These examples explain why the C*-functor is contravariant for spaces and covariant for groups.
If ¢ in the above examples is proper, we get a correspondences from H to G (3.1.6).

Let E' and E? be locally compact, Hausdorff and second countable spaces and let s,7: B! — E°
be continuous maps. Let A = {\.}.cpo be a continuous family of measures along s. Thenr: E* — E°
gives a correspondence from E° to E' as in Example And s: E' — E° give a correspondence
from E' to E° as in Example These correspondences together produce a correspondence
from E° to itself. In fact, just by applying the definition of a topological correspondence it is
straightforward to check that s,r and A give a topological correspondence from E° to itself.
This correspondence is called a topological quiver by Muhly and Tomforde [29, Definition 3.1].
They construct a C*-correspondence associated to a topological quiver in [29, Section 3.1], and
the construction in [29] is exactly the construction of a C*-correspondence from a topological
correspondence. Muhly and Tomforde define the C*-algebra associated to a topological quiver
( [29, Definition 3.17]) which includes a vast class of C*-algebras: graph C*-algebras, C*-algebras
of topological graphs, C*-algebras of branched coverings, C*-algebras associated with topological
relations are all associated to a topological quiver [29, Section 3.3]. We are thankful to Ralf Meyer
for bringing it to our notice that a topological quiver is a topological correspondence.

A locally compact, Hausdorff space is a groupoid with a Haar system, and so is a locally compact
Hausdorff group. A well-know fact about groupoid equivalence is that two spaces are equivalent if
and only if they are homeomorphic and two groups are equivalent if and only if they are isomorphic.
But since any continuous map between spaces gives a topological correspondence and so does a
group homomorphism, a topological correspondence is far more general than an equivalence.

In Chapter 1, we discuss some examples which mark the difference between topological
groupoids and locally compact groups. Every locally compact group has a left (or equivalently
right) invariant measure— the Haar measure. Moreover, this measure is unique up to a scaling
factor. However, a locally compact Hausdorft groupoid does not always come with a canonical Haar
system (Example [.3.13| and [l.3.14). Example shows that even a compact groupoid need not
have a Haar system. In Example we discuss a groupoid with many Haar systems. We are
thankful to Ralf Meyer for Example

In [39], Seda shows that if the range map is not open, then a groupoid cannot have a Haar
system. Seda gives an example of a groupoid with range map not open, so the groupoid cannot
have a continuous, invariant family of measures with full support. We came across this example
after formulating the counterexamples above. Dana Williams and Ralf Meyer conveyed me the paper.
The groupoids in our examples also do not have open range maps. However, we must mention
that we did not intend to prove a general fact as Seda. A more recent literature survey showed

that Ramsay discusses Example |I.3.14] in [32].

The first nice application of the theory of topological correspondences is due to Renault [35].
Renault proves that a topological correspondence (X, \) from (G, ) to (H, ) induces a functor
Rep(H) — Rep(G) between the categories of representations of H and G.

An equivalence of groupoids is an invertible arrow in . This fact along with the functoriality
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of our construction implies the famous result of groupoid equivalence in [28], which says that the
C*-algebras of two equivalent locally compact, Hausdorff, second countable groupoids with Haar
systems are strongly Morita equivalent.

The KK-theory of Kasparov [20] has proved a valuable tool in the study of C*-algebras. Since
groupoid C*-algebras cover a huge class of C*-algebras, it is very natural to look for geometrical
or topological flavours of KK-theory for groupoid C*-algebras. Such attempts are made in the
literature. For example, [22] develops a groupoid equivariant theory for Banach bundles to prove
some cases of the Baum-Connes conjecture. Macho Stadler and O’uchi [25] give a definition of
topological correspondences and show that when certain conditions are satisfied, a topological
correspondence from (G, ) to (H, 3) gives an element in KK(C*(G, «),C*(H, 3)). Tu [42] proves
a similar result for non-Hausdorff groupoids. The correspondences defined by Macho Stadler and
O’uchi are special cases of the topological correspondences we define, see Example Given a
groupoid G with a Haar system « and a groupoid homomorphism c: G — R* | we use topological
correspondences to produce some unbounded KK-cycles between certain subgroupoids of G.

Let G be a groupoid endowed with a Haar system a. Given a groupoid homomorphism G — R*
Mesland [26] produces an R-equivariant unbounded KK-cycles from C*(G, «) to C*(ker(c), k), where
Kk is a given Haar system on the subgroupoid ker(c) C G. We generalise this result by producing a
similar KK-cycle from C*(H, ) to C*(ker(c), ), where H C G is an open subgroupoid and f is a
Haar system on H.

We mention spatial hypergroupoids. Though hypergroupoids are not an application of cor-
respondences, we came across them while studying topological correspondences. Furthermore,
spatial hypergroupoids produce the compact operators on the Hilbert module that a proper
H -space carrying an invariant family of measures produces, see Proposition

The relation between the Brauer group of a groupoid and groupoid equivalence is studied
in [21] by Kumjian, Muhly, Renault and Williams. We show that a Hilsum-Skandalis morphism from
a groupoid H to G induces a homomorphism Br(G) — Br(H).

Now we talk about the hypotheses, motivations and techniques. We work with locally compact,
Hausdorft groupoids. Let (H, ) be a pair consisting of a locally compact, Hausdorff groupoid
with a Haar system. The construction of a Hilbert module from a proper H-space carrying a
continuous, invariant family of measures works when the space and the groupoid is locally compact
and Hausdorft. However, the main result of constructing a C*-correspondence from a topological
correspondence holds for paracompact, locally compact, Hausdorft spaces, and locally compact
and Hausdorft groupoids. This is because we use Lemma to prove that the representation of
the left groupoid on the Hilbert module is non-degenerate (Lemma [2.3.]). And Lemma needs
paracompactness. Since we wish to prove the functoriality of this constructions, the functoriality
discussion assumes that all the groupoids and the spaces are second countable, locally compact
and Hausdorff. The second countability hypothesis can be replace by paracompactness.

We also assume that the measures are positive Radon. We use the Radon-Nikodym derivatives
every now and then and hence we need that all the measures are o-finite. Many results (especially in
the first chapter) are valid with fewer assumptions, hence we mention hypotheses in the beginning
of the chapter or section or beginning of a discussion.

For groupoid actions we do not assume that the momentum maps are open or surjective.
Neither do we demand a family of measures along a continuous open map f: X — Y to have full
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support in each fibre. Since we work with groupoids with Haar systems, most of the times the
source map (equivalently the range map) of a groupoid is automatically open.

All the Hilbert spaces in this thesis are separable.

Our notion of C*-correspondence (Definition is wider, in the sense that many authors
demand that the Hilbert module involved in a C*-correspondence is full, or for some authors a
C*-correspondence is what we call a proper correspondence (see Section [.7.2).

The process of constructing a C*-correspondence from a topological correspondence is divided
into two main parts: constructing the Hilbert module and defining the representation of the left
groupoid C*-algebra on this Hilbert module. For the first part, we use the representation theory
of groupoids and the transverse measure theory introduced by Renault in [34]. For the second
part, our motivation and techniques come from the theory of quasi-invariant measures for locally
compact groups.

Most of the examples of topological correspondences are topological analogues of standard
examples of C*-correspondences.

Our main references for unbounded bivariant K-theory are the original work of Baaj and
Julg [2] and Mesland’s work [26].

The main reference for bicategories is Bénabou's report [3]. The relatively modern report [24],
also provides a good categorical structure to our work. Readers should keep in mind that the
direction of arrows in the commutative diagrams in Bénabou’s book is opposite to our standard
conventions.

Chapterwise description of the contents

Chapter I: In this chapter we discuss the analysis on locally compact groupoids, proper actions
of groupoids and the cohomology theory for groupoids. We discuss the preliminaries regarding
topological and Borel groupoids, actions of groupoids and invariant families of measures. In the
literature, the experts assume many results about proper actions without proving them. We write
detailed proofs of some of these important results which are necessary for our work. We prove
that the quotient of a locally compact, Hausdorff (second countable) space by a proper action
inherits the nice topological properties, that is, the quotient is also locally compact, Hausdorft
(second countable, respectively) provided that the source map of the groupoid is open.

Let G be a groupoid, f: X — Y a G-map and A a G-equivariant continuous family of measures
along f. We prove that \ induces a continuous family of measures on the quotient spaces
[f]: X/G = Y/G.

We write a brief introduction to the cohomology theory for groupoids introduced by West-
man [43]. One of the main results shows that for a proper groupoid the first Borel (as well as
continuous) cohomology group with real coefhcients is trivial, see Proposition We thank
Renault for this result. Then we discuss quasi-invariant measures.

In the last part of this chapter we discuss the representation theory of locally compact groupoids
with a Haar system. The fundamental work in the representation theory of groupoids is Renault’s
thesis [33], in which he proves the first version of his famous disintegration theorem for locally
compact groupoids. Renault uses quasi-invariant measures on the space of units of the groupoid to
integrate a representation of the groupoid. The disintegration of representations is concerned with



XiX

proving the existence of a suitable quasi-invariant measure on the space of units. The proof of the
disintegration theorem in [33] needs a technical condition, namely; if (G, «) is the groupoid, then G
should have sufficiently many non-singular G-sets (see [33] Definition 1.3.27]).

Renault overcomes this technical assumption in the next work [34], where a much more general
version of the disintegration theorem is proved. This version of the disintegration theorem does
not need the existence of sufficiently many non-singular G-sets. Furthermore, the theorem is
proved for locally Hausdorff groupoids. Renault uses the theory of transverse measures to prove
this flavour of the disintegration theorem. We discuss this version of the disintegration theorem
after discussing the one in [33]. Since transverse measures play an important role here, we explore
the theory of transverse measures from Appendix | of [I]. The appendix is self-contained and
complete, but, a young student like me found it very brief. Hence we take it as an exercise to write
all computations involved in this appendix in detail.

A quick review of some notions of amenability of groupoids from [lI] follows the discussion of
representation theory. We sketch the well-known fact that the full and reduced C*-algebras of an
amenable topological groupoid are isomorphic.

The chapter ends with a short list of definitions related to C*-correspondences.

Chapter 2: This chapter contains the main construction. The following is our definition of a
topological correspondence.

Definition (Topological correspondence, Definition [2.11). A topological correspondence from a locally
compact Hausdorff groupoid with a Haar system (G, «) to a locally compact Hausdorff groupoid
with a Haar system (H, f3) is a pair (X, A) where:

i) X is a locally compact, Hausdorft, second countable G-H -bispace;

i) A= {Au}yecq© is an H-invariant continuous family of measures along the momentum map
sx: X - H (0);

iii) the action of H is proper;

iv) A is a continuous function A : G x X — RT such that for each u € H©® and F ¢
C.(G x X)

sq,GO) rx
| L P e da O dn@ = [ FGa) AT da 0 0) dhy (o).
X, JGrx(®) X, JGrx (@)

Immediately after the definition of topological correspondence, we discuss the role of the
adjoining function. Then we write the formulae of the action of C.(G) and C.(H) on C.(X)
and the formula of a C.(H)-valued inner product on C.(X). Lemma shows that C.(X)
is a C.(G)-C.(H)-bimodule and that the formula for the the inner product indeed defines a
C.(H)-conjugate bilinear map on C.(X). Now we have to extend this setup to the C*-algebras to
get the C*-correspondence.

We complete this setup to a C*-correspondence in two parts: constructing a C*(H, 3)-Hilbert
module H(X) and defining a representation of C*(G, «) on this Hilbert module.
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When the action of H on X is free, it is not hard to construct the Hilbert module #(X) using
the theory of groupoid equivalence. This construction does not need sophisticated machinery but
only the observation that (X X ;) X)/H is a groupoid with a Haar system. We first construct
H(X) in this case.

Then we turn our attention to the general case, that is, when the action of H is not free. Using
representation theory and the theory of transverse measures, we construct H(X). This technical
construction requires the disintegration theorem.

In the latter part we define a representation of C*(G, ) on H(X) using the adjoining function A.
To check that this representation is continuous we use the disintegration theorem.

We advise the reader to jump to Section [3.1| (Chapter 3) after the discussion that follows Defini-
tion and then come back. Section [3.I| contains many examples of topological correspondences,
ranging from continuous maps to generalised induction and restriction correspondences.

The notion of topological correspondence does not carry over to the reduced C*-algebras
directly. We are very thankful to Ralf Meyer for pointing out this fact and correcting it. If the
action of the left groupoid is amenable, then a topological correspondence from (G, «) to (H, f)
produces a C*-correspondence from C!(G,«) to CI(H, ). Lemma shows that a proper
action of a groupoid with a Haar system is amenable. Hence if the left action is proper, a topological
correspondence produces a C*-correspondence between the reduced C*-algebras.

The middle part of Chapter 2 discusses the process of composing correspondences. We thank
Renault a lot for sharing his deep insight in the theory of groupoids, which helped us to construct
the family of measures on the composite correspondence.

The end of the Chapter is devoted to the bicategory of topological correspondences and the
functoriality of the assignment X +— H(X). Many results in the section are intuitively obvious, but
the detailed proofs are very technical and complicated. In this document, the functoriality is the
most technical part of writing, and hence for reading, too.

Chapter 3: This chapter contains many examples of topological correspondences. We mention
the induction of representations of groupoids, discussed in Renault’s recent work [35]. Renault
discusses how the induction process for groupoids works for groups. One of the important results
of ours in this chapter is the explicit construction of the induction correspondence using pull-backs
of certain subsets of the space of the units along the source or the range maps which leads us to
Proposition This theorem relates our theory of correspondences to the classical induction
process; which becomes a corollary to this Theorem. That is, we get

Corollary (Theorem 6.13, in [15]). Suppose G is a locally compact group and H is a closed subgroup,
with modular functions Ag and Ay. Let i be a pseudomeasure of positive type on H, let o, be the
associated unitary representation of H, and let v be the injection of \/Aq/Am p into G, that is, the
pseudomeasure on G defined by

_ Ag(§)
W) = [\ B TO e

Then v is of positive type, and the associated unitary representation 7, of G is unitarily equivalent
to the induced representation I1 = ind$; (o).
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For a locally compact Hausdorft space X, Folland calls a continuous linear functional on C.(X)
a pseudomeasure. However, because of the Riesz representation theorem we prefer calling it a
measure.

In Section [3.3| we briefly introduce our work in [I7] on spatial hypergroupoids. Hypergroups are
well-known in analysis. There are two equivalent notions of hypergroup: Jewett’s [18] definition
of a hypergroup is similar to that of a group except that the product of two elements of the
hypergroup is a probability measure on the set, rather than an element of the set. Equivalently,
in [19] a hypergroup is defined as a certain convolution algebra of measures on a space. Renault [35]
adopts the latter notion of hypergroups and defines hypergroupoids accordingly. He proves a
disintegration theorem for representations of hypergroupoids.

The first example of a hypergroupoid that we came across is called a spatial hypergroupoid. It
is well-known that if X is a free and proper right H-space, then G := (X x X)/H is a

topological groupoid where sx: X — H( is the anchor map. Furthermore, X gives an equivalence
between G and H. The fact that the action of H is free plays an important role to define the
composition on G. When the action of H is not free, the product of two elements in G is not an
element of the set. If X carries an H-invariant family of measures, however, then it is possible to
define a *-algebra structure on C,.(G). Assume that /3 is a Haar system on H. Then we complete
the *-algebra C.(G) to a C*-algebra C*(G) using the representations of (H, /). Our construction
shows that C.(X) can be completed to a C*(G)-C*(H)-Hilbert bimodule.

In this case, G is a spatial hypergroupoid. The H-invariant family of measures on X produces
an invariant family of measures for G. Thus we get the first example of a hypergroupoid.

(O))SX

In Section [3.4) we discuss morphisms of Brauer groups. Kumjian, Muhly, Renault and Williams
define the Brauer group for a locally compact Hausdorff groupoid in [21] and show that the Brauer
groups of two equivalent groupoids are isomorphic. If G and H are groupoids, then we show
that a Hilsum-Skandalis morphism from H to G induces a homomorphism from the Brauer group
Br(G) to Br(H).

In Section we give an application of topological correspondences in KK-theory. We extend
a result of Mesland [26]. Let G be a groupoid and « a Haar system for G. Let ¢: G — R be
a homomorphism. Assume that k is a Haar system for ker(c). Then Mesland ( [26]) proves that
¢ produces an unbounded KK-cycle from C*(G, «) to C*(ker(c), k). We generalise this result of
Mesland by replacing C*(G, «) by C*(H, ), where H C G is an open subgroupoid and § is a Haar
system on H. At the end of the section we discuss a few examples of this result.

The thesis in a glance

Definitions

Definition (2.L1| Topological correspondence). A topological correspondence from a locally compact
Hausdorff groupoid with a Haar system (G, «) to a locally compact Hausdorft groupoid with a Haar
system (H, ) is a pair (X, \) where:

i) X is a locally compact, Hausdorff, second countable G-H -bispace;
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i) X ={Au}ycp is an H-invariant continuous family of measures along the momentum map
sx: X > H (0);

ifi) the action of H is proper;

iv) A is a continuous function A : G x X — R such that for each u € H©® and F ¢
Ce(C % 4011, X)

0) rx

[ [ Pt da@mdne = [ [ e Ay e) dax @ ) di @),
X, JGrx (@) X, JGrx (@)

Definition (2.1.8 and [2.1.9). The left and right actions, and the inner product] For ¢ € C.(G),
f € C.X) and ¢ € C.(H), define functions ¢ f, fi) on X as follows:

(G- D) = [ 606 ) A2 ) dax ),
(Foa)i= [ Famun™) 48O,

For f,g € C.(X) define the function (f,g) on H by
(o) = [ T@lglan) dheyofa)

Definition (2.4.18| Composition). For correspondences (X,a) : (Gi,A\1) — (G2,A2) and (Y, /) :
(G2, \2) — (G3, \3) the composite correspondence (€2, i) : (G1, A1) — (G3, \3) is defined by:

i) the space Q:= (X x__ 5.0, Y)/Gs,

ii) a family of measures = {p,}

weG® On Q that lifts to {barx By} cqo on Z := X Xy Go® 1y ¥

for a cochain b € C%, (Z Xrqx Z,R% ) satisfying d°(b) = A. Here w: Z — Q is the quotient
map, the fibre product Z X o » Z is thought of as the groupoid of the equivalence relation
induced by 7 on Z and A is a 1-cocycle Z xr o Z — R given by

(@, 9); (z7,77')) = Da(y,77 1Y),
where Aj is the adjoining function for (Y, ).

We briefly describe the terms in (i) above: {a X By}, (0 is a continuous family of measures
on the fibre product Z = X x_ 5 ), Y (see Lemma . For f € C.(2)

/fa X By = /X /Yu f(z,y) dayy, () () dBu(y).

There is a continuous 0-cocycle b: Z — R¥ such that A = 222 = @°(b), where 7; for i = 1,2
is the projection on the i*" factor Z x, o, Z — Z (see Lemma [2.4.9). Remark [2.4.13| says that for
u € G5 and f as above, there is measure p, on € with

J ([ #0795 0 0)) sl = [ £, 0) day, (@) A5 (0).
The family of measures {/iv},cq, is the required family of measures (see Proposition [2.4.14).
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Definition (3.4.1} Hilsum-Skandalis morphism). A Hilsum-Skandalis morphism from a groupoid H
to a groupoid G is an H-G-bispace X such that

i) the action of G is free and proper;

ii) the left momentum map induces a bijection from X/G to H(.

Results

Proposition (1.2.19). Let X be an H-space and ry open. If H acts properly, then the quotient space,
X/H, is locally compact Hausdorf.

Proposition (.3.27). Let X andY be proper H -spaces, let m: X — Y be a continuous surjection and
let X := {\},cy be a continuous family of measures along w. Then the induced family of measures,
[A] :== {[A] [y]}[y]ey/H, is a continuous family of measures with full support along [r].

Proposition (1.4.10). Let G be a proper groupoid and o« a Haar system on G. Then every R-valued
I-cocycle is a coboundary, that is, H'(G;R) = 0.

Theorem (2.2.19). Let (H, ) be a Hausdorff, locally compact groupoid with a Haar system and let X

be a locally compact, Hausdorff, proper right H -space carrying an H -invariant continuous family of
measures \. Then using Formulae 2.1.8) and (2.1.9) the right C.(H)-module C.(X) can be completed
to a C*(H)-Hilbert module H(X).

Proposition (2.2.20). Let (H, 3) be a Hausdorff, locally compact groupoid with a Haar system and
let X be a locally compact, Hausdorff proper right H -space carrying an H -invariant continuous
family of measures \. Then using Formulae (2.1.8) and (2.1.9) the right C.(H)-module C.(X) can be
completed to a C}(H)-Hilbert module H(X).

Lemma (2.3.]). Let (X, \) be a topological correspondence from (G, «) to (H, 3), where the topologies
on the groupoids are locally compact and Hausdorff. Then the action of C.(G) on C.(X) defined by
Definition extends to an action of C*(G) on the C*(H)-Hilbert module H(X) by adjointable
operators.

Lemma . In the situation of the lemma above, assume, in addition, that the transformation
groupoid G x X is amenable, that is, the action of G on X is amenable. Then the action of C.(G)
on C.(X) defined by Definition extends to an action of C;(G) on the C:(H)-Hilbert module
H(X) by adjointable operators.

Theorem (2.3.3). Let (G,«) and (H, 3) be locally compact, Hausdorff groupoids with Haar systems.
If (X, \) is a correspondence from (G, ) to (H, ) then using the family of measures \ the space
C.(X) can be completed to a C*-correspondence H(X) from C*(G) to C*(H).

Proposition (2.3.4). Let (G, a) and (H, 3) be locally compact, Hausdor{f groupoids with Haar systems.
Let (X, \) be a correspondence from (G, ) to (H, ). If the action of G on X is amenable, then using
the family of measures \ the space C.(X) can be completed to a C*-correspondence H.(X) from
Ci(G) to CL(H).
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Corollary (2.3.5). Assume the same hypotheses as in Theorem If the action of G is proper; then
C.(X) can be completed to a C*-correspondence H.(X) from C:(G) to C/(H).

Theorem (2.4.19). Let (X,a): (G1,\1) — (G2, X2) and (Y, ) : (G2, A2) — (G3, A3) be topological
correspondences between locally compact, Hausdorff groupoids. Let (0, pu): (G1, 1) — (G3, A3) be
a composite of the correspondence. Then H(Q) and H(X) &cx(q,H(Y') are isomorpbic correspon-
dences from C*(G1, A1) to C*(G3, A3).

Proposition (2.5.13). Topological correspondences form a bicategory with the composition from
Theorem and some (obvious) associativity and identity isomorphisms. The groupoids are
assumed to be locally compact, Hausdor{f, second countable groupoids with Haar systems.

Theorem (2.5.19). The assignment X — H(X) is a bifunctor_from the bicategory of topological
correspondences T to the bicategory of C*-correspondences €.

Proposition (3.2.2). Let (G, ) be a locally compact, Hausdorff groupoid with a Haar system and
H C G a closed subgroupoid. Let  be a Haar system for H. Then the G-H -bispace G ) gives
a topological correspondence from (G, ) to (H, ). Here G o) = sg' (H®)) C G with a measure
Jamily induced by the Haar system of G as in Example[3.1.§

Proposition ). Let X be a locally compact, Hausdor{f proper H -space for a locally compact,
Hausdorff groupoid with a Haar system (H,[3). Let A\ be an invariant_family of measures on X.
Let C*(X x X/H) be the completion of the *-algebra C.((X * X)/H) as in Theorem Then
C'(X *x X/H) ~K(H(X,\)).

Theorem (3.4.15). A Hilsum-Skandalis morphism _from a groupoid H to a groupoid G induces a
homomorphism from Br(G) to Br(H).

Theorem (3.5.10). Let (G, \) be a second countable locally compact Hausdorff groupoid with a Haar
system, let ¢ be a real exact cocycle on G and let H be an open subgroupoid of G such that H) = G(©),
Let a be a Haar system for H. If for each e € G, the measure \;' is (H, a)-quasi-invariant, then
the operator D in Proposition makes the R-equivariant correspondence (H(G), D) into an odd
R -equivariant unbounded KK-bimodule from C*(H) to C*(K).

Proposition (3.5.1l). Assume that we have the same data as in Theorem and the same
bypotheses. If the left action is amenable, then a similar result as in Theorem holds for
(H(G), Dy) from C:(H) to C:(K).



Chapter 1

Locally compact Hausdorft groupoids

In this chapter we shall discuss basic notions and notation about topological groupoids. The chapter
discusses three main topics: actions of groupoids, some measure theoretic prerequisites, and a few
other basic notions which we need for our work.

The discussion of groupoid actions is concerned with proper actions of groupoids and the
topology on the corresponding quotient spaces. The measure theory part is concerned with spaces
with groupoid invariant families of measures and the behaviour of the families of measures under
proper actions. And the third part discusses various topics in the theory of groupoids, which
include the representation theory of groupoids and groupoid C*-algebras, groupoid cohomology; a
brief survey of definitions of amenability for groupoids, and a very short collection of definitions
regarding C*-algebraic correspondences.

We prove most of the claims in the first and the second part, namely, in Section Proper
actions and quotients and Section Proper actions and families of measures. There are many
facts about proper actions and invariant families of measures which are used in the literature
very often, however the proofs are left as an exercise most of the times. Or the experts assume
that readers are familiar with the proofs. We take this as an exercise and write down the proofs
which we could not find explicitly written in the literature. If a claim is proved already, we cite the
corresponding literature.

In the last part, which discusses various topics in the theory of groupoids, all the material
is well-known and well-written. Hence we merely cite the main literature, most of which is the
work of J.Renault. The only differently written section is the Subsection where we discuss
transverse measures. This is based on Appendix I in [I]. The appendix is short and contains many
ideas. Being a beginner, we take this also as an exercise and write down thorough proofs of the
claims in [l, Appendix IJ.

In the last section, we choose our definitions for a C*-correspondence and its morphisms. The
main two reasons to write these well-known definitions are: (i) some authors do not differentiate
between proper C*-correspondences and C*-correspondences and (ii) some authors assume that
the Hilbert module involved in a C*-correspondence is full.
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1.1 Basics, notation and conventions

Notation and general conventions for all of the text: The symbols ~ and ~ stand for homeo-
morphism and isomorphism, respectively. Let X be a Borel space, then B(X) and B"(X) denote
the sets of Borel functions and positive Borel functions on X, respectively. Due to the Riesz
representation theorems ( [38, Theorem 2.14, Theorem 6.19]), we abuse the notation for a measure
in the following fashion: if p is a Borel measure on X, then for f € B(X) we write u(f) as well
as [ fdu to denote the integral of f with respect to u. Let X be a topological space, then C(X),
C.(X) and Cy(X) denote the sets of complex valued continuous function, continuous functions with
compact support and continuous functions vanishing at infinity defined on X, respectively. When
the sets C.(X) and Cy(X) are discussed as topological spaces, we assume C.(X) is bestowed with
the inductive limit topology ( [15, Beginning of Section 6.3] or [4, Proposition 5, No. 4, §4, II]) and
Co(X) is bestowed with the | |.-topology. Let G be a group(oid), X a set. Let G act on X from
the left (or right), see Definition Then G\ X (respectively, X/G) denotes the quotient space for
the action, except in Section where we write X/G for the quotient by a left action.

Definition L1.1. A groupoid is a small category in which every arrow is invertible.

For a groupoid G, we denote the set of objects by G(*) and call it the base of G or the set
of units of G. For a topological groupoid G, the word set will be replaced by space. The set of
arrows is denoted by G(M). A popular convention that we adopt is to write G itself for the set of
arrows.

Each v € G = GM has a domain (or source) and a range, which we denote sg(v) and r¢(v),
respectively. If v € G| then sg(v) = rg(7), which can be identified with + itself. The set of units
of G sits inside G via the unit map Utg: G0 — G.

An arrow « goes from its source sg(7) to its range r¢(y). By definition, « is invertible. Denote
the inverse of v by invg (7). The map v — invg(7) is a bijection from G to itself. Using the definition
of an invertible arrow in a category, it is easy to see that invg(invg(vy)) = 7. A nicer way to denote
the inverse of v is y~!. As an element and its inverse are composable, we have sg(v) = rg(y™!)
and 7¢(7) = sg(y~"). By definition, y77! = s¢(v™!) = r¢(7) and 'y = r6(v7") = sa(7).

It is clear from the definition that, in general, two arrows in G need not be composable. Tiwo
arrows « and +' are composable if and only if sg(y) = rg(7'). The set of composable arrows is
denoted by G® or G x G. In particular, r¢(7) and + are composable, and so are v and sg(7).
Furthermore, r¢(v)y = vsa(v) = 7.

Below is the list of important maps which are related to a groupoid:

the inverse map: invg: G — G, this is a bijection with in\% =idg;

the range map: rg: G — G| this is a surjection;

the source map: sq: G — G, this is a surjection;

the unit map: Utg: G) — G, this is an injection;

the multiplication map: m: G — G sending (v,7') to their product 7'
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The relations between s, r¢ and invg are:
i) rq¢ = sg oinvg,

i) sg¢ = rg oinvg.

A notation: Let G be a groupoid. For A, B C G define

Gh={veG:ra(y) € A} =rg'(A),
Ga={1€G:sc(y) € A} = s5'(4),

GA=G NG ={yeG:rg(y) € Aand sg(v) € B},
Gla=G NGy,

Note that G| 4 is a groupoid. We call it the restriction of G to A. When A = {u} and B = {v} are
singletons, we write G*, G, and G* instead of G{"}, Gy and Gg}% , respectively. For u € GO, G¥
is a group. It is called the isotropy group at w.

Definition 1.1.2. The following are the definitions of topological and Borel groupoids:

I. a topological groupoid is a groupoid G with topologies on the sets G and G(©) such that all
the maps listed above are continuous maps;

2. a Borel groupoid is a groupoid G with Borel structures on the sets G and G(°) such that all
the maps described above are Borel maps.

Since G() < G is a topological (or Borel) embedding, we view G(?) as a topological (or Borel)
subspace of G. We give a few examples of topological groupoids. With some obvious changes, they
can be used as examples of Borel groupoids.

Example 1.1.3. Let G be a topological group and let e € G denote the identity element in G. The
group G is a topological groupoid. For this groupoid, G(*) = {e}, G = G and the composition of

arrows is the group multiplication.

Example 1.1.4. A space X is a groupoid. In this groupoid, X© = X and if z,y € X© are units then
there is no arrow from x to y if  # y. The only arrows are the identity arrows.

Example 1.1.5 (Example 1.2.a in [33]). For a right action of a topological group G on a space X, the
transformation group X x G is a topological groupoid. It is also called a transformation groupoid for
a group action. In X x G, the space of units is (X x G)® = X x {e}. Very often X x {e} is identified
with X. We also do so. Two arrows (z,7), (y,1) € X x G are composable if and only if zy =y,
and then (x,7)(zv,n) = (z,7vn). The inverse of (z,7) is (z7y,7 1), and sxuc((z,7)) = (z7,e),
rxxc((z,7)) = (z,e).

Example can be modified for a left G-space X to get G x X.
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1.2 Proper actions and quotients

Let X, Y and Z be spaces and let f: X — Z and g: Y — Z be maps. The fibre product of X and
Y on Z along the maps f and g is the set {(z,y) € X xY : f(z) = g(y)}, which is denoted by
X x574Y or X xs,Y, when the space Z is clear from the context.

Definition 1.2.1 (Left action of a groupoid on a set). Let G be a groupoid and let X be a set. A left
action of G on X is given by a pair (rx,a), where ry: X — G isamap and a: G x5 X — X
is a map from the fibre product over G for the source map s¢ and 7x such that

i) a(y,z) =z for all y € GO,
i) if (v,7) € G® and (sq(v),rx(2)) € G Xsoryx X, then (y,a(v,2)) € G Xsury X and
a(y,a(y', 7)) = a(yy, ).

The map rx is called the momentum map or the anchor map for the action. When (v,z) €
G X545y X we call v and  composable.

When G is a topological (or Borel) groupoid, X is a topological (respectively, Borel) space and
rx and a are continuous (respectively, Borel) maps, the action is called a continuous (respectively
Borel) action and we say that X is a left G-space. A right (set-theoretic, continuous or Borel)
action of G on X can be defined similarly, and then we call X a right G-space.

Our work uses continuous actions most of the time. Hence the word action will stand for a
continuous action from now on. We shall explicitly mention when the action is not continuous.

Remark 1.2.2. In the literature, the momentum map for a continuous action is often assumed to be
surjective or open. We ask for none of these conditions.

A convention: Since we shall not come across any case where there are more than one different
left (right) action of a groupoid G on a space X, we denote the momentum map by rx (respectively,
sx). When we write ‘X is a left (right) G-space’ without specifying the momentum map, the
above convention will be tacitly assumed and then in such instances, the momentum map is rx
(respectively, sx).

A notation: Let X, Y and Z be spaces and let f: X — Z and ¢g: Y — Z be maps. When the
maps f and g are obvious from the context, we denote the fibre product X x¢ 7, Y either by
X xzY or by X «Y. The sets G X4, X and X X, ., G in the discussion above will be written
as G x X and X x G, respectively.
A notation: Let X be a left G-space and let A C G(9). Define

XA ={zecX rx(z) € A} =r(A).
If X is a right G-space, then we define

Xa={re X :sx(x)c A} =5 (A).

If A= {u} is singleton, then we write X* and X, for X{*} and X {u}» respectively.
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A notation: Let X be a left G-space. For subsets K C G and A C X with s¢(K) Nrx(A) # 0,
define KA = {yz:v € K,z € Aand (v,z) € Gx X}. If s¢(K)Nrx(A) =0, then AK = (. By
an abuse of notation, for z € X we write Kz instead of K{z}. The meaning of vA for v € G is
similar. For a right action, we define AK, xK, A~ similarly.

Definition 1.2.3. Let G be a groupoid, X and Y left G-spaces and 7: X — Y a map. We call 7 a
G-map or a G-equivariant map if, for all (v,z2) € G+ X, (y,7(z)) € G*Y and 7(yz) = yn(z).

Recall that a map f: X — Y is proper if the inverse image of every compact set in Y under f
is a compact set in X.

Definition 1.2.4. Let X be a left G-space.
i) The action of G on X is proper if the map V: G*x X — X x X, (v,z) — (yz,x), is proper.
ii) The action is free if the map ¥ above is injective.
When the action of G on X is proper, we call X a proper G-space.

Definition 1.2.5 (Bispace). Let G and H be groupoids. A G-H -bispace is a space X with a left
action of G and a right action of H such that for all y € G, x € X and n € H with sg(v) = rx(z)
and sx(z) = rg(n) we have sx(vx) = sx(x), rx(xn) = rx(z), and

(yz)n = ~y(zn).

Note that in Definition [l.2.5] the momentum maps ry and sy are part of the data. These
momentum maps come with the actions of G and H.

Example 1.2.6. Let G be a group and let X be a space. If G is given its groupoid structure as
in Example then Definition reduces to the usual definition of an action of the group G
on X. Conversely, assume that a group G acts on X from the left. Let e € G be the identity
element. Take the constant map from X to e as the momentum map and define a: G x X — X by
a(vy,z) = v - x. This data satisfies the conditions in Definition Thus for a group G, an action
of G as a group and groupoid means the same.

Example 1.2.7. If Y and X are spaces and Y is thought of as a groupoid as in Example then
an action of Y on X is a continuous map sx: X — Y with an action map a. As Y has only the
identity arrows, the only choice for a: Y * X — X is a(y,z) = x. Now an easy claim to prove is:
an action of the groupoid Y on X is same as a continuous map from X to Y.

Example 1.2.8. Let G be a groupoid. Then the multiplication from the left by v € G on G*¢() is
an action of G on itself. Clearly, the momentum map for this action is rq. This is called the left
multiplication action. The right multiplication action is defined similarly. The space G equipped
with the left and right actions is a G-G-bispace.

Example 1.2.9. G acts on G from the right (and left). The momentum map for the action is the
identity map on G(). The action is rq(7)y = sa(7) (or ysq(y) = ra(7), respectively). However,
GO is not a G-G-bispace with these actions.
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Example 1.2.10. If G is a groupoid and X is a right G-space, then similar to the group case as in
Example one can construct the transformation groupoid X x G. The base space of this groupoid
is X * G\% which is homeomorphic to X via the map (z, sx(x)) — x. The arrow space is X * G.
Two arrows (z,7), (y,n) € X x G are composable if and only if xy =y, and (x,v)(zv,n) = (z,n).
The inverse of (x,7) is (xv,77!). It can be checked now that sx«g((z,7)) = (z7,s5(7)) and
rxwa((x,7)) = (x,rc(7v)). Example is a special case of this construction.

Let H be a topological groupoid and X a left H-space. When the action of H is proper, the
quotient space X/H inherits many good topological properties from X. We discuss this inheritance
of properties in the rest of the section. The quotient map X — X/H will be denoted by px.

A subset of a topological space is relatively compact if the closure is compact.

Hypothesis: For the rest of the section, all the groupoids are topological groupoids and actions
are continuous actions. Furthermore all topological spaces, including topological groupoids, are
locally compact and Hausdorff, unless stated otherwise.

Lemma 1.2.11. Let X, Y be spaces and f: X — Y an open surjection.
i) For a compact K C 'Y, there is a compact K' C X with f(K') = K.

ii) Let{y;}icr be anetinY withy; — f(x). Then there is a subnet {yr, }men and a net {xm, }menm
indexed by the same set which converges to x in X, and which satisfies f(xy,) = yr,,-

Proof. (i). Let {U,} be a covering of f~1(K), where each U, is a relatively compact open set.
Then {f(Uas)} is an open cover of K. Let f(U,,),...,f(Ua,) be a finite cover of K. Then
( A Uai) N f~Y(K) is the required compact set K'.

(ii). See [44, Proposition 1.15]. The proposition is a stronger result which states that if (i) holds
for amap f: X — Y, then f is open. O

Let X be a right H-space. Define ¥: X «x H — X x X by U(z,n) = (z,zn).
Remark 1.2.12. For A C X, AH is called the saturation of A for the action of H. If B C X and
B = BH, then B is called a saturated subset. Note that py' (px(A)) = AH. Also, by the definition
of the quotient topology, px(A) C X/H is open (or closed) if and only if AH C X is open (or
closed, respectively).

Lemma 1.2.13. Let H be a groupoid. Then the range map ry: H — H9) s open if and only if for
every right H-space X the quotient map px: X — X/H is open.

Proof. Let U C X be open. We show that X — UH is closed. If X — UH = (), we are done. So
assume X — UH # () and let {x;};er be a convergent net in X — UH. We show that the net cannot
converge to a point in UH.

Assume the contrary, that is, say, z; — zn and 2n € UH. Due to the continuity of the momentum
map, sx(x;) = sx(xn) = sq(n). Since sg is an open surjection, there is a convergent net {n;};es
with sg(n;) = sx(x;) for a subnet {z;} of {z;} and n; — n. Then by Lemma a:jnj_l —zel.
As U is open, {xjnj_l}jeJ is ultimately in U. By an abuse of notation, instead of taking a tail of
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J, we write that {xjnj_l}jeJ is in U. But then {(:cjnj_l)nj = .’Ej(?’]j_lnj)}jej is a subnet of {z;}icr,
which is in UH. This contradicts our hypothesis. Hence the limit of {x;};c; must be in X — UH.
Conversely, let px: X — X/H be open for any right H-space X. Specifically for the right

multiplication action of H on itself, py: H — H/H is open. The quotient H/H here is obtained
from the equivalence relation = ~ y if and only if zn = y for some n € H.

The range map, r: H — H© induces an equivalence relation: = ~ y if and only if 7y (z) =
ru(y). If x ~ y, then 2 ~' y. Conversely, if z ~' y, then z(z7'y) = y and hence x ~ y. Hence the
quotient map induced by ~ and ~' is the same map, namely, pg.

Let [ry]: H/H — H© be the (continuous) bijection induced by 7. We claim that [ry] is a
homeomorphism, which will imply that it is an open map. To see this, we observe that the unit
map Uty : HO — H is continuous and py o Uty is the inverse of [ry], which is clearly continuous.
But [rg]| o pgr = ry. Hence ry is open. O

Remark 1.2.14. The proof of Lemma [l.2.13| does not need that the momentum map sx is a surjection.

Remark 1.2.15. Let H be a groupoid and S a Haar system on H (see Definition [l.3.3), then
Corollary says that the range and source maps for H are open. Thus the hypothesis for
Lemma [1.2.13| is satisfied. Hence if X is an H-space, the quotient map X — X/H is open.

Lemma 1.2.16. Let X be an H-spaceV: X «H — X x X be the map (xz,n) — (x,xn). The conditions
(i)-(iv) are equivalent and (i) implies (v), where:

(i) the action is proper;
(ii) the transformation groupoid X x H is a proper groupoid;
(iii) given a compact subset K C X, the set U, (K) = {n€ H: K -nNK # 0} is compact;
(iv) for all compact sets K C X, U5 ' (K) is relatively compact in H;
(v) VU is a closed map.

Proof. (i) <= (ii) is a direct consequence of the definition of a proper action.

(i) = (iii): We note that U;(K) = U~1(K x K), hence it is compact.

(iii) = (i): Let K C X be compact and let p; be projections on the i-th factor of X x X for
i = 1,2. Due to the continuity, ¥~ (K) is closed and ¥~1(K) C ;! (p;(K) Upa(K)), which is
compact.

(iii) == (iv) is obvious.

(iv) = (iii): Let U5 '(K) be relatively compact for K C X compact. Due to the continuity of ¥,
U5 1 (K) is closed. Hence U5 '(K) = U5 (K) is compact.

This proves that the conditions (i)-(iv) are equivalent.

(i) = (v): Let F C X % H be a closed set and m; the projection on the i-th factor from X x H for
i=1,2. Let a € X x X \ U(F). We want to find a neighbourhood of a disjoint from ¥(F'). Let K
be an open neighbourhood of a with K compact. Such K exists because X x X is locally compact.
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Then U~1(K) is compact, so FNU~}(K) C X * H is a compact set. Now U(FN¥1(K)) C X x X
is compact and hence closed. But ¥(FN¥~!(K)) = ¥(F)N K. Hence K \ (¥(F) N K) is an open
neighbourhood of a. O

Remark 1.2.17. (i) of Lemma [1.2.16| gives that G'is proper if and only if the action of G on G©) from
Example is proper.

Lemma 1.2.18. If X is a proper H -space, then KH C X is closed for all K C X compact.

Proof. Let K C X compact and let z € X — KH. Let V C X be an open neighbourhood of z
with V' compact; such a neighbourhood exists since X is locally compact and Hausdorff. Let
U: X«H — X xX beasin Lemma Since the action of H on X is proper, U"1(K xV) C X*H
is compact. ¥1(K x V) = () implies that KH NV = (), hence V is an open neighbourhood of =
which is disjoint from KH.

Now assume that U= (K x V) # (). Let 7g: X * H — H be the projection. Then 7wy (¥~1(K x
V)) C H is compact, since the projection 7y is continuous and ¥ is closed (Lemma . Now the
continuity of the action gives that K - 75, (W~!(K x V)) C X is compact and hence closed. Thus
2 €V — K- 15 (YK x V)) # () is an open neighbourhood of = which is disjoint from KH. [

Proposition 1.2.19. Let X be an H-space and ri open. If H acts properly, then the quotient space,
X/H, is locally compact Hausdorff.

Proof. First we show that X/H is Hausdorff. Let [z],[y] € X/H be distinct points. Choose
representatives z,y € X of these points, respectively. Let U, V' C X be open and disjoint
neighbourhood of = and y, respectively. As 2H and yH are closed in X (see Lemma [L.2.18), we can
replace U’ by U’ — yH and V' by V' — 2 H and assume that U’ does not intersect the orbit of y
and V' does not intersect the orbit of z. Let U C U’ and V C V' be open and relatively compact
neighbourhoods of x and y, respectively, with U C U’ and V C V'. Then U and V are disjoint
compact sets.

Note that = ¢ V H, because if it is, then (xH NV) # (0. But (tHNV) C (zH NV') = (). Define
A= (UH —VH). Then z € A # (), and A is open by Lemma Using a similar argument we
can see that B := (VH — UH) is an open neighbourhood of y.

ANVH = { by definition, and B C VH, so AN B = 0.

We have proved that AH N BH = (). Lemma implies that px(A) and px(B) are open
neighbourhoods of [z] and [y], and AH N BH = {) is equivalent to px(A) Npx(B) = 0.

Now we prove that X/H is locally compact. For a given [z] € X/H we produce an open
neighbourhood of [z] whose closure is compact. Let U C X be a relatively compact open
neighbourhood of z € X. Then px(U) is an open neighbourhood of [z]. We prove that px (U) =
px (U), where the latter set is compact. Thus px(U) is the required neighbourhood of [z].

The continuity of px gives px(U) C px(U). We prove the converse inclusion. Due to
Lemma px (px(U)) = UH C X is closed, hence px(U) is closed, by the definition of a

closed set in X/H. But px(U) 2 px(U), hence px(U) 2 px(U). O

Corollary 1.2.20. If X is second countable, then under the same hypotheses as in Proposition
X/H is second countable and paracompact.
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Proof. The open image of a second countable set is second countable. And every second countable
locally compact Hausdorft space is paracompact. Here is a proof for the claim that every second
countable locally compact Hausdorff space is paracompact: Let X be a locally compact Hausdorft
second countable space. Then X is regular. To see this, let x € X be a point and let C C X be a
closed set that does not contain . Then X — C is an open neighbourhood of z. Since X is locally
compact, Hausdorff there is an open neighbourhood U C X — C' of z with U compact. Thus U and
X — U are open neighbourhoods of z and C' which are disjoint.

Urysohn metrization theorem ( [30, Theorem 34.1]) says that every regular space with countable
basis is metrizable, hence X is metrizable. By the theorem of Stone ( [40, Corollary 1]) we conclude
that X is paracompact. O

1.3 Proper actions and families of measures

The analogue of the Haar measure on a locally compact group is given by a Haar system in the
theory of groupoids. A Haar system on a groupoid is a special type of continuous family of measures
along the range map. We discuss continuous families of measures in the beginning of this section.
The latter part of the section deals with the behaviour of families of measures under quotients
by proper actions. If X and Y are proper H-spaces and ) is a continuous family of measures
along a continuous map 7: X — Y, which need not be surjective, then we show that X induces a
continuous family of measures along the map [r]: X/H — Y/H. This result is proved for a free
and proper action in [34].

In the last part, given a proper groupoid with a Haar system, we construct an invariant
continuous family of probability measures along the range map, but this family need not have full
support. A group G is a proper groupoid if and only if G is compact. Hence the Haar measure
on G may be modified to a probability measure. The result we prove is an analogue of this fact.

In the literature, invariance of families of measures means left invariance. However, our main
theorems are concerned with right invariance. Hence we discuss right invariant families of measures.
Indeed, similar results hold for left invariant families of measures. We shall use the left invariant
analogues of our definitions while discussing representation theory:.

A hypothesis and a convention: All the measures we deal with are assumed to be o-finite
positive Radon measures. We do not differentiate between a measure on a space X and the
corresponding Riesz functional on C.(X). We use the same notation for both.

Definition 1.3.1 (Invariant continuous family of measures). Let X and Y be right H-spaces for a
groupoid H and let 7: X — Y be an H-equivariant continuous map. An H -invariant continuous
Jamily of measures along 7 is a family of Radon measures A = {\,},cy such thatﬂ

i) each A\, is defined on 71 (y);
ii) (invariance) for all composable pairs (y,n) € Y x H, the condition A\yn = X, holds;

iii) (continuity condition) for f € C.(X) the function A(f)(y) := [

1(y) fdAy onY is continuous.

'Indeed, for X, = () we assume that \, is the empty measure.
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We clarify that in the above definition the measure A\, is given by [ fdA\yn = [ f(zn)d\,(z)
for f € By (X).

Let X and Y be Borel spaces, let H be a Borel groupoid, let the actions be Borel and let 7 be
a Borel map. Then X is called an H-invariant Borel family of measures if the continuity condition
above is replaced by the condition

iii’) for every compactly supported f € B4 (X), the function A(f) is Borel.

(For the continuous case as well as the Borel case) if for each y € Y, supp()\,) = 771 (y), we
say the family of measures A has full support. Depending on the case, if there is a continuous or
Borel function f on X with A(f) =1 on 7(X), we say that X is proper. Lemma L.1.2 in [l] says
that in the continuous case A is proper if and only if A\, # 0 for all y € Y. Hence if A is continuous
and has full support, then X is proper.

In the whole document we assume that given a family of measures A = {\,}, each A\, # 0. In
the continuous case this means that \ is proper. Some of the results in this chapter hold without
this assumption. But we do not assume that they have full support.

Let Pt be the trivial point group(oid). If X and Y are spaces and 7: X — Y is a continuous map,
then 7 is a Pt-equivariant map between Pt-spaces. A continuous Pt-invariant family of measures
along 7 is simply called a continuous family of measures along m. The nomenclature for the Borel
case is analogous.

Most of the families of measures we come across are continuous. Hence we drop the word
continuous and simply say that A is an H-invariant family of measures. We shall write it explicitly
when a family of measures is Borel.

If X and Y are left H-spaces and 7 is an H-equivariant map from X to Y, then we can define
an H-equivariant family of measures {\Y},cy in a similar fashion.

Remark 1.3.2. When 7 is a continuous surjection and A has full support, some of the definitions of
a continuous family of measures in the literature demand that A: C.(X) — C.(Y) is a surjection.

This assumption is redundant because of Lemma [1.3.16 below.

A convention: We denote families of measures by small Greek letters. For a given family of
measures, the corresponding integration function that appears in the continuity condition in
Definition [.3.] will be denoted by the Greek upper case letter used to denote the family of measures.
For o, 8 and p it will be A, B and M, respectively. Proposition is the only exception to this
convention, where (by mistake) we have (ended up in denoting) two families of measures by m and
p and we write M and p for the corresponding functions induced between the function spaces.

Definition 1.3.3. l. Let H be a groupoid, X a left H-space. An H-invariant continuous family
of measures along the momentum map rx is called a left H -invariant continuous_family of
measures on X. A right H -invariant continuous family of measures on X is defined analogously.

2. For a groupoid H, a Haar system on H is a left H-invariant continuous family of measures
with full support on H for the left multiplication action of H on itself.

Unlike the group case, a second countable, locally compact, Hausdorff groupoid need not carry
a Haar system, and Haar systems are usually not unique (see Examples [.3.13| and [1.3.14).
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Nearly a year after formulating Definition we came across Renault’s paper [34], where he
defines the same notion. Renault calls it ‘w-systéme’.

If § is a Haar system on H, we call the pair (H, () ‘a groupoid with Haar system’. We shall be
working with groupoids with Haar systems most of the time.

Lemma 1.3.4. Let H be a groupoid, let m: X — Y be a continuous H-map between the H -spaces X
andY and let X be a continuous_family of measures along . If A\, bas full support for all y € w(X),
then m is an open map onto its image.

Proof. Consider the map 7: X — m(X) and then the proof is same as the proof of Proposition
2.2.1 in [3l]. O

Corollary 1.3.5. If (H, ) is a groupoid with a Haar system, then the range and source maps are
open.

Proof. Lemma implies that the range map rp is open. Since sy = ry oinvy and invy is a
homeomorphism, sy is open. O

We give a few examples of groupoids with Haar systems and invariant families of measures.

Example 1.3.6. Let G be a locally compact group. Then a Haar measure on G is a Haar system
on G.

Example 1.3.7. 1f a space X is thought of as a groupoid, then the set of Dirac delta measures at
each point {J,},cx is a Haar system for the groupoid X.

Example 1.3.8. For a group H and an H-space X, any H-invariant measure on X is an H-invariant
family of measures on X.

Example 1.3.9. Here is a special case of the previous example: let (X, \) be a measure space. Then
A is a system of measures for the action of the point groupoid {Pt} on X.

Example 1.3.10. Let H be a locally compact group with a Haar measure f3, let X be a right H-space
and let X x H be the corresponding transformation groupoid discussed in Example Then
(X xH)* =H for all x € (X x H)(O) and the measure 8 along each fibre is a Haar system for
X xH.

Example 1.3.11. Let (G, «) be a pair consisting of a groupoid and a Haar system for it. Let X be a right
G-space. Let X x G be the transformation groupoid as in Example [1.2.10] For x € X = (X x G)(O)
define the measure a* on (X x G)* = G*x(*) by

[ gaar= [ fm)de@i)
(XxG)® Gox (@)

for f € Co(X % G). Then a = {a*},ecx is a Haar system for X x G.

Example 1.3.12. Let G be a groupoid and « a Haar system on G. We get a right invariant family
of measures on G using . This family is denoted by a~'. For v € G and f € C.(G), o'

S (S
defined as follows:

/Gufda;1 :/fOindea“ :/Gu f(’Y_l)da“(y).

When G is a group, we have a~! = Ag a, where Ag is the modular function of G.
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Example 1.3.13 (A groupoid that does not have a Haar system). Let G = [0,1/2] x RU[1/2,1] x {0} C
[0,1] x R. We equip G with the subspace topology from R? and define the groupoid structure on
G by:

) GO =10,1] x {0} = [0,1];

ii) rG = sg = m1, where m: G — [0, 1] is the projection map (note that for u € [0,1], r5'(u) =
sg'(u) is either R or {0});

i) for (u, ), (u,y) € G, define (u,z)(u,y) = (u,x +y).

Then G is a topological groupoid.

Let L = {(z,z) : # € R} N G. Denote the Euclidean metric on G C R? by d and let
B(L,1/10) = {y € G : d(v, L) < 1/10}. Being a closed subset of the normal space R?, G is normal.
Using this normality, extend the constant function 1 on L to a non-negative function f in C.(G)
with f = 0 outside B(L, 1/8).

Let A = {\“},¢[0,1) be any family of measures along ¢ with full support. Then

wol2 1250

Thus A(f) is not continuous at u = 1/2, at least, since lim,,_,; o~ A(f) = 0 # A(f)(1/2) > 0.
Here lim,,_,; o~ A(f) stands for the limit of A(f) from the right.

Example 1.3.14 (A compact groupoid that does not have a Haar system). Let Z/2Z = {0,1} be the
cyclic group of order 2. Let G = [0,1/2] x Z/2Z U [1/2,1] x {0} C R? be subspace. We make G
into a groupoid using the following data and operations

i) GO =0,1] x {0} =~ [0, 1];
i) rq = sqg = m, where m;: G — [0, 1] is the projection map;

iii) for u € [0,1], 75 (u) = sg'(u) is either Z/27Z or {0}. Using the group structure on the fibres
for (u,x), (u,y) € G, define (u,z)(u,y) = (u,x + y).

This is a bundle of groups with fibre either Z/2Z or the trivial group. Then G is a compact
topological groupoid.

Let A be any invariant continuous family of measures with full support. Then \* is a Haar
measure on 7' (u), hence A" is the discrete measure with the weight A(c)(u) # 0 where c is the
constant function 1. The continuity of A gives that A(c) is continuous. Thus A(c) is a continuous
positive function of G.

Since G is compact, C.(G) = C(G). Let A =[0,1] x{0} and B = [0,1/2] x {1}. Then x4 and xp
which are the characteristic function of A and B, respectively, are continuous on G. Furthermore,
XA + xB = Xa- Due to the continuity of A, A(x4),A(xp) and A(x¢q) are continuous functions on
0,1] = G with A(x¢)(u) > 0 for all u € [0,1]. It can be checked that

SAG@) (1) = AGa)(w) = A(xp)(w) for u € [0,1/2], and
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%A(X(;)(u) = A(xa)(u) and A(xp)(u) =0 for u € (1/2,1].

But now A(xp) is not continuous at 1/2, since lim,_,;/5- (A(xp)) = 0 # A(x5(1/2)) > 0. This
is a contradiction which arose because we assumed that A is an invariant continuous family of
measures with full support.

Example 1.3.15 (A groupoid with many Haar systems). Let X be a space and let x4 and v be two non-
equivalent Radon measures on X. Construct the groupoid G of the trivial equivalence relation on
X. Then G© = X, G = X x X, s¢ = 7 and r¢ = 71, where 7 and 7y are the projection maps
from X x X to X on the first and the second factors, respectively. The arrows (z,y), (w,2) € G
are composable if and only if y = w and (z,y)(y, 2) = (, 2). For (z,y) € G, (z,y)~! = (y,z).

For u € GO, r5!(u) = X. For each u € X put A} = p and let \; = {\{},ex. Then (X, ) is a
groupoid with Haar system. Similarly (X, A2) is a groupoid with Haar system, where \§ = v for
all w € X. For no x € GO, \¥ ~ ).

Let X and Y be right H-spaces and 7: X — Y an H-equivariant map. As before, we denote
the quotient of X by the action of H by X/H. For z € X the equivalence class of z in X/H is
denoted by [z]. The map 7 induces a map from X/H to Y/H, which we denote by [r].

Lemma 1.3.16 (Lemma L1, [34]). Let X andY be spaces, let m: X — Y be an open surjection and let
A be a family of measures with full support along w. For every open U C X and for a non-negative
function g € C.(m(U)), there is a non-negative function f € C.(U) with A(f) = g.

Lemma 1.3.17 (Lemma 1.2, [34]). Let X, Y and Z be spaces, let m and T be open surjections from X
andY to Z, respectively. Let ma denote the projection from the fibre product X =Y onto the second
factorY. Assume that for each z € Z, there is a measure \, on w~1(z). For eachy € Y define the
measure Az, = \r(y) X 8y, where 6, is the point-mass at y. Then X is continuous if and only if Ay is
continuous.

Lemma 1.3.18 (Lemma 1.3, [34]). Let X and Y be right H -spaces, let both actions of H be free and
proper and let m: X —'Y be an open surjection.

7(y)

i) An H -invariant continuous _family of measures A\ along 7 induces a continuous family of
measures [\ along the induced map [r|: X/H — Y/H, where [\] is given by the formula

[ £ant = [ (el axa).
Let [A] denote the corresponding integration _function.

ii) Conversely, given a continuous_family of measures T along [r], there is a unique H -invariant
continuous family of measures \ along m with T = [\].

One of the goals of this section is to prove (i) of Lemma [l.3.18, when the action is proper but
not free and 7 is not an open surjection.

Let (H,B) be a groupoid with a Haar system and X a right H-space. For z € X define the
measure % on X x H*x(®) by

[ e = [ e dg @), (1:319)
X xHsx(®) Hsx (@)
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for f € C.(X x H). This is a special case of the family of measures on the fibre product X %Y in
Lemma [3.17

Lemma 1.3.20. Let (H,3) and X be as above.

(i) For F € Co(X % H), the function Bx(F): z — [ F(z,~)dp*x®)(v) is in Co(X).

(i) Let mx: X x H — X be the projection on X. Then the family of measures Bx = {3% }zex
along mx is continuous.

(iii) If X is a proper H-space and f € C.(X), then the function x — [ f(xzn)dB*x®)(n) is in
C.(X/H).

Proof. (i): We observe that due to the Stone-Weierstrafs Theorem, the subalgebra of C.(X x H)
generated by the set D :={f.-g: f € C.(X),g € C.(H)} is dense in C,(X * H) in the inductive
limit topology. Hence it is sufhicient to check the claim for a function in D. Let f-g = F € D. Let
h € C.(X) be a function with h|spp(r) = 1. Then hF € Co(X + H) and

Bx(hF)(z) = [ f(@)g(n) 48 n) = () Blg) (sx(2).

where B(g) € C.(H©®) by the continuity of 8. Since f € C.(X) and B(g) o sx € C(X), the
product is in C.(X). Here B: C.(H) — C.(H®) is the integration map in the continuity condition
in Definition [L3.1l

(ii): This is a consequence of (i) above.

(ii): Given f € C.(X), define F(z,v) = f(a). Since the action is proper, (iii) of Lemma
says that the set W5 (supp(f)) € H is compact. But supp(F) C (supp(f) X \Ilgl(supp(f))) , and
the latter set is compact. Hence F' € C.(X * H). Now we apply (i) of this lemma to F' to see that
the function h: x +— [ f(xn)dB*x®)(n) is continuous on X. It is not hard to see that h(z) = h(zn),
due to the invariance of the family 5. If p: X — X/H is the quotient map, then h o p is continuous
on X/H. Also supp(hop) C p(supp(h)), and p(supp(h)) C X/H is compact. O

Proposition 1.3.21. Let (H, 3) be a groupoid with a Haar system and X a proper right H -space.
For [z] € X/H define a measure Bgf] onxH C X by

/ Fdpl = / Flam) 4B @ (). (13.22)

Then Bx :={ ﬂg?]}[x]e x/H Is a well-defined continuous family of measures with full support along
the quotient map px: X — X/H.

Proof. Let z7y be a representative in the orbit of z. Then

[ £am s =0 ) = [ fan) dgreti=x@y)

due to the invariance of . Hence [Bx]® is well-defined for each [z] € X/H.
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The continuity of Sx follows from Lemma [1.3.20
Now we check that the support of ng] is exactly the orbit of . We use the contra-positive of

Lemma below. For every open neighbourhood z € V' C zH, we show that /Bg‘?(V) > 0. Let
W C X be open with V=W NzH. Let f € C.(W) be non-negative with f(z) > 0. Extend f by
zero outside W, so f € C.(X). Due to the properness of the action, the function ¢: H*x(®) — C
defined by ¢(n) = f(xn) lies in C.(H**®). Note that ¢ is non-zero because ¢(sx(z)) = f(z) > 0.

Now
/Vfdﬂm :/fd,@m :/st(x)qﬁdﬁ”f(x) > 0.

The first equality is because f = 0 outside W. The last inequality is due to the full support of
Bsx () ]

Lemma 1.3.23 (Characterisation of the support of a measure; Proposition 8, §2.3 Chapter IIl in [6]).
Let y1 be a measure on a locally compact (Hausdorff) space X. For every function f € C.(X) that is

zero on supp(u), p(f) = 0.

Let (H,(3) be a groupoid with a Haar system, X and Y proper H-spaces, 7: X — Y a
continuous map which need not be surjective. Let A := {\},cy be a continuous family of measures
along 7. We list the information we have:

i) a continuous family of measures along m, namely, X := {\Y},cy.

ii) Due to Lemma [1.3.20] we have the families of measures Sx and fy along the projections
mx: X*H — X and my: Y « H = Y, respectively.

iii) The H-invariant map 7 induces an obvious H-map 7 x Iy between the fibre products
X*xH—Y«*H, (nmxIg)(x,n) = (m(x),n). This map carries a family of measures A x § =

{N X 0y} (ymey«m, Where
[ raovxe,) = [ ramava)

for f € C.(X * H). A density argument as in Lemma |.3.20| can be used to see that this is
a continuous family of measures. Let A x A denote the integration function C.(X x H) —
C.(Y % H) induced by this family.

All this data is put in the diagram in Figure |l In this diagram, the symbols below the function
arrows stand for families of measures and the symbols on the top indicate the function.

Lemma 1.3.24. The diagram in Figure[l.] commutes at the level of measures, that is, for f € Co.(X*H),
By (A x A(f)) = A(Bx(f)).
Proof. The proof is a direct calculation and uses Fubini’s Theorem.

By(Ax AN = [ Ax A7) 3 D750 ()

://f(%v) AN () dpsx@=sy W=ra () (),
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7T><IH

X*H—>Y*H

nxléx wy&y
s

XﬁY.

Figure 1.1

Applying Fubini’s Theorem, the last term becomes

//f 2,7) dB X =) (1) ANV (& /BX ) A ()
= A(Bx(£)(y). O

We take the quotient by the H-action of each space in the commutative square in Figure [L]| and
the corresponding induced maps. We analyse the quotient spaces, maps and families of measures
below.

Bottom horizontal arrow:  In Figure [L.I} the bottom horizontal arrow of the square induces the map
[7]: X/H — Y/H. The family of measures X\ induces the family of measures [A] = {[}] [y}}[y]ey/ H
where

/ FAN® - / F([2]) AN (z (13.25)

We check that the integral on the left is well defined. Take yn € [y], then the invariance of A
gives AV = \V. If an € [z], then using the H-invariance of \ again, we get

/de—/f ) AN (z /f o)) AV (z /f ) dNY (2 /fd)\y

Left vertical arrow: The function [z,7] — zn induces a homeomorphism between (X x H)/H
and X. The inverse of this map is z +— [z, sx(z)]. Thus after taking the quotient by the H-action,
we get a map [rx|: X — X/H. With this identification, for z € X we get

[mx](2) = [mx]([z; sx (2)]) = [wx]([zn, su(n)]) = [2n] = [z] = px(z).
Thus [rx] = px, the quotient map.
As discussed earlier, the family of measures x induces a family of measures {[3 X]m}[x}e X/H>

which we denote by [Gx], along [rx] = px. We check that this family is exactly Bx. Here S is the
family of measures along the quotient map X — X/H defined in Proposition |l.3.21l For f € C.(X),

/f xn, sg(n [,BX] ([xn, s (n /f xn, s (n dﬂsx(m( )
= / f(zn) dpex@)(n) = / FdplE 1.3.26)
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From Proposition [1.3.2]} we know that [Gx] = fx is a continuous family of measures. Since

px is open and surjective (Remark [L2.15) and Sx has full support (Proposition [1.3.21), Lemma [.3.16
shows that the integration map [Bx]| = Bx: C.(X) — C.(X/H) is surjective.

Right vertical arrow:  Due to the similarity with the left vertical arrow, analogous results hold for
the right vertical arrow in Figure |l.I| and we get

i) [my] = py,
i) [By] = By,
iii) [By] = By: C.(Y) — C.(Y/H) is surjective.

Top vertical arrow: We quotient the top horizontal arrow of the square and identify (X*H)/H ~ X,
(Y« H)/H =Y as mentioned earlier. This gives [7 x Ig]| =m: X — Y and [A x 0] = A.

These computations give us Figure which is obtained by taking the quotients of all spaces,
maps and families of measures in Figure [L.

X ———v
Px=[7fx]lﬁx PY:[WY]\LBY

X/H % Y/H.

Figure 1.2

Proposition 1.3.27. Let X andY be proper H -spaces, let m: X — Y be a continuous surjection and
let X := {\},cy be a continuous family of measures along w. Then the induced family of measures,
A] == {[)\] [y]}[y]ey/ 1, is a continuous family of measures. If X has full support, then so does [A].

Proof. From the previous discussion, it is clear that [A] := {[}] [y]}[y}ey/ u is a well-defined family of
measures. We need to check the continuity. That is, for f € C.(X/H), the function [A](f) € C.(Y/H)
is continuous.

Let f € C.(X/H) and let F' € C.(X) be a function with [Bx|(F) = f.

Then

AN = AIABXIFD ) = [[ F(e) dlBx] ) axb o).
A careful computation yields [y o (A x §)] = [By] o [\ o 8] and [Ao Bx] = [A] o [Bx]. Using this
fact with the commutativity of the measures in Lemma we get
[A([Bx](F)) = [By](A(F)) = By (A(F)).

The last one clearly is continuous, as both A and fy are continuous.
It is not hard to see that [A] has full support if A has. This uses the commutativity of Figure
and the fact that Sx and Sy both have full support. O
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Here is one more result that tells us how to reduce a Haar system on a proper groupoid to a
family of probability measures. But the families of probability measures which we get using this
method need not have full support.

Lemma 1.3.28 (Lemma |, Appendix [ in [/]). Let X be a locally compact space, R an open equivalence
relation in X, such that the quotient space X /R is paracompact; let = be the canonical mapping of
X onto X/R. There is a continuous real-valued function F > 0 on X such that:

i) F is not identically zero on any equivalence class with respect to R;
ii) for every compact subset K of X/R, the intersection of 71 (K) with supp(F) is compact.

Lemma 1.3.29. If (G, «) is a Hausdorff, locally compact, second countable proper groupoid with a
Haar system, then there is a left invariant continuous family of probability measures on G (which

need not have full support).

Proof. Since G has a Haar system, the range map of G is open. Lemma|l.2.13| shows that the quotient
map m: GO — G\G© is open. Since G is iroper, G\G is paracompact by Corollary |.2.20)

This satisfies the hypotheses for Lemma [1.3.28} and gives us a function F' on GO such that F is
not identically zero on any G-orbit in G(*) and, for every compact K C G\G®) the intersection
supp(F) N7~ 1(K) is compact. Define h: G — R by,

hw) = [ Fosly) da'(y).

Property (ii) of F' from Lemma [1.3.28| and the full support condition of a* give h(u) > 0. To see
that h(u) < oo, notice that supp(F o sg) NG* C G is compact:

v € supp(Fosg) NG <= v €supp(Fosg)and v € GY = sg(v) € supp(F) and rg(vy) = u.
Thus if @ denotes the orbit of u € G(%), then supp(F o s¢) N G* C (s5* x rg')(supp(Fla) x {u}).

Property (ii) of F' from Lemma [.3.28| says that suppF | is compact. As G is a proper groupoid, the
set (sg' x rgt)(supp(F|a) x {u}) is compact. Hence supp(F o sg) NG is compact.

The function h is constant on the orbits of G(O). Put F’ = F/h, then
/ F' o sa(y) dat(y) = 1. (13.30)

Denote (F' o sg) o* by p*, then p := {p"} . is a family of probability measures on G. For
f € C.(G) define

[ o= [ £0) Fosa() da(a).
Gv G

The invariance of @ makes p a G-invariant family of measures. Let 77 € G, then a change of
variables shows that
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/ Flpy) dp*e ™ (y) = / Fy) F' o sa(v) dae™ (y) =
/f('Y) F'osg(n™y) da™e(y) = /f(’y) F'osq(vy) da’e¢™ () = /f(’y) dp"e ™ ()

for f € C.(GQ) because sg(n~1y) = sg(7). O

Remark 1.3.31. Lemma[[.3.29)implies that every proper groupoid with a Haar system is topologically
amenable. See Section E for the discussion. [l, Proposition 2.2.5] implies this lemma. But the
proposition is a much more general statement than the lemma, and both proofs are very different.

1.4 Cohomology for groupoids

A notion of cohomology for Borel groupoids is introduced in [43]. In [33], a continuous version of
the same cohomology is discussed. For our purposes, we need an equivariant continuous version
of this cohomology. In the present section, we develop equivariant cohomology for Borel and
continuous groupoids. However, in the following discussion the groupoids are assumed to be Borel
groupoids and the maps are Borel maps. The whole discussion goes through when the Borel
properties are replaced by the continuous properties. Which means, the discussion makes sense
when the groupoids are topological groupoids and all the maps involved are continuous.

Definition 1.4.1 (Action of a groupoid on another groupoid). A left action of a groupoid G on another
groupoid H is given by maps rgg: H — G and a: G+ H — H which satisfy the following
conditions:

i) if n,n" € H are composable, v € G with s¢(v) = rg,q(n) = ra,c(n), then a(y,n),a(y,n') € H
are composable and

a(y,m’) = aly,ma(y,1');
i) if u e GO, then a(u,n) =n for all n € H;

iii) if v,7" € G are composable, then (v,a(y’,n)) € G * H and
a(vy',n) = a(y,a(y',n))-

To simplify the notation, we write 7 - n or simply vn for a(vy,n). Then (i) and (ii) above read
v-(m') = (y-n)(y-n') and (') -n=~v- (v -n), respectively. We call the map rp ¢ the momentum
map for the action and a the action map. When the momentum map and the action map are
continuous (or Borel) the action is called continuous (or Borel, respectively).

As a subgroupoid H(®) C H is nothing but a space. And it is not hard to see that G acts on H©),
in the sense of Definition The momentum map in this case is g |0 and the action map is
a|gupr- It is then clear that GH® C H(©) because an element u in a groupoid is a unit if and only
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if u is composable with itself and u? = u. Hence if u € HO®), then v -u = - (uu) = (v - u)(y - u).
Thus v -u € HO,

When G is a group, our definition matches Definition 1.7 in [33, Chapter 1], which is the action
of a group on a groupoid by invertible functors. A proof of this fact is below.

Lemma 1.4.2. When G is a group, an action of G on H as in Definition[l.4.] above is the same as the
action in [33, Definition 1.7, Chapter 1], that there is a homomorphism ¢: G — Aut(H) which gives
the actions where Aut(H) is the set of all invertible functors from H to itself.

Proof. For v € G define ¢(v)(n) =~ -n.

We first prove that each ¢() is a functor from H to itself.

Note that an element u in a groupoid is a unit if and only if u is composable with itself and u? = w.
If u € GO, then ¢(7)(u) = () (un) = ¢(v)(u)p(7)(u) = (¢(7)(u))?. Hence for each unit u € HO),
¢(v)(u) € H is a unit. (i) of Definition gives that for each v € G, ¢(v)(n') = (7))o () (7).
This proves that ¢(v) is functor for each v € G.

Now we show that each of the ¢(7) is invertible. (ii) of Definition gives that v — ¢(v) is a
homomorphism. Use (iii) of Definition to see that ¢() is invertible:

o(Md(y ) = d(yy () = d(ra(v)(n) = n =1du(n).

Similarly, (v~ 1)¢(v) = Idgy. Thus ¢(y)™1 = ¢(y71). Hence ¢() € Aut(H).
It is routine to prove the converse, that is, an action of the group G on the groupoid H as

in [33] Definition 1.7, Chapter 1] satisfies Definition [L.4.]] O

A continuous (and Borel) version of Lemma can be proved along similar lines, merely by
adding continuity (or Borelness) of the action map and the momentum map and the continuity
(Borelness) of the group homomorphism ¢.

Example 1.4.3. Let G be a groupoid and H a space. Then as action of G on H is the same as an
action of G on H viewed as a groupoid. In this case, condition (i) in Definition is irrelevant
and Definition [.2.] and Definition [[4.J] match.

Example 1.4.4. Let m: V — X be a group bundle. The bundle can be viewed as a topological
groupoid H as follows: H® := X, H®) := V and the source and range maps are 7. For z € X,
ri () = syt (z) = m~Y(x) is a group. For v,v' € 77! (z) define the inverse of v to be v=! and the
composition of v and v’ to be v.v'. Also, the unit element section embeds H® into H(),

Example 1.4.5. Since a vector bundle 7: V' — X is a group bundle , the previous example implies
that a vector bundle is a groupoid. If X is a G-space, then the statement that the vector bundle
m: V — X is G-equivariant is equivalent to the statement that the groupoid G acts on groupoid of
the vector bundle.

Example 1.4.6. Let G and H be groupoids and let X be a G-H -bispace. Define an action of G on
the transformation groupoid X x H by ~(z,n) := (yx,n). The momentum map for this action is
(z,n) — rx(z) € GO, Let (xn,7), (x,n) € X x H be composable elements then (yan,n')(yz,n)
are composable and

v (@,m) -y (@n,n') = (yo,n)(yen,n') = (ye, ') = y(z,m').
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This verifies (i) of Definition m The other conditions are easy to check. Thus H acts on the
groupoid G x X in our sense. This is the main example for us.

Let H be a Borel groupoid and assume that H acts on a Borel groupoid G. Let G and G(V
have the usual meaning. For n = 2,3, ... define

G™ ={(70,- ,Tn-1) EGX G x -+ x G :5(7) =r(yis1) for 0 <i<n—1}.
n-times

Definition 1.4.7. Let G, H be Borel groupoids, let A be an abelian Borel group and let H act on
G. The A-valued H-invariant Borel cochain complex (BCy(G; A),d®) is defined as follows:

i) The abelian groups BCY, are:

(@) BCYL(G;A):={ f:G® = A: fis an H-invariant Borel map};
(b) for n > 0 BCH(G;A) == {f: G™ — A : f is an H-invariant Borel map and
f(0,-- -, m-1) =0if v; € GO for some 0 <i <n—1},

ii) the coboundary map d is:

() d°: BCY(G; A) — BCy(G; A) is d°(f)(v) = f(sc(7) — fra(v)),
(b) for n >0, d": BC%(G; A) — BCHG; A) is

dn(f)((’m: R 7'7”)) = f(717 e ,'Yn)

+ Z(—l)if(’yo, vy Yie1%Yiy - - - ,’Yn) + (—1)n+1f(’}/0, e ,’ynfl).
=1

The n-th cohomology group of this complex is the n-th H-invariant Borel cobomology of G for
n >0, and it is denoted by Hf | (G; A). By adding the action of H to all the maps and spaces,
the machinery and the results in [43] §] and §2] can be generalised to our setting.
Remark 1.4.8. Any H-invariant Borel function f on G(%) is a 0-cochain. A cochain f € BC%(G; A) is a
cocycle iff d°(f) = 0 which is true if f is constant on the orbits of G(?). A cochain k € BC},(G; A)
is a cocycle if k(v0) — k(vo71) + k(71) = 0 for all composable g and 71, which means that k is an
H -invariant Borel groupoid homomorphism.

We drop the suffixes B and Bor and write merely C% (G; A) and H}(G; A).
Remark 1.4.9. Let b,b' € C%(G; A) and A € CL(G; A) with d°(b) = d°(b') = A. Put ¢ = b— V.
Then for all v € G,

d’(b)(~) = d°(t) ()
b(sc (7)) = b(ra(v)) =V (sa(v)) = V' (ra(v))
b(sc(7) — V' (sa(v)) = b(ra(v)) — V' (ra(v))
c(sa(7)) = c(ra(v))

Thus b — ¥’ is a function on G0 /G.



22 CHAPTER I. LOCALLY COMPACT HAUSDORFF GROUPOIDS

Proposition 1.4.10. Let G be a proper groupoid and o a Haar system on G. Then every R-valued
I-cocycle is a coboundary, that is, H'(G;R) = 0.

Proof. Since G is a proper groupoid with a Haar system, Lemma [1.3.29| gives a family of probability
measures p = {p"}, . For a I-cocycle ¢: G — R the function

bw) = [ e()dp" (). uwe GO,

satisfies c = bor — bo s. To see this, let n € G and compute:

n)- O

Remark 1.4.11. Since p is a continuous family of measures, the proof works for both Borel and
continuous cohomology:.

1.5 Quasi-invariant measures

Let (G, ) be a (locally compact Hausdorff) groupoid with a Haar system. Then « is an invariant
family of measures along the range map. Using a we get a right invariant family of measures a!
along the source map by [ f(y)day'(y) = [ f(y 1) da¥(y) for all f € C.(G). Let X be a left
G-space and let u be a measure on X. We define a measure j10 ™! on the space G * X by

fd(poa™ / /GTX(I) 2) da"™ @) (y) dp(z)

for f € C.(G * X) Due to the Riesz representation theorem, we also write y o a~1(f) for the
integral [, fd(poa).

Definition 1.5.1 (Quasi-invariant measure). Let (G, «) be a groupoid with a Haar system and X
a G-space. A measure p on X is called (G, a)-quasi-invariant if po « and (po a) oinvgyx are
equivalent.

G*xX

In the above definition, invgy. x is the inverse function on the transformation groupoid G x X.
Thus for f € C.(G * X),

(woayoinv(n)= [ [ 10na"a)da O 0)du(a).
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Remark 1.5.2. It is a somewhat technical fact that a (G, a)-quasi-invariant measure y is G-invariant
if and only if the Radon-Nikodym derivative d(u o )/d(poa™t) =1 po a-almost everywhere on
G x X. A proof can be written using a density argument as in Lemma [[.3.20| and using Lemma [1.3.16

Remark 1.5.3. Let u € H® and let z € X be such that s(x) = u. As in [l] or [8], it can be shown
that the Radon-Nikodym derivative d(y o )/d(po a™1) is a o a-almost everywhere a groupoid
homomorphism from the transformation groupoid G' x X to R.

Let u be a measure on G(O). Then for the left action of G on G(°) we get the measure z 0« on
the whole of G:

poalf)= [ ] 1 dat) duw).

When the groupoid with the Haar measure (G, «) in the discussion is fixed, the standard
convention is that the phrase ‘u is a quasi-invariant measure’ means that p is a (G, «)-quasi-
invariant measure on G(°). When the Haar system on G is fixed, saying that u is a G-quasi-invariant
measure has the same meaning.

Definition 1.5.4 (A measured groupoid). A measured groupoid is a triple (G, a, 1) where G is a
groupoid, « is a Haar system on G and y is a quasi-invariant measure on G(©).

Definition 1.5.5 (Modular function). The modular function of a measured groupoid (G, a, i) is the
Radon-Nikodym derivative d(p o a)/d(p o a™1).

The reason to use the article the for the modular function is that if A and A’ are two modular
functions on G, then A = A’ ;1 0 a-almost everywhere. Due to Remark the modular function
is 41 o a-almost everywhere homomorphism of groupoids from G to R%. Let Ag,, denote the
modular function for a measured groupoid (G, a, ).

Remark 1.5.6. Remark says that Ag, is a 1 o a-almost everywhere homomorphism on G * X.
Furthermore, there is a Borel set U C GO with u(G® — U) = 0 such that AG,,,\Gg is a strict

Borel homomorphism, see [l, Appendix L.b].

Lemma 1.5.7. Let ju be a quasi-invariant measure on GO, If i/ ~ p, then pi! is also quasi-invariant

and .
dp/ du/ -
AG,,u’ = <du o rg> . AG# . (d,u o Sg> .

Proof. For the above value of A, one can directly compute that [ fd(¢/ ca™') = [ fAgd(p o
Q). O
1.6 Representations of groupoids and groupoid C*-algebras

Definition 1.6.1 (Borel Hilbert bundle). Let X be a space, H = {H,}.cx a family of separable
Hilbert spaces and p: H — X the projection map. We call (H, ) a Borel Hilbert bundle over X if

i) H carries a Borel structure and the projection map p is a Borel map,
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ii) there is a sequence of sections {(,} such that

a) the map ¢,: H — C sending (x,h) — (C,(x) , h) is Borel for each n;
b) the map = — (¢, (), Gn(x)) is Borel for each n and m;

c) the functions ¢, and 7 separate points of H.

The sequence {(,} is called a_fundamental sequence for the bundle (H,p). Two Borel Hilbert
bundles (H,p) and (H’,p’) are said to be isomorphic if there is a Borel isomorphism ¢': H — H’
such that for each z € X, ¢': H, — H!, is a unitary operator.

A section ( is called Borel if the function = +— ((,(z) , ((x)) is Borel for all n. Let x be a (Borel)
measure on X. Then the set

LEX,p;H) ={¢ €T(X;H) : ¢ is measurable and u({¢, ¢)) < oo}

is a Hilbert space under the obvious operations. We call this space the Hilbert space of u-square-
integrable sections of (H,p). An element of £2(X, ju; H) is called a pu-square-integrable section.

Let (G, ) be a groupoid with Haar system. Denote G * G = G'x ., »oG and let o denote the
family of product measures {a; ! x o}, .0 on G xG.

Definition 1.6.2 (Borel G-Hilbert bundle, Definition 1.6 Chapter II [33]). For a groupoid with a Haar
system (G, ) a Borel G-Hilbert bundle is a triple (#,p, 7), where (H,p) is a Borel Hilbert bundle
over GO and 7 is an assignment 7: v — 7(y) € U (Hs(y)> Hr(y)) satisfying the following conditions:

i) for u € GO 7(u) = Idy,;

i) if v and 4/ are composable then 7(yy') = w(y)7(y) o

i) 7(7)* =7(v7") o

iv) v = (m(7)(Cos(y)),nor(y)) is Bore for every pair of Borel sections ¢ and 7.

Now let 11 be a quasi-invariant measure on G(*). Then we define yi-measurable Hilbert bundles
over G and p-measurable G-Hilbert bundles in a similar fashion; we replace “Borel” by “u-
measurable” everywhere in Definitions and and require the identities in Definition to
only hold almost everywhere with respect to the appropriate measure j, oo™t or po (a™!*a),
where a~! % a is the family of measures o' x o* for u € G along the map G * G — G,
(v,m) — sa(v) = rq(n). Moreover, an isomorphism between two p-measurable G-Hilbert bundles
is only required to be defined and well-behaved almost everywhere.

We call two p-measurable G-Hilbert bundles (H, p, ) and (H',p’, 7’") isomorphic if there is an

isomorphism ¢: H — H' such that 7'(y) - ¢ o s(y) = ¢ or(y) - 7w(y) po a-almost everywhere.

Now we discuss the representation theory for groupoids. More precisely, the representation
theory for locally compact groupoids with Haar system. For this discussion, our main references
are [33] and [34]. Though in both of them Renault proves a disintegration theorem for groupoids,
the topological hypotheses are drastically different. In [33], the topology on the groupoids is
Hausdorff, locally compact ( [33, Page 16, Chapter 1, Section 2] and second countable ( [33, Page
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64, Chapter 2, Section 1]). There is a very technical assumption about the Borel structure of the
groupoids. We discuss this theory in Subsection [L.6.1]

In the later work [34], Renault gets rid of the technical assumption, the second countability and
he worked with locally Hausdorff spaces. Thus this is a very general setting and it is a strong
result. We discuss this theory in Subsection [.6.3]

We use the latter form [34] of the disintegration theorem. Hence the reader might find some
hypotheses and cross references in Subsection not matching with the original reference,
namely, [33]. But still all the results are valid.

1.6.1 The representation theory-I

Definition 1.6.3 (Representation of a groupoid, Definition 2.1.6 [33]). A representation of a groupoid
with Haar system (G, «) is a quadruple (u, H,p, ) where p is a (G, a)-quasi-invariant measure
on G and (H,p, ) is a u-measurable G-Hilbert bundle.

Two representations (u, H,p,7) and (¢/, H',p/,7’) are equivalent if u is equivalent to p’ and
(H,p,m) and (H',p',7") are isomorphic G-Hilbert bundles 4 (and hence p/)-almost everywhere. If
¢ implements the isomorphism between (#,p, ) and (H',p’,7’), then there is an isomorphism

: L2(GO iy H) — L2(GO ) s H) given by
D(O)(w) = $(w)(¢(w) /15 ). (1.6.4)

When G is a group thought of as a groupoid, we have G(°) = {e}, here ¢ is the identity in G.
Hence a measurable G-Hilbert bundle is a unitary representation of G. In this case, the point mass
Jde at the unit e of G is a (G, «)-quasi-invariant measure and the modular function of the measured
groupoid (G, «, d.) is exactly the modular function of G. In this case, Definition gives us a

measurable unitary representation of G.

A convention: Most of the time, we drop the projection map of the G-Hilbert bundle and write
‘(u, H,m) is a representation of (G, «)’, instead of ‘(u, H, p, ) is a representation of (G, a)’.

One of the most important features in the theory of representations of groups is that given a
unitary representation of G there is a non-degenerate *-representation of the convolution algebra
C.(Q). This is one of the most important facts in the study of C*-algebras as well, since it allows
to study the representations of G in terms of those of C.(G) and vice versa. We establish an
analogue of the same fact in groupoid representation theory. This lets us define the C*-algebra
of G in a fashion similar to the group case. For this purpose one needs to define the convolution
algebra C.(G). We do it below.

Let (G, «) be a groupoid with a Haar system. Define a convolution and an involution on C.(G)
as follows:

Frat)= [ F@)eG)da () (1.6.5)

) =f(y1). (1.6.6)
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For f € C.(G) define the I-norm |-|; using the left norm |-|; and the right norm |-|,:

I i= sup { [ 171da},
ueG0) LG

= su a !
le= sup { [ 171G
I = max {1£1,. 1 £}

Using the continuity of the Haar system, it can be shown that all the terms above are finite. We
wish to make two important remarks regarding the involution and the [-norm.

Remark 1.6.7. The formula for the involution ([.6.6) for groupoids differs from the usual formula
for the involution for groups, in which a power of the modular function appears. Assume G is a
group and denote the *-algebra of G thought of as a groupoid by C.(G)'. Let C.(G) denote the
*-algebra of G as a group as in [ll, Chapter VII]. The map f +— f1/Ag o induces an isomorphism of
*-algebras C.(G) — C.(G). A similar claim is true for the reduced C*-algebras.

Remark 1.6.8. The topology defined by the I-norm on C.(G) is coarser than the inductive limit
topology on C.(G), see [3], Prposition 2.2.2]. Hence if U C C.(G) is open in the topology induced
by the I-norm, then U is open in the inductive limit topology also. As a consequence of which, if
7: Ce(G) — X is a continuous map when C.(G) has the the topology induced by the I-norm, then
7 is also continuous when C.(G) has the inductive limit topology. This fact is used extensively
while studying the representations of C.(G).

Proposition 1.6.9 (Theorem 2.2.1 [3l]). Let (G, «) be a locally compact Hausdorff groupoid with a
Haar system. Then C.(G) is a separable, normed *-algebra under the convolution product and the
I-norm, and the involution is an isometry.

A non-degenerate *-representation of the *-algebra C.(G) is a *~homomorphism 7: C.(G) —
B(H) for a separable Hilbert space H such that the set {w(f)(: f € C.(G), ¢ € H} C H is dense.
We call 7 continuous if it is continuous when C.(G) is given the inductive limit topology and
B(H) has the weak operator topology. Two representations 7: C.(G) — H and «": C.(G) — H'
of C.(G) are equivalent if there is a unitary operator ¢: H — H' that intertwines m and 7.

The relation between the unitary representations of (G,«) (Definition and the non-
degenerate representations of C.(G) is given by the following two theorems.

Theorem 1.6.10. (Integration of a representation) Let (G, «) be a locally compact, Hausdor{f groupoid
with a Haar system.

i) A representation (u,H, ) of (G, ) induces a non-degenerate *-representation of C.(G) on the
Hilbert space £L*(G), ju: H). This representation is continuous in the inductive limit topology
and is bounded in the I-norm.

ii) If two representations of (G, ) are equivalent, then the representations of C.(G) which they
induce are also equivalent.

Proof. See Proposition 2.1.7 of [33]. O
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The representation that (u, H, ) induces on C.(G) is called the integrated form of (u,H, ). If
(1, H, ) is a representation of G, the operator 7,(f) for f € Ce(G) on L2(G©), u;H) is defined by

d(poa )

F£)C 0 = [ FO) G0 8)) o r() || S

(v) d(p o @) (7). (1.6.11)

When G is a group, this formula matches the usual formula for the integrated representation
with the exception of the factor of the modular function. Remark explains how both the
formulae give isomorphic C*-algebras.

Theorem 1.6.12 (Disintegration theorem). Let (G, «) be a locally compact, Hausdor{f, second count-
able groupoid with a Haar system.

i) Every non-degenerate continuous representation of the convolution *-algebra C.(G) into a
separable Hilbert space H is the integrated form of a representation of the groupoid (G, «).

ii) The process of integration establishes an equivalence between the category of unitary repre-
sentations of (G, «) on Hilbert bundles with separable fibres and the category of continuous,
non-degenerate representations of C.(G) on separable Hilbert spaces.

Proof. For the proof of (i), take o to be the cocycle o(v,~') =1 in [33, Theorem 2.1.21]. And (i) is
Corollary 2.1.23 in [33]. O

Remark 1.6.13. The original proof of Theorem 2.1.21 in [33] needs the existence of sufficiently many
non-singular G-sets. But as we mentioned in the introduction, Renault removed this requirement
in [34], which allows us to write the theorem.

Corollary 1.6.14 (Corollary 2.1.22, [33]). If (G, «) satisfies the assumptions for Theorem|l.6.12, then
every continuous non-degenerate representation of C.(G) on a separable Hilbert space is bounded
for the I-norm.

Here C.(G) has the inductive limit topology and if H is the Hilbert space in the corollary then
B(H) has the weak operator topology.

The process of obtaining a representation of (G, «) from one of C.(G) is called disintegration
of the representation.

Due to the integration and the disintegration theorems, we can use the term ‘a representation
of G for a representation of G on a measurable G-Hilbert bundle or a *-representation of C.(G).

Corollary [.6.14] allows us to define the C*-norm on C.(G).

Definition 1.6.15 (C*-algebra of a groupoid). For a groupoid with a Haar system (G, «) define the
universal C*-norm |-| on C.(G) as

IfIl :=sup{|L(f)| : L is a non-degenerate continuous *-representation of C.(G)}.

The completion of C.(G) in this norm is a C*-algebra, which is called the C*-algebra of (G, «).
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Note that the C*-algebra of G depends on the Haar system a. Hence we denote this C*-algebra
by C*(G, a).

For a groupoid with a Haar measure (G,«), as in the group case, one can take the left
regular representation of C.(G) and complete C.(G) with respect to the norm of the left regular
representation. This gives the reduced C*-algebra of (G, «), which we denote by C}(G,«a) or
C;(G). For more details, Chapter 2 of [33] is a good reference.

Example 1.6.16. If X is a space with delta Dirac measures as Haar system, then its groupoid

C*-algebra is Cy(X).

Example 1.6.17. 1If G is a locally compact group then its groupoid C*-algebra is the group C*-algebra.
See Remark

Example 1.6.18. If G is a group acting on a space X, then the C*-algebra of the transformation
groupoid G x X is isomorphic to the crossed product G x Cp(X).

1.6.2 Transverse measures

Following A.Connes’ idea of non-commutative integration in [l0], Renault develops the general
theory of transverse measures, discussed in [34]. The motivation, important results and examples
of the theory are discussed in Appendix [ of [l]. Let X be a proper (G, a)-space with a family of
measures. The theory of transverse measures gives a process of inducing an equivalence class of
measures on the quotient space X/G. Each induced equivalence class of measures is ‘symmetric’
in a certain sense, see Proposition When X = G and the family of measures is « itself,
this process of inducing classes of measures gives distinct equivalence classes of quasi-invariant
measures on G/G = G(©),

Use of the transverse measure theory allows us to write many results in a compact fashion.
We use the transverse measure theory in Chapter 2 to construct a Hilbert C*-module and the
composition of topological correspondences. In Chapter 3, we use this theory to discuss the
example of a spatial hypergroupoid. Use of transverse measure classes reduces the pains of checking
and writing lots of small isomorphism results.

The present subsection is based on Appendix I of [I]. All the definitions and results are copied
from the same source. But we elaborate many constructions and give details of most of the
arguments there.

In the following discussion (G, «) is a pair consisting of a locally compact, Hausdorff groupoid
and a Haar system on it. We assume that G acts on X (or Y) from the left, as mentioned earlier
rx (ry, respectively) are the momentum maps, and the actions are continuous. The momentum
maps for the actions are continuous, but need not be surjective or openf] Only in this section, we
write the quotient by a left or right action as X/G instead of G\ X or X/G, respectively.

In this section a ‘G-invariant family of measures’ on X means a ‘G-invariant continuous proper
family of measures along the momentum map rx’. For a Borel space X, let B(X) and By (X)
denote the sets of Borel and non-negative Borel functions on X, respectively.

%If the space carries a continuous family of measures with full support, then the momentum maps are open.
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Let m: X — Y be a continuous G-map between G-spaces and let A be a G-invariant family
of measures along 7. Recall that X is proper if there is e € B4 (X) with A(e) =1 on 7(X). In
the continuous case , a family of measures is proper if and only if each measure in the family is
non-zero by [l, Lemma 1.1.2].

Remark 1.6.19. Our hypotheses, proofs and computations of results [, Appendix 1] are milder than
the original ones, though, the definitions are the same. In the original work G and X are Borel
spaces, the invariant families of measures are Borel but the actions are proper actions. The main
result, namely, Proposition (which is [Proposition A.L.20 [I]]) is stated for proper invariant
families of measures. However, the discussion below goes through when the continuity is replaced
by Borelness. Since we have been working in the continuous setting and we plan to do so even
later, we write the proof in the continuous setting. This will also allow us to redirect the reader in
latter chapters to this section for some computations.

Definition 1.6.20 (Definition A.LI3, [I]). Let A — X be a Borel R* -principal bundle. We define a
A-measure as a map pu from the Borel sections of A to [0, c0] such that, for some Borel section o,
there is a measure p, on X with u(fo) = us(f) for all positive Borel functions f on X.

The measure pu, for a section o gives a measure p, for every section 7. For a section 7 and a
non-negative Borel function f on X we have,

peld) =) =1 (£ 20 ) = o(s D).

Hence pi; = 7 pip. Thus a A-measure p gives a family of measures {us},er(x;a), such that

any two measures (i, and p, are equivalent and du,/du, = 7/0. Conversely, if v is a measure

equivalent to i, and f is a positive function, then ddTVUU is a section of A — X and

V(f) = ,UU(de/dNO) = ,ud%yo—(f)'

Thus a A-measure defines the equivalence class of a measure.

Given a measure v on a space X, let A = X x R’ be the trivial R’ -principal Borel bundle.
We construct a A-measure £ on X as follows: Let p: I'(X; A) — [0,00] be (o) = [y odv for a
section o. Then for a non-negative Borel function f on X, we get u(fo) = [ fodv. In this case,
for each section o the measure p, is ov.

Lemma 1.6.21. Let X be a space.
i) Any measure v on X comes from an R* -principal bundle A — X and a A-measure.

ii) Given a A-measure u on X and two sections 0,0’ of A — X, the measures iy, |1,/ are
equivalent.

For 0 € T'(X; A), po is called the measure defined by o for p or simply the measure defined
by 0. We call the measure class {{is}ser(x;a) the measure class defined by .

By Proposition |1.3.27] if X, Y are proper G-spaces, 7: Y — X is a G-map and S is a continuous
invariant family of measures along 7, then /3 induces a family of continuous measures [3] along
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[7]: Y/G — X/G. In Proposition [1.3.27} if the continuity properties are replaced by Borel properties,
a similar claim holds. The proof can be written along the same lines as the proof of Proposition [1.3.27

Let A — G be a G-equivariant Borel R* -principal bundle. Given a proper G-space X, we
have the G-equivariant R -principal pull-back bundle r(A) — X. For v € G and (z,t) € r},(A),
Y(z,t) = (v, vt). Let Ax = (r%(A))/G, which is a bundle over X/G. Note that Ag = A.

Definition 1.6.22 (Transverse measure, Definition A.L.I5 in [I]). Let G be an analytic Borel groupoid
and let A — G be a G-equivariant Borel R* -principal bundle. A A-transverse measure T is a
coherent assignment (X, \) — T(\) where

i) (X,)\) is a proper (left) G-space with an invariant family of measures,
ii) T(A\) is a Ax-measure on X/G,

iii) coherence means that for every invariant Borel G-map 7: Y — X, where X,Y are proper
analytic Borel G-spaces, every invariant Borel system of measures  along 7 and every
invariant Borel system A for rx we have T(Ao ) = T(A) o [F].

We recall from the introduction of this section that in this section all the actions are left actions
but we denote the quotient by X/G. When A is the graph of a homomorphism ¢: G — R%, a
A-transverse measure is also called a transverse measure of module §.

We discuss an example of a transverse measure. Given a quasi-invariant measure v on GO,
we construct a transverse measure. We know that Ag,: G — R% is a v o a-almost everywhere
homomorphism. Chose a v-conull Borel set U € G(*) such that Ag,,| @y 1s a strict homomorphism.
Let A be the Borel R* -bundle associated with the graph of AGv’/’G’g' As a space, A is merely
U x R¥%. Define an action of R% on A as (u,t)t' = (u,tt'). Then A — G® is a Borel R* -principal
bundle. Define an action of GY on this bundle by v(sg(7),t) = (r¢(v), Ag.(7)t). This makes A a
Borel G-bundle. Thus we have a G-equivariant Borel R* -bundle over G(©.

Let ax be the family of measures along the quotient map px: X — X/G as in Proposition [1.3.21

Lemma 1.6.23. The integration map Ax: I'o.(X,r%(A)) = T'(X/G; Ax) as in Proposition|l.3.2],

sending f — [ f(yx)da"™®)(5), is a surjection.

Proof. Let f € T'.(X/G; Ax) be given. Using Lemma we get a function g;( e I'.(X,ry(A))

with OzX(g;() =1 on supp(f). Then f = ax(f opx -gf). O
Note that Ag = A where Ag: To(G,75(A)) — To(G®; A) is the integration map as in the

statement of the lemma and A: T.(G,75(A)) — To(G(®; A) is the map induced by the integration

map C.(G) — C.(G®)) that occurs in the definition of the Haar system c.

Now we define the A x-transverse measure T(\). Let f € I'.(X/G; Ax) then

TN = [ [ 1) g7 (@) ax(@) du(w) (16,24
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with g;( € T (X;7%(A)) as in the proof of Lemma [1.6.23] It is a slightly complicated but straight-
forward computation to check that T does not depend on the choice of g}( . The reader may refer
to a similar computation that we do in (iii) of Proposition The proof uses a commutative

diagram as in Figure
For fixed f € I'(X/G,Ax) define T(\)f: I'e(X/G) — [0,00) by the formula

TV () = TS -8) = [ k(@) ((a]) g™ () X“(2) ), (.6.25)

where k € I'(X/G). Then T()); is continuous in the inductive limit topology (in fact, T is
continuous when the convergence in I'.(X/G) is Lebesgue’s dominated convergence). Due to the
Riesz representation theorem, T(\) induces a positive Radon measure on X /G, which we denote
by T(A)s. If g € BL(X/G), then T(A\)¢(9) = T(A)(gf). To announce thatT()) is the required
A x-transverse measure on X /G, we need to check that the assignment T is coherent.

y —— o x X, GO
8 A
leaY leaX
Y/H % X/H.
Figure 1.3

To check the coherence we redraw Figure [.2] filling in the present data to get Figure The
coherence follows easily from the commutativity of the square in Figure Let f e I'.(Y/G; Ay),
then

TOBI) = v (A (BI() opx - gif)) ) = v (A (B (Forx -} ) o))
=v (Ao B (f opx g}/) gfé](f)) =T(Ao B)(B(f))

The above computations are sketchy. Writing them with integration symbols makes things much
clearer. We avoid it due to its length and complexity.

We discuss an interesting fact now. We constructed the transverse measures T using the
quasi-invariant measure v on G(©). What is the relation between T and v?

For the answer, check what happens when (X, ) = (G, ), f = Ag,, and k € T.(G® A) in
Equation In this case, note that f is a G-equivariant section of A¢ . This is the point where
we use the definition of Ag, and now we compute

T(0)a6, (0) = [ kw) g€() da™="o0) () dv(w) = [ k() du(uw)

where we use that Ag,(7)f(7)|go=1 and [ g5 da* =1 on supp(k). Thus T(a)a, , = v.
The above construction of a transverse measure using a quasi-invariant measure is the first

half of Proposition [L.6.26| below.
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Proposition 1.6.26 (Proposition A.L15 [l]). Let (G,«) be an analytic Borel groupoid with a Borel
Jamily of measures and let 6: G — R be a Borel homomorphism. Then there is a one-to-one
correspondence between

i) quasi-invariant measures i for (G, a) with d(uo a=t)/d(puo «) = § almost everywbere;
ii) transverse measures T_for G of module .
The measure p and the transverse measure T are related by p = T(«)s.

We are going to prove the second half of the above proposition. We show that given a
A-transverse measure T for (G, «) of module §: G — R¥,

a) the measure class defined by T(«) consists of quasi-invariant measures on G(©);

b) there is a measure p in the measure class defined by T(a) with d(zoa™t)/d(poa) =46
i o a-almost everywhere.

Let A — G be the G-equivariant Borel principal R* -bundle corresponding to the graph of §
and let T be a A-transverse measure. For (X,\) = (G a) we have Ag = A, which gives us a
A-measure T'(a)) on G(©). Fix a section o of A. Let T(a), be the corresponding measure on G(©).
We show that this measure is quasi-invariant.

For G X, ro G, let m;, i = 1,2 be the projections on the first and the second factor, respectively.
Define the family of measures «; along 7; for i = 1,2 by

/f 7,7 da] (v, v /f 7,7) dare (), (1.6.27)

/f 7¥,7") dad (7,5 /f 7,7 dare0) (v) (1.6.28)

for a non-negative Borel function f.

The family a9 induces a family of measures along [m2]: (G X,y G)/G — G/G. ldentify
(G Xygre G)/G with G via the map (v,7') = v~ 4. And G/G is identified with G() via the map
v r6(7). Then [m]([v,7]) = [m2)([re(v),7]) = ma([7']) = ra (7). Thus [r2] = rg: G — GO,

We compute [a2] now. Take a non-negative Borel function f on G. Then

[ 1), 7D diaal e (ra), 7D =

/ F(7) dam et D=rat) () — /G oy fdar 1629)

Thus [as] = a along the range map r¢.

A similar computation shows that [1] = sg: G — G(©) and [a1] = a~! along s¢. Replace non-
negative Borel functions by functions in C.(G). A simple computation shows aoa; = acas = axa.
Hence T(awo 1) = T(aw o ag). But the coherence of T gives T(«) o [a1] = T(a) o [ag], that is,
T(a)oa =T(a)oa t. Thus T(a)s o, T(a)yoa™t € T(a)oas; = T(aoay). But all the measures
defined by T(a o ay) are equivalent, hence T(a), o a ~ T(a)y 0 a™ L.
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The discussion in the last paragraph proves that for every section o € I'(G(?), A) the measure
T(«), is quasi-invariant. Denote the measure T(a)s by pu.

Recall that A — G©) is G-equivariant and the action of G'is given by v(sg(7),t) = (ra(v), 5(7)t).
Now we prove that T(a); = Ag,, almost everywhere. We need to keep the action in mind. We
use Lemma Let f € To(G,r5(A)), then A(f) € To(G, A) and we may write

T = [ ([ 10da") dutw
( /u f(vl)é(’yl)da“(v)> dp(w). (1.6.30)

- Jowo

But p is quasi-invariant, hence §(7) = Ag,(y71) = dgzzgy;)l ) (7) ©o a-almost everywhere.

From Equation it is clear that graph(d) ~ graph(Ag ;) p o a-almost everywhere. Hence
the corresponding G-equivariant R’ -principal Borel bundles are Borel isomorphic. We do not
distinguish between both bundles and denote them by A — GO itself.

Denote the transverse measure on A — X obtained from the graph of Ag, by T’ (see
Equation (1.6.25) for the construction). To prove the claim of Proposition we need to show
that T and T’ are the same function. From the computation involving Equation we can see
that T(a) = T'(«). We sketch the proof that T(\) = T'(\) for all pairs (X, \) consisting of a proper
G-space and an invariant family of measures below.

Let X be a proper G-space and let A be a G-invariant family of measures on X. Let
m1: G Xpgry X = G and w3 G Xy, X = X be the projection maps and let A\; and a3 be the
following families of measures along 7 and 7, respectively:

Jrax=[  fomave@),

[raas= [  plra)darx@), for f € Cu(G Xrgry X).
GT’X xT

i) A small computation involving Fubini's Theorem with functions in C.(G Xy, X) shows that
& O )\1 = Mo Q9.

ii) The family of measures along [m1] is [A\1] = A and the one along [m3] is [ag] = ax. Here for
f € Bo(X), [ fda}] = [ f(37"2) da™x () (3).
The above two facts, the coherence of T and T’ and the fact that T(«) = T'(a) show that
TN oax =T(Aoag) =T(ao ;) =T(a)o A
=T (a)od=T(aol) =T Aoa) =T (N)oax (16.3])

The equality of measure classes in Equation [.6.3] says that for measures v € T(A) and v/ € T'(A)
we have voax ~ 1V oax. For f € T.(X/G,Ax) we choose g})f as in Lemma [1.6.23| to see that

dl/OO[X X
dy,oaXfOpx-gf)

drvoa droa
= (Fom S (o)) = v (Fonx - B220X),

dv' oax dv oax

V(f)ZVOOéX(fOpX'gf)IV/OOéX(
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Hence v ~ v/ with $% = dvoax. Byt then Lemma I gives T(a) = T'(«).

dv/oax

Definition 1.6.32 (Transverse measure class, Definition A.119 [I]). For a Borel groupoid G a transverse
measure class m on G is a coherent assignment (X, \) — m(\), where

i) X is a proper G-space and A is a G-invariant family of measures on X;
ii) m(\) is a measure class on X/G;

iii) coherence of the assignment means: for every Borel G-map 7: Y — X between proper
Borel G-spaces X and Y, every G-invariant Borel family of measures X for 7 and every
G-invariant Borel family of measures A for ry: X — G one has m(X o \) = m()\) o [N].

Note that a transverse measure T defines a transverse measure class m such that for a proper
G-space X and an invariant family of measures A on X, m(\) is the measure class defined by
T(N).

Proposition 1.6.33 (Proposition A.1.20 [l]). Let G be a Borel groupoid.

i) For every transverse measure class m and every G-space X with an invariant family of
measures, the measure class m(\) o [a1] on (X * X)/G is invariant under the symmetry

(z,y) = (y, ).

ii) Conversely, given a proper G-space (X, \) with an invariant family of measures \ and a
measure class [p] on X/G such that the measure class [ o [a1]] on (X * X)/G is symmetric,
there is a unique transverse measure class m with [y] = m(«).

Corollary 1.6.34. Let G be a Borel groupoid and a a Borel family of measures for G.

i) Every quasi-invariant measure |, on G induces a transverse measure class m.

ii) Conversely, given a transverse measure class m, there is a quasi-invariant measure p € m(«)
such that the transverse measure class induced by p is m.

Proof. (i): Given a quasi-invariant measure pu, Proposition gives a transverse measure T of
module d(zoa™!)/d(poa) = A@}M. The transverse measure T defines a transverse measure class
m such that for (X, \), m()) is the measure class defined by T(\).

(ii): Let m be a transverse measure class for G. Let p € m(«). Then (i) of Proposition m says
that the measure m(«) o [a;] is invariant under the symmetry. Hence m(«) o [a1] = m(«) o [aa].
But from the discussion on Page m we have [a1] = « and [as] = !, Thus if v € m(a), then
voa~voa !

If T is the transverse measure induced by v, then Proposition [1.6.26] shows that m is the
transverse measure class defined by T. O
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1.6.3 Representation theory II

Corollary [1.6.34] shows that there is a bijection between the classes of quasi-invariant measures on
G and transverse measure classes for (G, a). This enabled Renault to rewrite the representation
theory in a new language in [34].

We know that a representation of (G, «) is given by a (G, «a)-quasi-invariant measure g on
G and a p-measurable G-Hilbert bundle. Let (1, H,7) be a representation of (G, a). If z is
equivalent to y then y/ is also quasi-invariant (see [L5.7). Then (u, H,7) and (y/, H, ) are equivalent
representations. From Equation (.6.4) we see that the Hilbert spaces of square-integrable sections
of H for p and p' are unitarily isomorphic. Thus for a fixed measurable G-Hilbert bundle #, a
representation depends only on the equivalence class of p. Using the transverse measure theory
one can work with the equivalence class of p at once. The trick is to replace the Hilbert space of
p-square integrable sections by a Hilbert space that represents the square-integrable sections for
the class of p.

We are going to rewrite the representation theory of groupoids with quasi-invariant measures
replaced by transverse measure classes.

Let (i, H,m) be a representation of (G, «). If m is the transverse measure class induced by
(see Corollary [1.6.34), then we replace £2(G(), u; H) by the Hilbert space of half-densities:

LG mH) ={¢V/v:vemand ¢ e L2(GO, v 1)}
The inner product of {v/v, & /i € L2(GO), yi;H) is defined by

(Ve = [ () s gw) /2w uw).

Definition 1.6.35 (Representation of a groupoid, Definition 3.4 [35]). A representation of a groupoid
with Haar system (G, «) is a quadruple (m,H,p, ), where m is a transverse measure class for
(G,a) and (H,p, ) is a p-measurable G-Hilbert bundle on G(©).

Two representations are equivalent if there is a unitary that intertwines the Hilbert bundles as
described in the previous section. As before, we drop the projection map from our notation and
call (m,H, ) a representation of (G, «).

We define non-degenerate representations of the *-algebra C.(G) to be continuous in the
inductive limit topology as in [34]. One can define what it means for two representations of C.(G)
to be equivalent.

The relation between the unitary representations of (G, a) (Definition and the non-
degenerate representations of C.(G) is given by the following two theorems.

Proposition 1.6.36 (Integration of representation, Proposition 3.5, [34]). Let (G, «) be a groupoid
with a Haar system.

i) A representation (m,H, ) of (G,«a) as in Definition induces a non-degenerate *-
representation of C.(G) on the Hilbert space of m(«)-square integrable sections of the bundle
H. This *-representation is continuous in the inductive limit topology and bounded in the
I-norm.
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ii) If two representations of (G, «) are equivalent, then the representation of C.(G) which they
induce are also equivalent.

For a representation (m,#,7) of G and f € C,(G), the operator @(f) on L2(GO), ;M) is
given by

d(voa1)
Ao a)

From the symmetry-related claim of (i) of Proposition [.6.33| we know that m(a)oa = m(a)oa™".

Hence v oa™! ~ poa and thus the Radon-Nikodym derivative dg@i;; ) in Equation (.6.37) makes

(FACVT V) = [ 1) (ra)(Co8)(a) ¥ or(a) () doa)).  (1L63)

sense.

The representation that (m,#, 7) induces on C.(G) is called the integrated form of (m,H, ).
The process of inducing the representation is called integration of the representation (m, H, ).

Theorem 1.6.38 (Disintegration theorem, Theorem 4.1, [34]). Let (G,«a) be a locally compact,
Hausdor{f groupoid equipped with a Haar system.

i) Every non-degenerate continuous representation of the convolution *-algebra C.(G) into a
separable Hilbert space H is the integrated form of a representation of (G, «) of the form in

Definition

ii) The process of integration establishes an equivalence between the category of representations
of (G,«) defined as in Definition and the category of continuous, non-degenerate
representations of C.(G) on separable Hilbert spaces.

Now we can go through the same arguments as in the last subsection to construct C*(G, ).

1.7 Some more definitions

1.7.1 Amenability

In this short section we quickly review some ideas of amenability of groupoids from [l]. Anan-
tharaman Delaroche and Renault introduced the notions of amenability for a measured Borel
groupoid ( [l Definition 3.2.8]), measurewise amenability for a Borel groupoid ( [l, Definition
3.3.1)) and topological amenability for a locally compact topological groupoid ( [l, Definition 2.2.7]).
In [I, Proposition 3.3.5], they prove that topological amenability implies measurewise amenability.
The definition of measurewise amenability implies that if G is measurewise amenable, then for
any Borel Haar system on G and a quasi-invariant measure for the Haar system, G is an amenable
measured groupoid.

One of the most important results for us is [I, Theorem 6.1.4]. The above discussion along with
this theorem yields the following result:

Lemma 1.7.1. Let G be a locally compact, second countable Hausdor{f groupoid and o a Haar system
Jor G. If G is topologically amenable, then C*(G, a) ~ C(G, ).
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Proof. Since G is topologically amenable, [I, Proposition 2.2.5] gives that for any quasi-invariant
measure p the measured groupoid (G, «, u) is amenable. Now (ii) of Theorem 6.1.4 [l] says that for
any quasi-invariant measure f, the trivial representation of (G, «a, p1) is weakly contained in the
regular representation. This proves the claim. O

Corollary 1.7.2. Let G be a proper groupoid. Given a Haar system o on G, C*(G, o) ~ C}(G, ).
Proof. Follows from Lemma [.3.29] and Lemma [.7.]] O

1.7.2 C’-correspondences

We shall be working with separable C*-algebras only. We shall use the theory of Hilbert modules
and assume that the reader is familiar with it. For the theory of Hilbert modules the book of
Lance [23] is a good reference.

Definition 1.7.3 (C*-correspondence). Let A and B be C* algebras. A C*-correspondence from A
to B is a Hilbert B-module ‘H with a homomorphism A — Bg(H).

A special type of C*-correspondence is called an equivalence or an imprimitivity bimodule. A
Hilbert B-module H is full if the linear span of the image of H x H under the inner product map
is dense in B.

Definition 1.7.4. An imprimitivity bimodule from A to B is an A-B-bimodule H such that
i) H is a full left Hilbert A-module with an inner product _(,);
ii) #H is a full right Hilbert B-module with an inner product (,),;
iii) (#,,(,)) is a correspondence from B to A;
iv) (H,(,),) is a correspondence from A to B;

v) for a,b,ce H a(b,c), = ,(a,b)c.

In [36], Rieftel shows that an A-B-imprimitivity bimodule induces an isomorphism between
the representation categories of B and A.

In general, if H is a C*-correspondence from A to B and H is a Hilbert B-module, then #H
induces a functor from Rep(B), the representation category of B, to the one of A.

In Section [2.5.2} we shall study bicategories. The reader may refer to Section 2.2 of [9], where
the authors prove that C*-correspondences form a bicategory.

We shall call a C*-correspondence H from A to B a proper correspondence if A acts on H by
compact operators, that is, the action of A is given by a homomorphism A — Kg(H).

Definition 1.7.5. Let A and B be two C*-algebras and let H and H’ be two C*-correspondences.
A homomorphism of C*-correspondences from H to H' is a map ¢: H — H' such that

i) ¢ is a homomorphism of Hilbert B-modules,
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ii) ¢ intertwines the actions of A on the Hilbert B-modules H and #'.

Definition 1.7.6. Let H and H' be two C*-correspondences from A to B. An isomorphism of
C*-correspondences from H to H' is a homomorphism ¢ of C*-correspondences such that ¢ is
unitary.

If there is an isomorphism of C*-correspondences from H to H', we call # and H’ isomorphic.



Chapter 2

Topological correspondences

We define topological correspondences in this chapter. Let (G, «) and (H, /) be locally compact
Hausdorff groupoids with Haar systems. Then a correspondence from (G, «) to (H,3) is a G-H-
bispace where the H-action is proper and X carries a certain family of measures. X is locally
compact, Hausdorff and second countable. This chapter deals with three topics:

constructing a C*-correspondence from a topological correspondence: this topic has two main
sections, namely, constructing a C*(H, 3)-Hilbert module using X and A, and defining an
action of (G, «) on this Hilbert module. Finally, both these results are put together to get a
C*-correspondence from C*(G, a) to C*(H, p);

composing topological correspondences;

proving the functoriality of the assignment that sends a topological correspondence to a C*-
correspondence.

The Integration and Disintegration Theorems (Proposition [1.6.36] Theorem [.6.12) are the main
ingredients for the construction of a C*-correspondence from a topological correspondence.

Composition of correspondences turns out to be a bit involved. Composition also needs that the
correspondences are second countable. We shall use the method of pushing a family of measures
on the quotient, which is similar to methods discussed in Section on transverse measures.

Eventually, we show that topological correspondences form a bicategory and that the assignment
that sends a topological correspondence to a C*-correspondence is a morphism of bicategories.
We give detailed calculations to construct the bicategory and the homomorphism between the
bicategories.

In this chapter, all the groupoids and spaces considered are locally compact, Hausdorff. The space
involved in a topological correspondences is locally compact, Hausdorff and second countable. In
the latter half of the chapter, when we start with the composition of correspondences (Section [2.4.),
we assume that the groupoids are also second countable. All the groupoids carry a Haar system.
In fact, most of the families of measures are continuous families of measures which are invariant for
the right action. Hence we usually call an proper invariant proper continuous family of measures
merely a_family of measures.

39
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2.1 Construction of topological correspondences

Recall Definition which says that a C*-correspondence #H from a C*-algebra A to a C*-algebra
B is an A-B-bimodule with some extra structure and some conditions on the action. Similarly;,
we define a topological correspondence from a groupoid with Haar system (G, «) to a groupoid
with Haar system (H, ) as a G-H-bispace X with some extra structure and certain conditions
on the actions.

Let G be a groupoid equipped with a Haar system o and X a left G-space. Let G x X denote
the transformation groupoid. Its space of arrows is G x X := {(y,2) € G x X : sq(v) =rx(x)}.

Definition 2.1.1 (Topological correspondence). A topological correspondence from a locally compact,
Hausdorff groupoid G' with a Haar system « to a locally compact, Hausdorff groupoid H equipped
with a Haar system (3 is a pair (X, \), where:

i) X is alocally compact, Hausdorft, second countable G-H -bispace,

i) A = {Au},ecq is an H-invariant proper continuous family of measures along the momentum
map sy: X — HO),

iif) the action of H is proper,

iv) A is a continuous function A : G x X — R* such that for each u € H® and F € C.(G * X),

/ / F(y~1, ) da"™ @ (7) dA, (z)
w JGrX (@)

= / / F(7,7"12) A(y, 7~ 12) da"* @ () dAu (2).
X, JGTx (@)

If A’ is another function that satisfies condition (iv) in Definition [2.LI then A = A’ \,, o a-almost
everywhere for each u € H©. As both A and A’ are continuous, we get A = A’. We call the
function A the adjoining function of the correspondence (X, \).

Remark 2.1.2. Note that we do not need that the momentum maps sx and rx are open surjections.
We also do not demand that the family of measures X has full support. Hence the Hilbert module
in the resulting C*-correspondence need not be full. This C*-correspondence need not be proper.

Remark 2.1.3. Referring to Definition we can see that Condition (iv) in Definition says that
the measure a x A\, on G * X, is (G, a)-quasi-invariant for each u € H©.

In short, “A topological correspondence from G to H is a pair (X, \) where X is a G-H -bispace
and X is an H -invariant and G -quasi-invariant family of measures on X indexed by H(®).”

Remark 2.14. Let u € H® and let z € X be such that sy (z) = u. As in [I] or [8] it can be shown
that A restricted to G * X, is a"X(*) x \,-almost everywhere a groupoid homomorphism for all
u € HO. So the function A in (iv) of Definition is a continuous 1-cocycle on the groupoid
G x X. We shall use this fact in many computations.
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Remark 2.1.5. Example gives a right action of H on G x X. In [8], Buneci and Stachura use
an adjoining function. Their topological correspondences is a special case of our construction
(Example [3.L1). They show that the adjoining function in their case is H-invariant (see [8, Lemma
11]). In the similar fashion we may prove that Ay is H-invariant under the right action of H, that is,

A(vy,zn) = Ay, )

for all composable triples (v, z,n) € G+ X H. Thus, in fact, A: Gx X/H — R* . Now Remark
can be made finer by saying that A is an H-invariant continuous l-cocycle on the groupoid G x X.

Important conventions: As we shall see later, the adjoining function A plays a vital role while
constructing a C*-correspondence from a topological correspondence. Hence sometimes in Chap-
ter 2 we denote a topological correspondence by a triple (X, a,A). By this convention, we do
not intend to mean that a topological correspondence is a triple, but we wish to emphasis the
importance of the adjoining function.

Use of the adjoining function: In the following discussion we explain the role of the adjoining
function. Let (X, \) be a topological correspondence from (G, a) to (H, ) with A as the adjoining
function. We make C.(X) into a C.(H)-module using the same formulae as in [28] or [25]. To
make C.(X) into a C*(H, §)-pre-Hilbert module, we need to define a C.(H)-valued inner product
on C.(X). The formula for this inner product cannot be copied directly from either [28] or [25].
This formula has to be modified, and it uses the family of measures .

Talking about the left action, for ¢ € C.(G) and f € C.(X) [28] and [25] define ¢ - f € C.(X)
by

(6 f)(x) = /G S(4) (v ) da"x @) (7). (2.1.6)

For our definition of topological correspondence, the action of C.(G) on the C*(H, 3)-pre-
Hilbert module C.(X) defined by formula is not an action by adjointable operators. For ¢
and f as above we define the left action by

(6- F)(@) = /G (0 F(7 ) AV (3,97 2) da™x (@) (5), (2.17)

We shall see that the adjoining function gives a nice scaling factor for the action of C.(G) C
C*(G,a) on C.(X) and makes this action a *~homomorphism to the C*-algebra of adjointable
operators. This is the reason we call A the adjoining function.

Two examples of topological correspondences are: an equivalence between groupoids ([28] or
see Definition and the correspondence of Marta-Stadler and O’uchi ([25] or see Example [3.1.8).
For equivalences and Macho Stadler-O’uchi correspondences the adjoining function is the constant
function 1, and then formulas (2.L.6) and (2..7) match. To understand the role of A the reader may
have a look at Lemma

To support the necessity of the adjoining function, consider a toy example: when a locally
compact Hausdorff group G is acting on a space X with a measure A on X. The left multiplication

action of C,(G) on C.(X) C L2(X, ) defined by Equation (Z.1.6) is not necessarily bounded. To
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make this action bounded, it is sufficient that X is G-quasi-invariant, which brings the adjoining
function into the picture. Then the left action of C.(G) given by Equation 2.1.7) becomes a
*-representation. This motivated us to introduce Condition (iv) in Definition Buneci and
Stachura [8] also use the adjoining function.

For the left multiplication action of G on G/K, where K is a closed subgroup of G, the space
G/K always carries a G-quasi-invariant measure A. Hence there is a representation of G on
L2(G/K,\). Quasi-invariant measures and the corresponding adjoining functions are studied very
well in the group case, for example, see Section 2.6 of [15].

Readers may peep into Section 3.1 to see some examples of adjoining functions. In Section
we list most of the definitions of correspondences which have appeared in the literature and show
how our definition of topological correspondences generalises these various notions.

2.1.1 Definitions of actions and inner product

We start with the main construction now. For ¢ € C.(G), f € C.(X) and ¢ € C.(H) define
functions ¢ - f and f -1 on X as follows:

G- D@ = [ 606 A2 ) dax ),

(2.1.8)
(Fo)@) = [ pamypln™) 45 m).
Hsx (@)
For f,g € C.(X) define the function (f,g) on H by
o) = [ T@hglon) dheyofa) 2.9

Most of the times we write ¢f and f1) instead of ¢ - f and f - 1.

Lemma 2.1.10. The functions ¢ f, fi and (f , g) defined above are continuous compactly supported
functions on their domains.

Proof. Showing that ¢f and fi are continuous, compactly supported is a direct application of (i)
of Lemma [1.3.20] To see that ¢f € C.(X), rewrite the lemma for a left action with (G, «) as the
groupoid and X as the space, then put

F(y,2) = ¢(7)f(y " 2) A2 (y, v La)h(z)

where h € C.(X) with h|gpppy= 1. Then F' is continuous with a compact support. Apply the
rewritten lemma to F' now to see that ¢f € C.(X). Using the original settings of the lemma it is
easy to see that fi € C.(X).

We claim that n +— [ F'(x,n)d\,, o (7) is in C.(H) for every ' € C.(X * H). An argument
using the Stone-Weierstrafs Theorem as in (i) of Lemma proves this claim. Hence to show
that (f, g) € C.(H), we need to show that the function F(x,n) = f(z)g(zn) is in C.(X * H).

For K C X let W;Y(K) ={ne H:K-nnNK # (0} as in Lemma [1.2.16, Now F is clearly
continuous. If K = supp(f) U supp(g), then supp(F) C K * ¥, (K) C X % H, which is compact
because the action is proper. O
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Both C.(G) and C.(H) are *-algebras. Denote the convolution product on them by x.

Lemma 2.11L. Let ¢,¢' € C.(G), ¥,y € Co(H) and f,q,9" € Ce(X). Then

(ox ") f = o(¢'f), 2.112)
f ') = (f)d, (2.1.13)
(0f)Y = o(f¥), (2.1.14)
(fra+9)=(fr9)+(f.9), 2.1.15)
(f.9)" =19,/ (2.116)
(f.9)0 =(f,9¥), 2.117)
(of ,9) = (f,¢"9). (2.1.18)

Proof. Let v € G, x € X and n € H. The following are the detailed computations which prove the
equations in the lemma.

Equation 2.112):

G+ D@ = [ @+ )00 DAy ) 2 a0 ()

_/erm /Grcm ¢ (TN ) Aly, v )2 da" e (¢) darx ().

First we apply Fubini’s theorem and then change the variable v+ (=17 and use the invariance
of « to see that the last term equals

/GTG(’Y) /GrX(z) ( 1C $) (C%’Y_lC_lx)l/Q dOer(x)(ﬁy) darG(’Y)(C)_

We observe that (¢v,7 ¢ tz) = (¢, '2) (7,7~ 1¢"12) in the transformation groupoid G' x X.
This relation, Remark and the associativity of the left action together allow us to write the
previous term as

/Gw /GTX(.T) SO (N CTIR)AC ) Ay T T )P da™ 0 (7) daTe ()
= /GT o d)((:) (/GT @) ¢,(7)f(’}/_lg_1$)A(77V_IC_ISL‘)I/Q darx(:v)(,y)) A(C, C_1$)1/2 da’r‘G('y)(C)

- / PO @) A ) dare 0 ()
& )(@).

Equation (2.L13): This computation is similar to the above computation for Equation (2.112) except
that we do not need the adjoining function.
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Equation (2.104): See the computation below. We apply Fubini’s theorem at the third step and the
H -invariance of A:

(0@ = [ @nensi) s m)
~ Juex@ (/mxm S f (v an) Aly,y )2 darx ) (7)> Gty dBT ) ()
:/ o 20 ( /HTX f (’V‘lﬂfnw(n‘l)dﬁs“x)(n)) Ay, 7 )2 darx @) (4)

- / P D)0 ) Al 2 A )
B0 (@),
Equation (Z.1.15):
(Frg+d) = [ Ta@llo+ o)) Dy (o)
= [ T Dy @)+ [ T o) D)
=l 9+ {90
Equation 2.116):

(fr9)" () =(f,9)(n71) = /X F(@)g(zn™1) dAg, () (@)

rg(m~)=sg )

We change the variable z7~! + z and then use the right invariance of the family of measures A
and compute further:

LBS.= [ S ey (o) = 5. 1) )
Equation Z.117):
(Fe o= [ (9 ©v(E ) asm )
-/ / B(E ) Ay () B (€).

Change the variable £ — n¢ and use the left invariance of § to see that the last term becomes

/fISH(U) /XTHM)f(x)g((xn)f)d}(f_l)d)\m{ 77)( x) ﬁsH (f)
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Now we apply Fubini’s theorem to the above term and compute further:

/XTH(W>

_/ g"/} (5677) dAT‘H(’I])( )

7”1-1(’7)

=(f,g9¥) (n).

@) / o SEmE YE) BT (€ ()

Equation [2.L.18}
(61.9)m) = [ GH@glan) dy (@) @119
= [[ 600 FGagtan) AV (3,97 1a) da”< ) (3) Ay (2)
= [[ 76T 60gan) AV (97 ) damX D () AN,y (o).

Make a change of variables (v,77'z) ~ (y7!,z). Then we use the fact that A is almost

everywhere groupoid homomorphism (see Remark [2.1.4). Due to Remark [2.1.5] we know that A is
H-invariant. Thus computing further we see

1

6.9 = [[ T@ o0t an) AV2(3,97 an) da’@(3) vy (@)

- // @) d(vDg(y " am) A2 (v, 47 ) da™ D (y) dA,, () (@)
= (f, 9" 9)(n). H

Remark 2.1.20 (Some remarks on the identities in Lemma . Equations 2.1.12), (2.1.13) and (2.1.14)
show that C.(X) is a C.(G)-C.(H)-bimodule. Equations (2.1.12), (2.1.13) and (2.1.14) show that the
map (, ) : Ce(X) x Ce(X) = C.(H) is a C.(H)-conjugate bilinear map. And Equation (2.L18) says
that C.(G) acts on C.(X) by C.(H)-adjointable operators.

Remark 2.1.21. Using Lemma it can be seen that the left and the right action and the map
(,) are continuous in the inductive limit topology.

2.2 The right action—construction of the Hilbert module

In this section, we describe how to construct a C*(H, 8)-Hilbert module H(X), where X is a
proper H-space and A is an H-invariant family of measures. Indeed, writing (X, \) would be
more than writing H(X). But we shall not come across any case which involves the same space
with different families of measures. Hence we write H(X).

First we discuss the case when the H-action is free as well as proper. Later we shall consider
the case when the action is proper but not free. Indeed, the latter case implies the first one. But
when the action is free, the techniques of constructing H(X) are discussed in the famous theory of
groupoid equivalence introduced in [28]. The proofs and techniques for this case are different and
interesting in their own right.
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When the action is not free but just proper, we appeal to the theory of representations of
groupoids. The techniques for this case differ drastically from those used for the case of free and
proper actions. Thanks to [34] we can waive the second-countability assumption on the groupoid
topology.

2.2.1 Case of free and proper actions

Definition 2.2.1 (Equivalence of groupoids, a slight modification of Definition 2.1 [28]). Let G and H
be groupoids. A locally compact Hausdorft space X is a G-H-equivalence if

i) X is a left principal G-space;
ii) X is a right principal H-space;
iii) the momentum maps rx and sx are open;
iv) the actions of G and H commute;
v) the left momentum map rx: X — G induces a bijection of X/H onto GO,
vi) the right momentum map sx: X — H(® induces a bijection of G\ X onto H).

For f,g € Co(X), ¢ € Ce(G) and ¢ € C.(H) define ¢ - f, f-9: X — C, (f,g),: H— C and
(f.9): G—Cby

2) = [ 60)1670) dam ),
(Foo@ = [ Famvn™) ds@), 222
(Foohatm = [ TO gl ) a9 (3),

L= [ G an)glan) 48 ). 223

Theorem 2.2.4 (Theorem 2.8 [28]). Suppose that (G,«) and (H, 3) are second countable, locally
compact, Hausdorff groupoids with Haar systems. Then for any G-H -equivalence X, C.(X) with
the above C.(G)-C.(H)-bimodule structure and inner products can naturally be completed into a
C*(G, a)-C*(H, B)-imprimitivity bimodule. In particular, C*(G, o) and C*(H, ) are strongly Morita
equivalent.

Lemma 2.2.5. Let X be an equivalence from (G, «) to (H, 3) and let the topological hypotheses be
as in Theorem

I. There is a canonical H -invariant_family of measures A\ on X such that (X, \) is a topological
correspondence and the adjoining function for (X, \) is the constant function 1.



2.2. THE RIGHT ACTION—CONSTRUCTION OF THE HILBERT MODULE 47

2. The action and inner product formulae in the set of equations in (2.2.2) match those in

Equation 21.9) and (2.1.3).
Proof. For (1) see Example [3.1.10} And (2) is a direct computation. O

Example 2.2.6. Let (G, «) be a groupoid with a Haar system. Then the left and the right actions
of G on itself make G into a (G, a)-(G, a)-equivalence. It can be seen that H(G) = C*(G, ) as
a C*-correspondence. The computations in Example for this special case show that the
right-invariant family of measures on G is a™! (see Example [.3.12).

Example 2.2.7. Let G be a groupoid and let a and o/ be two Haar systems on G. Then G is a
(G,a)-(G, a')-equivalence. Hence C*(G, ) and C*(G, ') are Morita equivalent.

Equation (2.2.3) gives a C*(G, a)-valued inner product on C.(X) which produces the imprimi-
tivity bimodule in Theorem We do not need a C*(G, av)-valued inner product.

Remark 2.2.8 (Techniques used to prove Theorem [2.2.4). The hardest thing to prove here is to that
the bilinear map (,) is positive. In [28] the main ingredient used to show this fact is the existence
of good approximate identities for the *-algebras C.(G) and C.(H). Creating these approximate
identities needs that the groupoid actions are free.

The technique of approximate identities is used earlier in [16], [37] and [33]. At the end of [37],
Rieftel gives the calculations where he uses this approximate identity to prove the positivity of the
bilinear map. The earliest appearance of this technique that we found is an article by P. Green [l6].

As mentioned earlier, the existence of good approximate identities needs that the groupoid
actions are free. Hence when X has a_free and proper action of H, we can prove the following
statement.

Proposition 2.2.9. Let (H,f3) be a locally compact Hausdor{f second countable groupoid endowed
with a Haar system and X a locally compact, Hausdor{f right H -space with sx open and surjective.
Let X\ be an H -invariant_family of measures on X. If the action of H on X is_free and proper; then
Ce(X) can be completed to a C*(H)-Hilbert module using the operations defined in Equation (2.2.2)
or equivalently in Equations (2.1.9) and (2.1.8).

Proof. 1t is sufficient to produce a groupoid G and Haar measure « for it such that X is a
G-H -equivalence, then we appeal to Theorem to get a C*(G, a)-C*(H, B)-imprimitivity
bimodule H(X). Then H(X) is the required C*(H, 3)-Hilbert module. We construct the groupoid
(G, @) now and show that X is a G-H-equivalence.

Construction of (G,a): Since the right action is free and proper, the space (X % X)/H is a locally
compact, Hausdorft groupoid (see [28| page 5]), where we write X * X = X x,, 5, X. Denote this
groupoid by G. Then G©) = X/H.

Let mp: X X — X be the projection onto the second factor. Then § x A = {0, X Ay, (2)}zex is a
family of measures along 9. The actions of H on X x X and X are proper. Hence Proposition
shows that [§ x A] is a continuous family of measures along [m2]. Write « for [§ x A\] and a!*) for
[6 x All#). For [z] € G and f € C.(G), we have

/fda[‘”] :/f[:z:,z] dAg(@)(2)-
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It is not hard to see that « is invariant under the left multiplication action of G on itself. Thus
(G, ) is a locally compact, Hausdorft groupoid with a Haar system.

Proof that X is a G-H -equivalence: There is a natural left action of G on X. The momentum
map rx for the action is the quotient map X — X/H = G(*). Lemma shows that rx is an
open map. The action is given as: [z,y]z = z7y, where v € H is the unique element with z = y~.
The action is well defined because if [2/,y'] = [z,y], then 2’ = zn and 3 = yn for some unique
n € H. And hence z = yy = yn(n~'y) =¥ (n~1y). Then [2/,y]z = 2'n~ 1y = 2y = [z, y]2. It is not
hard to check that this action is free and proper.

The right source map sy : X — H® induces a homeomorphism from the quotient space G\ X
to H®. And ry clearly induces a homeomorphism X/H — G(*) = X/H, which is nothing but the
identity map.

This proves that X is an equivalence between G and H. O

Corollary 2.2.10. Let (H, ) be a groupoid endowed with a Haar system and X a right H -space.
Let the action of H on X be free and proper. Assume the same topological hypotheses as in
Proposition and let (G, a) be the groupoid with Haar system in the proof of Proposition
Then C*(G, «) is isomorpbhic to the algebra of compact operators on the C*(H, ) -Hilbert module
H(X).

2.2.2 Case of proper actions

Proposition 2.2.11. Let (H, ) be a groupoid equipped with a Haar system, X a proper left H -space
and \ an invariant_family of measures on X. Then the bilinear map defined by Equation 2.1.9) is a
C.(H)-valued inner product on C.(X).

We only need to prove that the bilinear map is positive. The other required properties of (,)
are clear from Lemma

Our strategy is the following: for every (non-degenerate) representation 7: C*(H, ) — B(K),
we show that 7((f, f)) € B(K) is positive. Due to the Disintegration Theorem, we work with
representations of (H, ) and prove the same fact there. We shall use the flavour of representation
theory that uses transverse measures, see Section m

A2
X«H —— H

T
Bxlm TH\LB

X > gO
sx

Figure 2.1

Remark 2.2.12. In Figure 21| m; for i = 1,2 are the projections on the ith component, ), is as in
Lemma [l.3.17| and Sx is as in Equation (I.3.19). Clearly, 80 Ao = Ao 8x. Let m be a transverse
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measure class on H. We take the quotient of each space in Figure and the corresponding
induced maps and families of measures.

i) The coherence of m gives m(3) o [Az] = m()) o [Bx].
ii) A computation very similar to Equation [1.6.29| gives [A2] = A.

iii) Equation gives [Bx] = Bx, where By is as in Equation ([.3.22).
iv) (i), (i) and (iii) together say that m(3) o [\] = m(X) o [Bx].

Hence if € m(5) and v € m(\), then o X ~ v o fx.

Proposition follows from Lemma and Lemma below. In the following discussion,
we shall write (f, f)¢, (g instead of (f, f) for f € Ce(X).

Let (m,H,n) be a representation of (H, ) where m is a transverse measure class for H,
H — HO is a measurable H-Hilbert bundle which has separable fibres and 7 is the action of
H on fibres of H. The fibre product X * H carries the diagonal action of H, that is, (x,h)n =
(xn, m(n~1)h). After taking the quotient by this action, we get the measurable Hilbert bundle
7x: (X «H)/H — X/H where 7x([z,h]) = [z]. Denote (X xH)/H by HX. For each [z] € H©®)
there is a unitary isomorphism Hfé} ~ My (2)-

By definition, the transverse measure class m induces a measure class m(\) on X/H (see
Definition [1.6.32). We fix 1 € m(B) and v € m()\), that is, p is a measure on H” and v is a measure
on X/H. Furthermore, let AX: C.(X) — C.(H®) and Bx: C.(X) — C.(X/H) be the integration
operators for the families of measures (\,),cgo and (5 ["”"’})[I]E x/H- Remark shows that vo Bx

and g o Ax are equivalent measures on X. Let Sx be the family of measures along the map
X*xH — X, (z,h) — x, defined by

[ £ass = [ s mas=m)
for f € Co(X x H).
Lemma 2.2.13. The measure v o Bx on X is H -invariant.

Proof. We must prove that the measure vfx/3x on X * H defined by
g [ Fen k) B () 45 ) dvfal
X/H JHsx @) JHsa®)

for f € C.(X % H) is invariant under the inversion map (z,h) + (zh, h~!). For this, we substitute
n~'h for h and write

vBxBx(f) = /X - /H o) /H o £, n~h) dBx @ (h) dB*x @) (1)) du[z];

now replacing f by f oinv replaces f(zn,n"'h) by f(znn='h,(n7'h)™') = f(zh,h'n). The
substitution that switches h < 1 shows that the integrals over f and f oinv are the same. O
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Since po A is equivalent to v o 3, this measure on X must also be quasi-invariant. We compute
its Radon-Nikodym derivative. Let f € C.(X x H), then we get

porabx( = [ [ [ k) dsH(h) dr(a) duw)
HO Jx, JHY
= [ ][ s da) ds*(h) dutw)
HO u Xu
by Fubini’s Theorem. When we replace f by f oinv and use the H-invariance of A\, we get

MO/\OBX(fOinV):/Ho/u/uf<xh”h_l)d)‘u(x)dﬂu(h)du(u)
- /HO/"/XSHUL) f(ﬂU,h_l)d)\sH(h)(a:) dp“(h) dp(u)
N /HO / u /XTH(h) J@ 1) sy iy (@) Bt (h) dp(u),

where the last step uses the substitution h — h~1. In terms of the integration operator Ag: Ce(X *
H) — C.(H) along 7, we may rewrite this as jz0 871 (A2(f)), whereas poXoBx(f) = poB(Aa(f)).
Thus the Radon-Nikodym derivative is

dinv* (o Ao fx) d(po Bt
= h) = ——=(h).
dorody) M= dGog)
Now let Ao )
_ de

M@ =Fop)

Lemma 2.2.14. Let z € X and h € H' satisfy sx(x) = ry(h). Then
d(po Bt
M(zh) = M(x)m(h).

Proof. Let g € Co(X % H) and let f = fx(g), that is, f(z) = [;. f(z,h)dB%(h). By definition of

the Radon-Nikodym derivative, we have

[ t@dwes) = [ s@n@) o,
Thus
/g(x,h)d(VoBoBX):/ g(z, h)M(z) " d(po Xo By).
X X

Since the measure v o § is H-invariant, the left hand side is invariant under replacing g by g o inv.
Hence so is the right-hand side, that is,

[ g mat@) T d(uo xo fx) = [ glah, kM) (o Ao fx)
X X

B B _{ M(xh) ~
—Ag($h,h I)M(Cﬂh) ! M($> d(,U,O)\OBX)-
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Letting ¢'(x, h) = g(z, h) M (x)~!, we see that M (xh)/M (z) has to be the Radon-Nikodym derivative

Mah) _ dlinvipoXof) 0 dGiep™)
M (z) d(porofByx) d(p o B)

(h). 0

Let H = (Hs)zex be a y-measurable field of Hilbert spaces over H? equipped with a represen-
tation 7 of H. The Hilbert space L?(H°, u,H) consists of all u-measurable sections ¢: H? — H
such that

[ @By, dutw) < o
H

This norm comes from an inner product on L?(H?, u,H), of course.

We pull back H to a field s%H of Hilbert spaces over X along sx: X — H°. Then we take the
induced field of Hilbert spaces HX over X/H whose 10 A\-measurable sections are those sections ¢
of s*H that satisfy 7, (((zh)) = ((z) for all x € X, h € H with sx(x) = rg(h). For v as above, we
define the Hilbert space L?(X/H,v, H*) to consist of those sections ¢ of H* with

[ @B, dvle] < o
X/H X

The function [|¢(z)|)3, . is constant on H-orbits and thus descends to X/H because 7, (((zh)) =
SX x

¢(x) and the operators 7, are unitary. The norm defining L?(X/H, v, HX) comes from an obvious
inner product. Notice that an element of L?(X/H,v, H*) is not a function on X/H.

Now we define the operator |f)) from L2(H®, pu,H) to L?(X/H,v,H¥) and its adjoint {f]|.
Let £ € L2(H?, u,H) and ¢ € L?(X/H,v,HX). Computations by Renault which are discussed in
Section 3.3.1 lead to the following formulas for ((f| and |f)):

(1906 = [ fanm(&onm)y/Mlan) 45 ), (2.2.15)

(A0 = [ F@)

d)\u (CU) (2.2.16)

Notice that

(V€)= [ flehn)mng (€Cn )y M hn) 45 @ ) = [ )¢ ()

Hsx (@)

by the substitution hn +— 1 because 3 is left-invariant. Thus |f)¢ is a section of HX. If we pick
¢ and ¢ of compact support, then |f)¢ and ((f|¢ also have compact support in X/H and HY,
respectively. Hence our operators |f)) and ((f| are at least well-defined on dense subspaces.

Lemma 2.2.17. Let{ and ¢ have compact support. Then (C, |f)E) = ((f|C,€), that is, {( f| is formally
adjoint to | f)).
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Proof. On the one hand,

(G, [1)E) =

where we used 7, ((zh) = ((z), the unitarity of 7, and the definition of the measure v o 3 on X.
On the other hand,

(168 = [ (166w duw)
= [ @@y M@ ) ) dutw)

= [ (@) sx @)/ M (@) doN) (@)
_ “td(po )
= [ @ exm @M@ ghos

Now the definition of M shows that this is the same as the previous integral. O

() d(v o B)(x).

The convolution algebra C.(H) acts on L*(H°, u, H) by

d(po 1)
d(poB)

L(f)&(u) = /Hu fm)mn€(su(n)) () dB“(n).

This is a *-representation.

Lemma 2.2.18. Let { be compactly supported. Then {(f|o|f) (&) = L({f, f)c.(m))(§). Hence {(f|o|f))
extends to a bounded operator with norm at most ||(f, f)||c+(m)- It follows that | f)) and ( f| extend to

bounded operators between the Hilbert spaces L?>(H°, i, H) and L*(X/H, v, HX) which are adjoints
of one anotbher:

Proof. We compute

(FlolM©w = [ F@INE@VI @) dr()

X

= [ [ T@ s VI @A (@) 45 () ()

Now we use Lemma [2.2.14] to identify M (zn)/M (x) with the function
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Then we use Fubini’s Theorem and continue the computation:

(o i@@ = [ [ T s Esnm)y/on dri) 45
= [ U Dcum@m(sman)y /o 8™ () = LUL Hen)(€).

Since L((f, f)c.(x)) is bounded, it follows that ((f| o |f)) extends to a bounded operator on
L*(H®, p,H). Let C > 0 be its norm. Then

IFYEN® = (&, (fTo1£HE)] < CliEl®

by Lemma [2.2.17] for all compactly supported &. Hence |f)) extends to a bounded operator from
L2(H® pu,H) to L*>(X/H,v,HX). A similar estimate shows that {{f| extends to a bounded operator
from L2(X/H,v,H*) to L2(H, p, H). O

Proof of Proposition Follows from Lemma [2.2.18 O

The last proposition shows that C.(X) is a C*(H, §)-pre-Hilbert module. Let #(X) denote
the C*(H, §)-Hilbert module obtained by completing C.(X). Note that we did not use the second
countability of X anywhere in the construction of H(X).

Theorem 2.2.19. Let (H, ) be a Hausdorff, locally compact groupoid with a Haar system and let X

be a locally compact, Hausdorff proper right H -space carrying an H -invariant continuous family of
measures \. Then using Formulae 2.1.8) and (2.1.9) the right C.(H)-module C.(X) can be completed
to a C*(H)-Hilbert module H(X).

In the whole discussion above we worked with all representations of (H, 3). The same argument
used for the left regular representation of (H, ) produces the following result for the reduced
C*-algebras:

Proposition 2.2.20. Let (H, 3) be a Hausdorff, locally compact groupoid with a Haar system and
let X be a locally compact, Hausdorff proper right H -space carrying an H -invariant continuous
family of measures \. Then using Formulae 2.1.8) and 2.1.9) the right C.(H)-module C.(X) can be
completed to a C}(H)-Hilbert module H(X).

2.3 The left action

Now we turn our attention to the left action. We wish to extend the action of C.(G) on C.(X) to an
action of C*(G) on H(X). For a groupoid equivalence the adjoining function vanishes (Lemma [2.2.5),
that is, it becomes the constant function 1, and the formulae for the left actions in Definition [2.1.8|
and (2.2.2) match. In this case, C.(G) acts on C.(X) by C*(H, 8)-adjointable operators. Our proof
for the non-free case runs along the same lines as in [28].

Lemma 2.3.1. The action of C.(G) on C.(X) defined by Definition|2.1.§ extends to a non-degenerate
*-homomorpbism _from C*(G) to Bex gy (H(X)).
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Proof. We claim that the map

T:CX+G) = CuX), (TN = [ 16y 0)AMy ) da )
is surjective. The range map of G is open and we appeal to Lemma [l.2.13 to see that the map
m: Gx X — X sending m: (v, z) — ~x is open. Now we appeal to Lemma [1.3.28| to get a function
W: G+ X — [0,00) such that supp(WW) NG « K is compact for any K C X compact. Now the
function F(z) := [ W (y,7 ')Ay, v '2)da"¢®)(y) > 0 for each x € X and hence the function

w(y,y 1x) = W(%;)lx) satisfies

[t A0 ) da 9 () = 1

for all x € X. This process is same as what we did in the proof of Lemma [.3.29
Then the operator

S: Ce(X) = Co(X xG), S(f)(v,z) = f(vx) - w(y, ),

satisfies T'o S = Id¢, (x). This proves the claim we made at the beginning of the proof.
Equation (2.118) says that the action of C.(G) on C.(X) is a *~homomorphism. Now we check
that the action is also bounded.

Let € be a state on C*(H). Then ¢((,)) makes H(X) into a Hilbert space, say H(X).. Take
the subspace V. of this Hilbert space generated by {(f : ( € C.(G), f € C.(X)}. Define a
representation L of C.(G) on V; by L(¢)f = (f.

i) The representation L is a non-degenerate representation of C.(G) on V.. Non-degenerate
means that the set {(f : ¢ € C.(G), f € C.(X)} is dense in V.. This is true because
C.(G) ® Cu(X) is dense in C.(G x X) and the map C.(G x X) — C.(X), (f,¢) — f¢, is

surjective.

ii) The continuity of the operations in Lemma [2.L1]| in the inductive limit topology implies that
L is continuous: for f,g € C.(X), Ly 4(C) = (f, L(¢)g) is a continuous functional on C.(G)
when C.(G) is given the inductive limit topology.

iii) L preserves the involution, that is, ((f,g) = (f,(*g). This is proved in Equation [2.1.18 in
Lemma 2.L1).

Proposition 4.2 of [34] says that L is a representation of G on V, that is, bounded with respect to
the norm on C*(G). Thus €((Cf,(f)) < [Clcr @) e((f; f)) for all f € Co(X) and ¢ € Cc(G). As the
state € was arbitrary, the inequality holds for all states. Hence for all f € C.(X) and ¢ € C.(G) we

get

This shows that the action of C.(G) on C.(X) is bounded in the topology induced by the norm
of the inner product (,). Hence the action can be extended to C*(G). The proof also shows that
C.(G)H(X) C H(X) is dense, so the representation of C*(G) is non-degenerate. O
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Recall the definition of H,(X) from Corollary [2.2.20} One can work with the left regular
representations of (G, «) and (H, ) to get the following result:

Lemma 2.3.2. Assume that the transformation groupoid G x X is amenable, that is, the action of

G on X is amenable. Then the action of C.(G) on C.(X) defined by Definition extends to an
action of C:(QG) on the C*(H)-Hilbert module H.(X) by adjointable operators.

Proof. Take the faithful representation of C(H) on the continuous field of Hilbert spaces L?(H?!)
over H°. Then the C*-algebra of adjointable operators on H,.(X) is represented faithfully on the
induced continuous field H(X) ®cw gy L*(H'); the fibre of this field at u € H® is L*(X,, X,). This
carries a multiplication action of Cy(X), which is covariant with the action of C*(G) to give a
representation of the crossed product algebra G x Cy(X) or, equivalently, the groupoid C*-algebra
C*(G x X) of the transformation groupoid. We check this covariance.

As in Example [L.3.1]} let & be the Haar system for G x X which is obtained using the Haar
system a. Fix u € H9. For f € C.(G x X) define the operator 7(f): £2(Xu, M) — L£2( Xy, Au) by

(DO = [ F( ) e a0 A 0,0 ) da (7 2)
= [ 169700 A (97 ) dam ),

where ¢ € £2(X,,\,). We use the obvious action of G x X on X given by (v,7)r = vz to
define the above operator. If (,¢ € £2(X,, \y), then a computation similar to that in the proof of

Equation (2.118) of Lemma gives
(m(F)C ) 2 (xuna) = (o TF)ED) £2(x020) -

In detail,

w(1)¢.€) = [ [ Far )G 0@ Ay ) 2 e’ (3)d @)

Change the variable (y,y~'z) +— (4~

the last term equals
o [T @0 ) Aty ) 2 4o ()dh (@)

. [ C@ TG0 w)0) Ay ) V2 da () a)

L ) and use the (G, a)-quasi-invariance of \, to see that

u

(€, m(f)(€)

Similar to the proof of Equation (Z.112) of Lemma it can be proved that 7(f1)7(f2) =
7(f1 % fo) for f1, f» € C.(G x X). Thus 7 is a *-representation of C,.(G x X) on £2(X,, \y). And
this proves the G-covariance of the multiplication action of Co(X) on £2(Xy, \y)-

Now if G x X is amenable, then C* (G x X)) = C} (G x X). Hence the morphism C*(G) — C*(G
X) vanishes on the kernel of C*(G) — Cj(G). Since the action of C*(G) on H(X) ®c= (s L*(H")
factors through C*(G x X), it descends to C}(G). And since this is a faithful representation of
the adjointable operators on the reduced version H,(X) of H(X), we get the desired left action
of C¥(G) on H(X). O
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Now we are ready to state the main theorem of the present chapter.

Theorem 2.3.3. Let (G,a) and (H, ) be locally compact, Hausdor{f groupoids with Haar systems.
If (X, \) is a correspondence from (G,«) to (H, ) then using the family of measures \ the space
C.(X) can be completed to a C*-correspondence H(X) from C*(G,«) to C*(H, j3).

Proof. Follows by putting Proposition [2.2.19| and Lemma together. O
In Theorem [2.3.3] we do not need that either X or H are second countable.

Proposition 2.3.4. Let (G, «) and (H, 3) be locally compact, Hausdorff groupoids with Haar systems.
Let (X, \) be a topological correspondence from (G, «) to (H, 3). If the action of G on X is amenable,
then using the family of measures \ the space C.(X) can be completed to a C*-correspondence

H(X) from C:(G, ) to CL(H, B).
Proof. Follows by putting Proposition [2.2.20| and Lemma together. O
In Proposition [2.3.4] we do not need that either X or H is second countable.

Corollary 2.3.5. Assume the same hypotheses as in Theorem|[2.3.3, If the action of G on X is proper,
then C.(X) can be completed to a C*-correspondence H.(X) from C:(G) to C:(H).

Proof. Since the action of G is proper, the transformation groupoid G x X is a proper groupoid.
The Haar system of G also gives a Haar system for G x X. Now we apply Lemma [1.3.29|to G x X
to see that it is an amenable groupoid. O

An instance when the hypothesis of Corollary holds, is when X is second countable.
We need neither ry not sx to be open surjection.

2.4 Composition of correspondences

2.4.1 Preparation for composition

Let Z, Q2 be spaces, let 7 : Z — Q be a surjection and A a family of measures along 7. Let
X X := X Xz, X and let 71, w3 be the projection maps from Z x Z to the first and second copy
of Z, respectively. The family of measures X induces families of measures A2 and \; along 7, and
o, respectively; as in Lemma @ For z € Z the measure i, on 7] '(x) is given by &, x Ar(a)-
And )1, is defined similarly. This data gives Figure

Observation 2.4.1. The composite families of measures Ao Ay and Ao \; on Z % Z are the same
family of measures along mom = momy: Z x Z — Q. We denote this family of measures by A x A,
where {(Ao ), = Ay X A\ }ueq, that is, for u € Q, f € Co(X * X),

/ FA(A X A)y = / F(@, ) dAu(z) dAu(y).

Observation 2.4.2. Let fi, fo € B (Z) and let m be a measure on Z. By an abuse of notation
we write f1 ® fo for the restriction of f1 ® fo to Z % Z. Then mo A (f1 ® fa) = mo Xa(f1 ® fa2)
means m(A(f1)f2) = m(fiA(f2)). In this situation, we say that A\; and Ay are symmetric with
respect to m.
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A2
Ixl —— 7

™2
Allﬂ'l ﬂl)\

Z — Q

Figure 2.2

Notice that we are a bit loose with the notation in Observation because m(A(f1)f2) =
m(fiA(f2)) means m((A(f1) o 7)f2) = m(f1(A(f2) o 7).

Proposition 2.4.3. Let Z, Q2 be spaces, n : Z — Q a surjection and X\ a w-family of measures on Z.
Let w1, wo be the projection maps from Z x Z onto the first and the second copy of Z.

i) Let u be a measure on Q). Then A1 and Ay are symmetric with respect to m = o \ in the sense

of Observation[2.4.2

ii) Let m be a measure on Z. If \y and Ay are symmetric with respect to m and there is a
non-negative Borel function e on Z with \e) = 1, then there is a measure p on Q with
HoX=m.

iti) The measure y in (ii) with o A\ = m is unique.

Recall from the discussion that followed Definition that we work with proper families of
measures only. Thus we always have a function e as in (ii) above.

Proof. (i): If po A = m then A\; and Ay are symmetric with respect to m because m o Ay =
(moX)oda=po(Aody)=po(AoX) = (uoA)or =moA. The equality Ao Xy = Ao \; follows
from Observation

(ii): For g € B4 () define u(g) := m((g o 7) - e). In Observation let fi = f, AMe) =1 and
take g = A\(f) in the definition of y in the previous sentence. Then

m(f) =m(f - AMe)) =m((A(f) om) - ) = u(A(f)) = o A(f).

(iii): Let x4’ be another measure on Q which satisfies the condition /' o A\ = m. Since ) is a
proper family of measures, the integration map A: C.(Z) — C.(Q) is surjective. So po X = ' oA
implies p = p/'.

O

For m: Z — Q the fibre product Z % Z is the groupoid of the equivalence relation defined by
x ~ vy if and only if 7(z) = 7(y). For an equivalence groupoid relation (x,4)~! = (y,2), sx«x = T2
and rx.x = m. Now we study the case when the measures \; and Ay are not symmetric, but
weakly symmetric. The measures A\; and Ay are called weakly symmetric if there is a continuous
homomorphism A : Z x Z — RY with mo Xy = A - (mo A;). In Section we saw that a
homomorphism from a groupoid G to an abelian group R is also called an R-valued 1-cocycle.
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It is a well-known fact that Z % Z is a proper groupoid (see Lemma for the proof). Assume
that the measures A\; and Ay are weakly symmetric. Let A : Z x Z — R* be the R’ -valued
l-cocycle that implements the weak equivalence. Then logoA : Z % Z — R is an R-valued 1-cocycle.
Proposition says that logo A =bo s —bor for some continuous function b : Z — R. Thus

bos
67
ebor
Write b = €2, then b > 0 and
A es  ebos bos bom
Ceor  ebor  bor bom
bomo

Now we have mo Ay = (

w2 ) m o A1, which is equivalent to (bo m1)(m o As) = (boma)(m o A).

An easy calculation shows that (bom)(m o Ag) = (bm) o Az and (boma)(m o A1) = (bm) o A;. Thus
we get

Proposition 2.4.4. Let Z, Q, m and X be as in Proposition and let m be a measure on Z with
respect to which A1 and Ay are weakly symmetric. Let A be the R* -valued 1-cocycle that implements
the weak equivalence. Then there is a function b : Z — R* with

) W = Ala,y) for all (x,y) € Z+ Z;

ii) \1 and \y are symmetric with respect to the measure bm, that is, bm o A\ = bm o \,.

2.4.2 Composition of topological correspondences

Let (X,a,A) and (Y, 3,A2) be correspondencesﬂ from (G1, A1) to (G2, A2) and from (G2, A2) to
(G3, A3), respectively. This is pictured in Figure

- L a . B
Al \\ Ao N N
L o L’ S
(G, A1) ——— (G2, X2) ——— (G3,X3)

Figure 2.3

We need to create a G1-G-bispace 2 equipped with a Gz-invariant and G;-quasi-invariant
family of measures p = { M“}ue ;- The C*(G1)-C*(Gs)-Hilbert module #(£2) should be isomorphic
3
to the Hilbert module H(X) ®cx(q,) H(Y).

Let Z := X xY be the fibre product over Géo) for the maps sx and ry. Then Z carries the

diagonal action of G. Since the action of G2 on X is proper, its action on Z is proper. Define the
space Q = Z/Go.

'See the paragraph ‘Important Conventions on page
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Observation 2.4.5. The space Z is a G1-G3-bispace. The momentum maps are rz(z,y) = rx(y)
and sz(z,y) = sy(z). For (71, (z,y)) € G1*Z and ((x,y),73) € Z * G3, the actions are 1 - (z,y) =
(mz,y) and (z,y) - v3 = (x, y73), respectively. These actions make 2 into a G1-G3-bispace.

Lemma 2.4.6. The obvious right action of G3 on Q) is proper.
Proof. See [42} Proposition 7.6]. O

The quotient map 7 : Z —  carries the family of measures Ay as in Proposition [1.3.21} We
write A = {\“},eq instead of Aoy = {A2%}weq. Recall that for f € C.(2),

/ el = /G o F@r ) V().
2

Proposition |.3.2]] shows that A is a continuous family of measures with full support.

For a fixed u € Ggo) we define a measure m,, on the space Z as follows: for f € C.(Z),

| fama= [ [ ) dag, @) dbuw). @47)

Lemma 2.4.8. The family of measures {m.}
on Z.

cq s a Gz-invariant continuous family of measures
3

Proof. The Gs-invariance of the family of measures 8 makes {m,,} )y Gs-invariant.

Let f € C.(X) and g € C.(X), then

uEGgO

[ £@gdm. = B o) g) ).

Using a density argument as in the proof of Lemma |.3.20| we conclude that {m.} .« is a
3

continuous family of measures. O

We wish to prove that up to equivalence {my},cq0) can be pushed down from Z to Q to
a Gs-invariant family of measures {u"}. Before we proceed we prove a small lemma. Denote
XxGoxY :=={(z,72,y) € X xGa XY 1 sx(2) =rc(12) =ry(y)}. And let X G2 = X Xy 1, G2
and G x Y = G Xrayry Y-

Lemma 2.4.9. Let (X, a, A1) and (Y, B, As) be correspondences from (G1, A1) to (G2, \2) and from
(G2, A2) to (G, A3), respectively. Let Z, Q, A\, my, A\; fori = 1,2 be as discussed above. For each
u € Ggo) there is a function b, on Z such that \y and \y are symmetric with respect to by, - my,.

Furthermore, b satisfies b(z,y) b(:m,y_ly)_l = A((z,9), (z7,7 1)) = Ao (7,7 1y).

We shall write b instead of b,. We work with a single 1, at a time, so we prefer to drop the
suffix u.

Proof. The proof follows in the steps below:

i) A1 and \g are weakly symmetric with respect to m,, for each u € Ggo).
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ii) Z* Z is a proper groupoid.
iii) Appeal to Proposition and get the result.

(i) Now we show that A; and Ay are weakly symmetric families of measures. Figure shows all
maps and the families of measures along the maps:

A2
Ixl —— 74

st
Allﬂ'Q wl)\

Z — Q)

Figure 2.4

Let f € Co(Z x Z), then

(o () = [[ F(@). @r,07 1) D5V dm ()
= [[] 1@, @v.770) 432 () dary ) (w) 4B ).

Change variables (z7y,v 1y) — (z,y). Recall that the family « is Ga-invariant and 3 is Ga-quasi-
invariant. Now calculating further:

RIS = [[[ 1@y ) (@) 8207 7) AV (3) dany () (@) dBul)

= (mu o )\1)(](. . AQ o inngKY)?

where invg,«y is the inverse function on the groupoid G2 x Y.

(ii): Observe that rz.z X sz.z: Z x Z — Z x Z is the inclusion map. Hence to show that
Z x 7 is proper, it suffices to prove that Z « Z C Z x Z is closed. To see this, we observe
that Q is Hausdorff, hence dia(?) := {(w,w) : w € Q} is closed in ©Q x Q. Since 7 is continuous,
(r x m)~1(dia(Q)) C Z x Z is closed where © x 7: Z x Z —  x {2 is the canonical map.

(iii): Due to (i) and (ii), we may apply Proposition which gives a function b: Z — R* such
that A\; and Ay are symmetric with respect to bm,,. O

Remark 2.4.10. The cocycle A: Z x Z — R*, A((z,y), (zy,7 " 'y)) = As(v,7 1y), implements the
weak symmetry between A\; and \2. We observe:

i) since A does not depend on z, A is G;-invariant;

ii) Ay is defined on Gg * (Y/G3) (see Remark [2.1.5). Hence A((z,2')y3) = A(273, 2/y3) = A(z, 2')
with sz(z) = sz(2') = ra,(73), 73 € Gs. Thus A depends only on ~ and [y].
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The function b appearing in Lemma can be computed explicitly. Let p = {p*}.cz be a
family of probability measures on Z * Z as in Lemma [1.3.29] Then Corollary gives

b(e") = exp()() = exp ( [ogoa((z,2) 7 (2)). @A

This implies that b is continuous on Z.

Remark 2.4.12. i) The Gj-invariance of A from Remark [2.4.10| and Equation [2.4.1] clearly implies

that b is G1-invariant.

ii) The Gs-invariance of A (Remark [2.4.10| and Equation [2.4.11) implies b is G3-invariant. Indeed,
for v3 € G3

b(2'y3) = exp </ log oA(z73, 2'v3) dpzl(’y)> = exp (/ log oA(z, 2') dp? (7)) = b(2).

Remark 2.4.13. Once we have bm,, o A\ = bm,, o Ay, (i) in Proposition gives a measure fi,, on 2
which lifts to bm,, on Z via \. {y}uecq is the required family of measures. For f € C.(Q2)

[ = [[ 1 or@ et ba,) dary () dBu(0).

Due to Proposition the measure p,, is independent of the choice of the function e. Sometimes
we abuse notation and write f instead of f o w. We think of f as a function on Z itself.

Recall that Q is a G1-Gs-bispace (see Observation [2.4.5).

Proposition 2.4.14. The_family of measures {u,} is a Gs-invariant continuous_family of

uEGéo)
measures on §) along the momentum map sq.

Proof. We check the invariance first and then check the continuity. Let f € C.(Q2) and v € G3, and
let e be a non-negative Borel function on Z = X %Y with A(e) = 1. Then

/f[wv yfyl] erGS ('y’)[x? y]
- / ((Fom) - edX=) b, ()
=[] £ De@r g bl ) D 0) day ) () A8, ) 0):

Change yv' — y and use the Gs-invariance of the family 8 and that of the function b to get
RHS. = [[[ Fll ghetor )b, y) AN () day, (@) Ay, 01 ()

= / / (f - ed\=9) bdmy,, ()

= / flesyl dpsg, (4 [z, )
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Thus {pu},cq,© is Gs-invariant.
Now we check that y is a continuous family of measures. Let M, u and A denote the integration
maps which the families of measures m, u and X\ induce between the corresponding spaces of

continuous compactly supported functions. By the construction itself, M : C.(Z) — Cc(Gi())O)) is the
composite of C.(Z) 5N c.(Q) & ¢, (G( )) Due the definition of y the following diagram commutes:

JM
T
n oG,

Lemma shows that M is continuous, Proposition [l.3.2]] shows that A is continuous and
surjective. Hence p is continuous. O

The family of measures p on € is the required family of measures for the composite corre-

spondence. We still need to show that it is Gi-quasi-invariant. Let f € C.(G1 x ) and u € Ggo),

then
[ o gl ax D () g fo,y
-// / £ ) @,y ™) b y) AT () dX5Y ) (3) ey ) () 4B (o).
We apply Fubini’s Theorem to the last step to get

A () A (3) dany () () = AT (1) dagy ) (@) AN (7).

Now we change (n7!, [z, y]) = (1, [n 2, 9]). Then

AN () day ) () = Ar(g, ) AN () day, ) (@)

We incorporate this change and apply Fubini’s theorem again to get the same sequence of the
integrals and compute further:

JJ[ £ a0 et e ) b ) s ) P () X5 (3) da, ) (0) dB ()

—///f n, [z, y)) (Z( y) )Al(n 0 ta) e(n e, y)b(a, y) A (1) dayy () () A (7) dBu(y).

But e(n~tay, v 1y) d/\gxm( ) =1 and b(z,y) day, (y)(z) dBu(y) = dpulr, y]. the last term equals

//f UER)) (Z( ’)y) Av(n,nt2) APV () dpy [, y).

Thus if Ay : Gy x Q = R is defined as
Aro(n~ [z,y]) = b a,y) T AL 2)b(x, ), (2.4.15)
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then the above computation gives
[ £0r lwa) ) duuligl = [[ 1001, 0) Saaln o o)) A ) dyaalo

for all u € Ggo). One must check that the function A 5 makes sense. We prove the following lemma
for this purpose.

Lemma 2.4.16. The function A 2 defined in Equation 2.4.15) is a well-defined RY, -valued continuous
1-cocycle on the groupoid G x .

Proof. Let (z7,7~'y) € [z,y], then

Yoy, v ly) T AL (T )by, v y)

=b(n"z,y) A 2)b(x, y) <b< o) b<xw-1y>>

A1,2(77717 [.%"'}/, Pyily]) = b(ni

n~tay,yly) b y)
= Aa2(r o w]) (Ao~ v Ay Y)Y
= Ara(n !, [z.y]).
In the above computations, to get the third equality, we used the last claim in Lemma Due
to the continuity of b and Ay, Ay is continuous. Checking that A; 5 is a groupoid homomorphism
is a routine computation. O

Proposition 2.4.17. The family of measures {u.} o is G1-quasi-invariant. The adjoining function
for the quasi-invariance is given by Equation (2.4.15).

Proof. Clear from the discussion above. O

Definition 2.4.18 (Composition). For correspondences

(X,,A1): (G1, A1) = (G2, A2) and
(Y>57A2): (G27>\2) — (G3,>\3),

their composite correspondence (2, p, A1) : (G1, A1) = (G3, A3) is defined by:
i) a space Q:= (X *xY)/Go,

ii) a family of measures p = {uu}, that lifts to {ba x By },cq on Z for a cochain b €

ea
CY,(Z * Z,R%) satisfying d°(b) = A.

The A above is the one in Remark [2.4.10} C,, is the zeroth cochain group of the G'3-invariant
R* -valued continuous cochain complex of X * X (see Definition |l.4.7). For a composite correspon-
dence the adjoining function A; o is the one given by Equation (2.4.15).

Theorem 2.4.19. Let (X, a): (G1, 1) — (G2, A2) and (Y, 3) : (G2, A2) — (G3,\3) be topological
correspondences. Assume that the topologies are locally compact, Hausdorff and second count-
able. Let (2, p): (G1,A1) — (G3,A3) be a composite of the correspondences. Then H(S)) and
H(X) @cr(ap)H(Y) are isomorpbic correspondences from C*(G1, A1) to C*(Gs, A3).
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We make a remark before commencing the proof of the theorem.

Remark 2.4.20. The function A in Remark [2.4.10] is a cocycle in C,, (Z+Z; R} ), and b € C*(ZxZ; R})

is a cochain. Remark [2.4.12| says that b € C{, (Z * Z;R}), and Corollary gives that A = d°(b).

Let H(12,b) denote the C*(G3, A3)-Hilbert module obtained using {p, =e-b-a x B} cqo- Let b
ucts

be another G3-equivariant 0-cochain with A = d°(¥') and let H(£, V') be the C*(G3, \3)-Hilbert

module obtained by using {u, = e b - a x 8,} s family of measures. Corollary [2.5.18

uEG’éo) a
gives an isomorphism from the C*-correspondence H(€2,b) to (2, ). Hence in the statement of
Theorem [2.4.19| we need not refer to a certain fixed 0-cochain. In the proof of the theorem, we
work with a fixed cochain b € C¢, (Z * Z;R).

Proof of Theorem[2.4.19. We need to prove that H(Q) and H(X)&c+ g, H(Y) are isomorphic
C*(G3, A3)-Hilbert modules and the representations of C*(G1, A1) on () and H(X) ¢ () H(Y)
are isomorphic. We divide the proof into two parts: the first dealing with the isomorphism of
Hilbert modules and the other dealing with the isomorphism of representations.

Due to the Stone-Weierstrafs Theorem, the set A := {f®g¢g: f € C.(X) and g € C.(Y)} is
linearly dense in C.(Z) in the inductive limit topology, where (f ® g)(x,y) = f(x)g(y). We observe
the following two facts:

i) The Hilbert module H(X) &cx (g, H(Y) is the completion of A C C(Z) with respect to the
norm given by the inner product (f ® g, f x g)c.(ay) = (9 {f, Flax) 9u)-

ii) As A is a (proper) continuous family of measure along 7 : Z — (), we have a surjection
N C(Z) = C.(Q2) given by

A/(F)[:U,y] = A(Fbil/Q)[ﬂ%y] = /G F(x”y,fy*ly) b*l/Z(x%,yfly) d)\gx(x)(,y)

for F € C.(Z).

For b as in Proposition [2.4.4, the multiplication by b~1/2 is an isomorphism from C.(Z) to
itself. Then A is a surjection from C.(Z) to C.(Q2), since {\,} cc( 1s a continuous family of

ucts
p—1/2

measures. Thus the composite A’: C.(Z) —— C.(2) KN C.(f2) is a continuous surjection.

Let f, f' € Ce(X), g,¢9' € Co(Y) and ¢ € Co(G3). Then N (fog+f'®g) = N(fog)+AN(f'@d).
Furthermore,

We show that A’ is an isomorphism of pre-Hilbert modules, hence it extends to an isomorphism
of Hilbert modules. Later we show that A" also intertwines the representations.

The isomorphism of Hilbert modules: Now we compute the norm of f®g € H(X) @cx(qy) H(Y).
In the calculation below, the inner product on the left is taken in H(X)&cxg,)H(Y), and
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subscripts to other inner products tell in what space the inner product is defined. For v € G3,

<f®g f®9)cc 5 ()
(9, (f, f> )y D) (V)

= / gy f f HX) g) (y) dBrg, () (V)

=[50 ([ 44. 2000 967580077 192) A5 V) B, )0

= / / ( / F@) f(2y) dayy) (x )) gy 1y) AP (1) AN (9) dBg, () ()
= /[ 7@l £angtryn) A () dary (@) D5 V0) B ) )

Now we calculate the norm of A’(f ® g-b~/2) in C.(Q):

(N (f@g-b" )N (fxg-b") ()
= /A,(f ®g- b_l/Q)[xvy} Al(f ®g- b71/2)[ﬂf,y1] dMTG3(l) [%,y]

After plugging in the definitions, the last term of the above equation becomes

/ </ Far)g(r )b (@, v y) dry (%«))
( / Fam)g(v )b Y2 @y, lyy) dagr ) (7)) dftrg, ([, Y]
= //f(m*)g(vlly)b*m(m*,%?1y)

( / Flan gy yn)b 2 @y, 7 ) dATY(y)(v)) A Y (1) dptyg, (o2, 9]

/ / F@) g2 (z,y)
( / Fam) gy @y, v Myy) dagr ) (7)) b(z,y) dayy () (@) dBre, () (¥)-

The last equality is due to Lemma |2.4.9] which says that

AN () g, o[, 9] = b, y) dony () (2) By () (1)-

Continuing further,

L.H.S. 2.4.2])
—//f (/f 27)9(y )b (v, 7 ) AR W (y )) b2 (2, y) davy () (%) By, () ()

bay) )" o)
- [|[ 7@ o(v9n) (b(—l)) Aoty () (@) X (9) By, ) ().

Ty, Yy
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Using Remark [2.4.12| we add a factor of 7 in b(x,y). The previous term equals
1/2
b(x, yy) r
/ / / f@ )9(vy) (b(m, ) deve@) A Y () Ay () (y).  (24.22)

By Lemma we relate the factors of b to see that last equation is equal to

] G@stisa@ngtv)

Ao (y,4 71y dany (1) AN (3) B, (o) (). (24.23)

v ()

Finally, we apply Fubini's Theorem to ) and a,, () to get

N (fog b, A'(f ng*1/2)>( )
= / / / )9(r 7)) A2 (7,77 ) A (7) dagy ) () dBr, () ().

Comparing the values of both inner products, we conclude that

(f®9,f®g)cas) = N(F@g- 072, N(f@gb "))y (2.4.24)

The isomorphism of representations: We denote the actions of C*(G1, A1) on H(X) ®cx (g, H(Y)
and H(Q) by p1 and ps, respectively, that is, p1: C*(G1, A1) — B(H(X) ®cx @) H(Y)) and
p2: C(G1, A1) — B(H(Q2)) are the *~homomorphisms that give the C*-correspondences from
C*(G1, A1) to C*(G3, A3). We are going to show that A’ intertwines p; and pa.

Let ¢ € C.(Gh), f,g9 € Cc(X), then

(p2(B)N)(f @ g)[z, 9]
= (¢ N (f®g))[z,y]

N / SN (f @ gDyl A5 (0, In~ "2, 9]) A 1)
= //¢ 77 1.%"'}/ (’Y*ly> bil/?(nilw’y,’yily) Ai/;(n7 [n—1x7y]) d){X(I)O?) d)\SX(I)(’y)

) S e )

Equation @4T5) gives A1p(n, [n7 @, y]) = Ara2(n, [0 2y, v ) = Ai(nn~ ') 222

Thus

—/ (6 1) @y)g(y " y) b2 (@y, v 1) dA¥ @ (y)
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2.5 Bicategory of correspondences

It is clear from the definition of a composite of topological correspondences (Definition [2.4.18)
and Theorem [2.4.19| that the isomorphism classes of topological correspondences form a category.
But Remark [2.4.20)| gives a subtler idea, namely, topological correspondences are likely to form a
bicategory.

This section explores categorical aspects of our construction. We show that groupoid corre-
spondences form a bicategory. We follow Bénabou’s notation from [3] on bicategories. We also
adopt his terminology. A bicategory is biequivalent to a 2-category (for a proof see [24]). Bénabou’s
convention for composition is the other way round than the standard one.

2.5.1 Bicategory
Definition 2.5.1 (Bicategory). A bicategory & is determined by the following data:
i) a set Sy called set of objects or vertices;
ii) for each pair (A, B) of objects, a category &(A, B);
iii) for each triple (A, B,C) of objects of & a composition_functor

(A, B,0): 6(A,B) x 6(B,C) — &(A,C);

iv) for each object A of & an object 14 of &(A, A) called identity arrow of A (the identity map
of I in 6(A, A) is denoted is: [y = I4 and is called identity 2-cell of A);

v) for each quadruple (A, B, C, D) of objects of &, a natural isomorphism a(A, B, C, D) called
associativity isomorphism between the two composite functors making the following diagram

commute:
&(4,B) x 6(B,C) x &(C, D) B 54 By x &(B
(A, B,C) x 1d ~ ( 5.C,D) c(A, B, D)
S(A,C) x 6(C, D) {(AC.D) S(A, D)

vi) for each pair (4, B) of objects of &, two natural isomorphisms [(A, B) and r(A, B), called
left and right identities such that the following diagrams commute:

IAXId

1x6(A,B)—— ) x 6(A, B)

AB) “(A, A, B)

canonical \™’
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&4, B) x 1915, 54, B) x &(B, B)

r(A, B)

¢(A, B, B)

canonical\™”

&(A, B)

This data satisfies the following conditions:

vii) associativity coberence: If (S,T,U, V) is an object of 6(A4, B) x &(B,C) x &(C, D) x &(D, E),
then the following diagram commutes:

(SoT)oU)ov=22LDMv, g (7o) o
a(SoT,U,V) a(S,ToU,V)
(SoT)o(UoV) So((ToU)oV)

a(S. T, U\ %T, U,v)

S5 (To(UoV)

viii) identity coberence: 1If (S,T) is an object of &(A, B) x &(B, (), then the following diagram

commutes:

(Solp)oT=2518T) g (1, 0T)

1) o 1) Ids o I(T)

SoT

In modern literature, a vertex, an arrow (or a l-cell) and a 2-cell are called an object, a l-arrow
and a 2-arrow, respectively. Let A and B be two objects and let ¢, u be two arrows in the category
GS(A, B). Then we call the rule of composition of ¢ and u in &(A, B) the vertical composition
of 1-arrows. The composite functor c in (iii) above gives the horizontal composition of 2-arrows.
Let (S,T) and (S,T") be two objects in &(A, B) x &(B, C), respectively, and let s: S — 5" and
t: T — T'" be 2-arrows. Then s and ¢t induce a 2-arrow s t: SoT — 8" oT'. The 2-arrow s -1, t
is called the vertical composite of the 2-arrows s and t.

Example 2.5.2 (C*-correspondences). In Section 2.2 of [9] Buss, Meyer and Zhu form a bicategory
of C*-algebraic correspondences. In this bicategory the objects are the C*-algebras, l-arrows
are the C*-algebraic correspondences and 2-arrows are the equivariant unitary intertwiners of
C*-correspondences.
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Definition 2.5.3 (Morphisms of bicategories). Let G and &’ be bicategories. A morphism U = (V,v)
from & to &’ consists of:

i) amap V: &y — &, sending an object A to V(A);

i) a family of functors V(A, B): 6(A, B) — &'(V(A),V(B)) sending a l-cell S to V(A) and a
2-cell s to V(s);

iii) for each object A of G, a 2-cell v4 € S(V(A),V(B))

VA: IV(A) = V(IA);

iv) a family of natural transformations
v(A,B,C): ¢(V(A),V(B),V(C)) o (V(A,B)x V(B,C)) = V(A,C)oc(A,B,C).
If (S,T) is an object of G(A, B) x &'(B, C), the (S,T)-components of v(A, B,C)
v(A,B,C)(S,T): V(S)oV(T)=V(SoT)

shall be abbreviated v or v(S,T).

This data satisfies the following coherence conditions:

v) If (S,T,U) is an object of &(A, B) x &(B,C) x &(C, D) the diagram in Figure is com-
mutative.

V($),V(T),V(U))

V(S)o (v(1) o v(v)) & (V(S) o V(T)) o V(U)

Idy () 0 (T, U) (S, T) o ldy )
V(S)o V(T o) V(SoT)oV(U)
(S, ToU) (S oT,U)
V(So(Tol)) V(Q(STT’ ) V((SoT)oU)

Figure 2.5: Associativity coherence for a transformation between bicategories

vi) If S is an object of G(A, B) then the diagram in Figure for the right identity commutes.

A similar diagram for the left identity commutes.
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V(S) = V(SoIp)

V(S) oly(m ﬁ V(S) o V(Ig)[swap]v(S,1p)

Figure 2.6: Coherence of the right identity (and a similar diagram is drawn for the the left identity)

2.5.2 The bicategory of topological correspondences

In this subsection, we show that topological correspondences between groupoids endowed with
Haar systems form a bicategory. To two groupoids equipped with Haar systems (G,«a) and
(H, 3), we associate the category of topological correspondences. A morphism between topological
correspondences is a measure-preserving equivariant homeomorphism. Then we show that
sending a topological correspondence to a C*-correspondence is a homomorphism of bicategories.
We start the discussion by explaining what it means if two systems of measures are equivalent.

Definition 2.5.4. Let 7: X — Y be an open surjection and A, \' families of measures along 7. We
call A and X equivalent if \Y ~ X\ for each y € Y and the Radon-Nikodym derivative d\¥/d\"¥ is

continuous.

When X and )\ are equivalent, we write A ~ ). In fact, Definition defines a continuous
equivalence. Since we are not going to deal with the non-continuous case, we prefer to drop the
adjective continuous.

Definition 2.5.5 (Isomorphism between correspondences). Let (X, A, A) and (X', N, A’) be two
correspondences from (G, «) to (H, 8). An isomorphism from (X, A, A) to (X', N, A?) is the function
¢ : X — X' such that:

i) ¢ is a G-H-equivariant homeomorphism;
ii) the families of measures X' and Ao ¢! on X’ are equivalent, that is, N ~ Ao ¢~ 1.

Remark 2.5.6. Let (X, B, 1) be a measure space. In [4], Definition 2.2], Sundar defines an automor-
phism of (X, B, u) as a B-measurable function T: X — X such that there is another B-measurable
function T71: X — X with ToT ! =T7'oT = Idx p-almost everywhere. in Definition
when G and H are trivial groups and X = X', A and X become Borel measures on X. When
A = )X, a function ¢ is an automorphism of the Borel measure space X. Sundar shows that if  is
a separable Hilbert space, then the automorphisms of (X, B, ) form a group, and this group has a
unitary representation on £2(X, u; H) (see [4], Proposition 2.4]).

Lemma 2.5.7 (Chain rule). fori=1,2,3, let m; : X; — Z be surjections and \; families of measures
along ;. Let a; : X; — X;y1 be two functions which make the following diagram commute:

al az
X1 — X2 — X3
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If Ao ai_l is equivalent to A1 fori = 1,2, then \; o al_l o az_l is equivalent to \s and, for all

z € Z, and

d(\foar'oay') _ (d(Moar!) i) d(A50a;")
dN; - d\3 2 d\;

Proof. This is a straightforward computation. Let f be a measurable function on X3 and let z € Z.
Then

)‘Zoal ) -1 d()‘éoaﬂ_l) z_/ d()‘foa’l_l) z
1 ( e o0 )d)\g W= [ fom (ST ) 4

:/fOGQOQIdAf

:/fd()\'foal_loagl). O
Remark 2.5.8. Since ¢ is a homeomorphism, Condition (i) in Definition [2.5.5is equivalent to saying
A~ XN o¢. To see this, apply the chain rule in Lemma [2.5.7| to (X,\) — 2 (X7, )\’) - (X, ).

This gives g >\(/“1;)¢) = (‘jgﬁ:

COI‘I‘CSPOI’IdeI’lCCS.

o¢ for all u € GO, Thus ¢~': Y — X is an isomorphism of

When we composed correspondences we observed that the composite is defined up to a
positive function b on Z. We show that given two composites, the corresponding correspondences
are isomorphic.

To state and prove the following proposition, recall the terminology introduced in Subsec-
tion [2.4.2] on composition.

Proposition 2.5.9. Let
(X, 0): (G1, A1) = (Ga, o)
(Y. B8): (G2, A2) = (G3, A3)
be correspondences. Let
(), (1) (G1, M) = (G, A3)

be two composites of these correspondences lifting bm and b'm_for 0-cochains b and v/, respectively.

Then (2, ) and (2, 1) are isomorphic correspondences.
Proof. We use the same notation as for the composition of correspondences and let Z := X x o Y

and let m: Z — Q be the projection map. Since bt € C%,(Z,R%) with d°(b) = d°(V') = A,
Remark gives a positive function c¢: Q@ — R with ' = (com)b. Since 7 is open, the continuity
of b, b/ implies that c¢ is continuous. Let f € C.(Q), then
[ fw s auiia ) = [ £ on(ep)elw.) ¥ (w.y) dary () duly)
= [ tomtapela,p) con@ iz, y) dar, () duy)

= [ Fle.slele, ) dp(f. )
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Thus pl, ~ p,, with g’;—% = ¢, where c¢: Q — R¥ is such that b’ = (com) - b. O

Given three correspondences (X;, \;) for i = 1,2,3 from (G, ) to (H, ) and isomorphisms
i+ Xi — X1 for i = 1,2, the composite ¢z 0 ¢1: X7 — X3 gives an isomorphism from (X7, A1)
to (X3, A3). To see this, we need to check that A; o gbl_l o ¢y Lo X3 We first prove the following
simple lemma and then show that A\; ~ A3 0 ¢! 0 ¢yt

Lemma 2.5.10. Let f: X — Y be an open surjection and let A and \' be measures on X. If A ~ X
then Ao f~1 ~ X o f~1.

Proof. Let U C Y. Then

o fHU) =0 = A(FHU)) =0
— N(f~YU)) =0 (because A ~ \)
=0

— Nof YU O

We continue the discussion we started before Lemma Since ¢; is an isomorphism
of correspondences, \; o gbfl ~ M. Fix u € H® and use Lemma fibrewise to see that
A1y © ¢1_1 o ¢2_1 ~ A9, © (;52_1. Since ¢ is an isomorphism of correspondences, A, o ¢2_1 ~ A3y. The
transitivity of equivalence of measures gives A1, 0 o7 0 ¢yt ~ Az,

Remark 2.5.11. Let (X, ) and (X', )’) be correspondences from (G,a) to (H,3) and (Y, k) and
(Y, k) be correspondence from (H, ) to (K,u). If : X — X' and ¢': Y — Y’ are isomorphisms
of correspondences, then it can be checked that ¢ @ ¢/: X *Y/H — X'« Y’/H is an isomorphism
of correspondences, where ¢ ® ¢'([z,y]) = [¢(z), ¢'(V)].

Remark 2.5.12. Let (G,a) and (H, ) be groupoids with Haar systems. It is easy to see that
isomorphism of correspondences is an equivalence relation on the set of correspondences from

(G,a) to (H,B). Let (X, 1), (Y, \2) and (Z, A3) be correspondences from G to H.
Reflexivity: the identity function from X to X gives reflexivity.

Symmetry: if ¢ is an isomorphism from (X, A1) to (Y, X2), then ¢~! is an isomorphism from (Y, \2)
to (X, \1), see Remark

Transitivity: Follows from the discussion just before this remark.
We form a bicategory of topological correspondences:

Objects or vertices: second countable, locally compact, Hausdorft groupoids with Haar system.

1-arrows or edges: topological correspondences with locally compact, Hausdorff, second countable
topologies.

2-arrows or 2-cells: isomorphisms of topological correspondences (Definition [2.5.5).

Vertical composition of 2-arrows: vertical arrows are merely functions between spaces. Their
composition is the usual composition of functions.

1-identity arrow: the identity 1-arrow on (G, ) is (G, «).
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2-identity arrow: the identity 2-arrow on a correspondence (X, u, A) is the identity map

Idx:X—>X.

Composition of I-arrows: composition of correspondences as in Definition [2.4.18

Horizontal composition of Z-arrows: with the data in Remark [2.5.1] we call ¢ ® ¢’ the horizontal
product of ¢ and ¢'.

The associativity isomorpbism: Proposition [2.5.13| below.
The identity isomorpbism: described in Proposition [2.5.13| below.

We need to describe associators and left and right identities. We also need to verify that this
data satisfies the coherence conditions.

Proposition 2.5.13. There are (obuvious) associativity and identity isomorphisms, which along with
the above data form the bicategory T of topological correspondences.

Proof. We have the data required in i-iv in Definition We define the associativity isomorphism
and the identity isomorphism. Then we check the coherence conditions. We explain the notation
used in the proof first.

In the proof we denote a groupoid with Haar system by (G;,«;) for i = 1,2,...,5. We
assume that (Xj;, \;) is a correspondences from (G;, ;) to (Git1,ai41) for i = 1,2,3,4. We

denote the composite | X; *(0) Xz‘+1) /Git1 by X; o X;y1. The O-cochain on X; * X;;; that
i+1

appears in Proposition will be denoted by b;;1+1. When there are too many X’s, G’s or b’s
we adopt the following notations, we write Xj((23)4) for X7 o (X2 0 X3) 0 X4) and similarly for
groupoids and O-cochains. For example, b;(o3) means the b-function in Corollary for the space
X3y = X1 0 (X2 0 X3), and so on. Note that bi(23) is the product of b and ba3 for X o Xa3. Since
i=1,2,3,4, X192 means the composite of X; and Xy and not the twelfth space. Since we do not
have a two digit index, this notation does not cause any confusion.

v) Associativity isomorphism: Let (G;, o;) be four objects for ¢ = 1,2,3,4 and let (X;, i, A i41)
for i = 1,2,3 be correspondences from G; to G,;11. The spaces X; for i = 1,2, 3 are locally
compact, Hausdorff and the action of the groupoid G;41 on the space X is proper for i =1, 2.
Hence the induced action of G;y; on X; * X, is proper. Similarly, the obvious action of
G; X Gip1 on X;_1 % X; % X; 11 is proper. Define

a'(Xl,Xg,X;;): (Xl * X2 * Xg) /(GQ X Gg) — (Xl e} XQ) o Xg,

sending
(21, x2, 2] = [[@1, 22], 23]
and
CL,/(Xl,XQ,Xg))Z (Xl * XQ * Xg) /(G2 X Gg) — X1 e} (XQ o Xg),
sending

[x1, w2, T2) = [21, [x2, 3]
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We claim that both ' and a” are homeomorphisms. We prove that o’ is a homeomorphism,
and the claim for a” can be proved similarly. First we check that o’ is well-defined. Let
p: X1 % Xo* X3 — (X1 0Xo)x X3 and p': (X7 0 X) * X3 — (X7 0 X2) o X3 be the quotient
maps. Then pop’ is a well-defined continuous surjection. For (z1,x2,23) € X1 * X9 % X3 and
appropriate (71,72) € G1 X G,

P (p(w171, 71 tray2, vg ta3)) = [[2171, 71 T w2v2), ve )

= [[z171, 71 taaly2, vy tws) = (21, 222, vy tws) = [[21, wa], 23] = P (p(w1, 22, 73)).

Hence by the universal property of the quotient, p’ o p induces a continuous map
(Xl * Xo Xg) /(GQ X G3) — (Xl o Xg) o X3,

which is nothing but a'. Let da'[z1, 29, 23] = d'[y1,y2,y3], that is, [[z1,x2], 23] = [[y1,y2], y3]-
Then there is 72 € G2 with ([z1,7272],75 '23) = ([x1, 72)72,75 '3) = ([y1,2],y3). This in

turn gives v1 € Gy with (2171,797 @272, 75 '@3) = (y1, 92, y3). Thus [1, 22, 23] = [y1, 92,43 €
(X1 % X2 % X3) /(G2 x G3). Hence o’ is a bijection.

Let m: X1 % X9 % X3 — (X1 % Xo*X3) /(G2 x G3) be the projection map and let U C
(X1 * X * X3) /(G2xG3) be open. Then 771(U) is open. From Lemmaand Remark
we infer that p and p’ are open maps. The universal property of the quotient implies
7(U) = p'(p(m~1(U))), where the latter is an open set. Hence a’ is an open map. Hence @’ is
a homeomorphism.

It is not hard to see that o’ and a” are G1-G4-invariant. Define
a(Xl, XQ, Xg) = CL”(Xl, XQ, Xg) e} alil(Xl, XQ, Xg)

Then a(X1, X2, X3) sends [[z1, z2], x3] to [z1, [r2, 23]]. Whenever the X; are clear, we write
a instead of a(X;, X2, X3). This a is the required associativity isomorphism. We need to
show that a(X7, X2, X3) satisfies (ii) of Definition to conclude that it is an isomorphism
of correspondences. The proof is below.

This is a pretty long computation and we recall what we need. For i = 1,2, 3,

i) (Xi, \i.A;) is a correspondence from (G;, «;) to (Giy1, it1);
i) Xj(i41) denotes the quotient X; x X(;41)/Giy1 for i =1,2;
iii) (X12 0 X3, p(12)3) and (X7 o Xo3, 11(23)) are given composites;
a) b(12)3 and by(23) are cochains in CO(X12% X3, R%) and CO( X7 * Xa3, RY), respectively,
which give p(19)3 and fi(12)3, respectively (then we have do(b(lz)g) = Agj in a suitable
sense, and similarly for b;(23));
iv) (Xj(i41), ti(i+1)) denotes a composite of (X;, \;) and (X;41, A1) used to get the given
composites for i = 1, 2.
a) bj(;41) is the cochain in COGHI(Xi * X1, RY) that gives j1;;41) (hence dO(bi(iH)) =
Aj4+1 in a suitable sense);
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b) e€;(;+1) is an e-function as in Proposition for the quotient map X;*X; 11 — X 41)
for i =1,2.

Note that (i), (iii), (iii)a, (iv) and (iv)a is given data, (iv)b is derived information from (iv), and (ii)
is a notation. Proposition says that a composite does not depend on the choice of the
e-function.

Our first observation is that

X (y)(

ea2s([z,y], 2) :/G e12(x7,7 y)eas(v ty, 2) day™ (),
2

e123)(z, [y, 2]) ::/G e12(, yn) eas(yn, 0~ '2) dog n)
3

are e-functions for the quotient maps Xj2 * X3 — X2 0 X3 and X; * Xog — X; o Xog,
respectively.

Remark|2.4.12| shows that bogz is Gig-invariant, that is, bag (7~ 1y, 2) = bas(y, 2). Thus ([z,y], 2) —
bas(y, z) is a well-defined function X5 * X3 — R’ . By abuse of notation, we say that by3 is
a cochain in Cg, (X12 * X3,R%). Clearly, d°(by3) = As. Let ,LL’(12)3 be the family of measures
induced by ba3 using the function e(j9)3 above on Xi2 o X3. Then (Xi2 0 X3,,u,’(12)3) is a
composite of (X2, p12) and (X3, A3).

Since d”(ba3) = d°(b12)3) = As, Remark gives c: X120 X3 — R% with b(12)3 = (com) - bas.
Here 7: X9 * X3 — Xj9 0 X3 is the projection map. Now Proposition says that
(12)3
(12)3

(X120 X3, p(12)3) and (X120 X3, N/(12)3) are isomorphic correspondences with T = ¢ for

u € GELO).

Use a similar notation and argument to get the composite (X; o Xog, //1(23)), where the

family of measures ;/1(23) on Xj o Xo3 is induced by the cochain b2 using ej(p3). Then

(Xl o ng,,u’l(%)) is iSOl’l’lOl’pl’liC to (Xl o X237N1(23)) And 123; c for ¢ X7 0Xo3 — Ri
(0

with b1y = (¢ o7’) - bi(23) and u € Gy ). Here 7' Xi12 * X3 — X9 0 X3 is the projection map.

Before we go to the main computations, we introduce some more notation. Without this
notation the computation would be very complicated and long.

) Let f € Co(X2 0 X3) and u € G, then Mo x X3(f)(w) := [f f(y,2) dAyX3® (y)dAE(2).
Define A1 x Aa, A1 X po3 and other possible combinations and triple integrals similarly.
ii) For i = 1,2, along the projection map X;* X;11 — X;0X;; there is a family of measures
Qi1 XX, AS in Equation h We write ;41 for Qi1 X4 Xy - For f € Co(X; * Xi11)

and [a,b] € X; 0 X;1 define @41 (f)[a,b] = [ fdal??.

Indeed, we keep in mind that all \; and oy, are families of measures and not a single measure.
We have to keep track of the fibres in the computations, which is not obvious in the above
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notation. This notation reduces the complexity and size of the actual computations, but also
introduces a bit of naiveness.

From Lemma we know that b;(; 1) implements the symmetry between (A; x Ait1)o(&it1),
and (A; X Aj41) o (Gi41)y for @ = 1,2. Observation glves Ai X i1 (biieny fair1(g)) =
Ai X A1 (bi(i1) Qi1 (f)g) for f € Ce(X;) and g € Ce ( z+1>

pa23) () (u) = (/\1 XM23)(fb1(2 e1(23)) ()

X (A2 X A3)(f bagby(23) €23e1(23)) ()

1 X (()\2 X A3)(f bazby(23) €23 a3(€12€23))) (u)
X ( )

(A2 X A3)(basas(f by(23) €23) 612623)> (u).

The previous line is due to the symmetry of the measures bysAs X A3 with respect to ass.
Observe that f and by(93) are Gz-invariant. Hence

RHS. =\ x (()\2 X A3)(bazas(f by(2s) €23) 612623)) (u)
=)\ X (()\2 X )\3)(f b1(23) bas 653(623) 612623))) (u)

Now we use a3(e23) = 1(u) and also introduce the identity homeomorphism a in the further
computations. Hence the previous term equals

A1 X (()\2 X A3)(f bi(23) b23 612623))

—1‘(0/<)CL—1)()7r

coT

oa
= (A X A2) X A3 (f bi2 b(12)3 612623> (u)-

Now we introduce ez using the relation as(e12) = 1. Then in later steps we use the symmetry
of bjaA1 X A9 with respect to as. Hence

) (doaYor

coT

(0]
RHS. = (A1 X A2) X A3 ((f a4 b1z @2(e12) b(12)3 bas 612623> (u)

—l)cloa—loﬂ.

= (A1 X A2) X A3 <(f °a b1z e12 a2(b(12)3 €12 623)) (u)

coT

foat-(doat)or

coT

= (A1 X A2) X A3 ( biz e12 b(12)3 a2(e12 623)> (w).

The last step is due to the Ga-invariance of b(12y3. Now apply Fubini’s Theorem and compute
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further:
= A3 X <()\1 X Ag) ((f ool (doal)om b(12)3 6(12)3> bi2 612>> (u)
com
= A3 X fi12 (f oa”! -c(i’;al) °r b(12)3 6(12)3) (u)
= [(12)3 <f oa"!. W) (u).
Thus (93 ~ K{12)3 for all u € GELO) with the Radon-Nikodym derivative % =

[

vi) Identity isomorphbisms: Let (G;, ;) be groupoids for ¢ = 1,2 and let (X, \) be a correspondence
from G to Gy. There is a homeomorphism

1(G1,G9): (G1+xX)/G1 = X, [y,2] =~ .

The inverse of this homeomorphism I(G1,G2) sends z — [rx(x),z]. Then I(G1, G2) is the
left identity coherence arrow. We need to check that (G * X)/G; is equipped with the family
of measure A.

The fibre product G x X carries the family of measures {a1 0 Ay}, ¢, 0 Which we denoted
by {#u},ecq,©@ in Proposition [2.4.14 The map G1 * X — (Gi* X)/G1 ~ X carries a

family of measures a; ' induced by ay! which is defined by a7 '*“*X(f)[rx(z),z] =
[ fiym,n L) d(al_l)TX(x) (n) for f € C.(Gy * X). In Proposition [2.4.14} we denoted aj %"~
by \. Using the right invariance of a; ' it can be checked that

u(f) = Moy " () (2.5.14)

for f € C.(G1 * X). Now we may draw a diagram similar to the one in Figure and
use Equation to see that the families of measures (aflGl*X )1 and (aflGl*X )2 in this
new diagram are weakly symmetric with respect to the measure p,, for each u € Gy and
then Proposition along with the definition of composite of topological correspondences

(Definition [2.4.18) gives that A is the family of measures on the composite (G * X)/G.
Similarly, the map r(G1,G2): (X % G2)/G2 — X sending [z,7] — 27y is the right identity

coherence.

vii) Horizontal composition of Z-arrows: Let (X;, \i), (X, \}) be correspondences from (G;, o;)
to (Giy1,i+1) for i = 1,2 and let ¢;: X; — X/ be isomorphisms of correspondences. Let
(X1 0 Xg, 1) and (X] o X4, i) be the composites. And assume that b and ¥’ are the cochains
which produce p and p/, respectively.

Since ¢; is a G;-Gj+1-equivariant homeomorphism for i = 1,2, ¢1 and ¢2 induce a G;-
Gs-equivariant homeomorphism ¢ -, ¢2: X7 0 Xo — X/ o X, We claim that ¢ - ¢ is the



78

viii)

ix)

CHAPTER 2. TOPOLOGICAL CORRESPONDENCES

horizontal product of ¢1 and ¢s. To prove the claim, we need to check g, 0(¢1-p¢2) "t ~ i, for
each u € Ggo). Before we proceed, note that ¢ -, ¢2 is induced by ¢1 X ¢pa: X7 % Xo — X x X5.

As ¢1 and ¢o are isomorphisms of correspondences, (A1 X A2)y 0 (1 X ¢2) ™1 ~ (A} x A)u
on X!« X}, for all u € G”. But then (bo (¢1 x ¢2)™L) - (A % M)y 0 (1 x ¢2)~1) =
(DAL X A2)uo (d1 X da) ™t ~ b/ (N X Xy)y on X7 % X5, But bo (g1 x ¢o) ™! € CZ, (X% X5, R%). As
in the proofofProposition we get bo (d1 X ¢2) 71 (A1 X A2)w o (1 X ¢2) ™1 ~ B'(N] x \y)s,
on X1 * X}. Now use Propositionto see that g, o (¢1 - o)~ ~ pl, on X7 o X} for each
u € G:(SO).

Associativity coberence : Let (G;, ;) be groupoids equipped with Haar systems fori =1,...,5
and let (Xj;, \;) be a correspondence from G; to G4 for i =1,... 4.

The associativity coherence says that the pentagon in Figure commutes:

a(X],XQ,Xg) o} I(l
=

((X10X2)0X3)0X4 (Xlo(Xzng))OX4

a(Xlon,Xg,X4) a(Xl,X20X3.X4)
(X1 OXQ)O(X30X4) Xlo((XQOX3)0X4)
(I,(Xl,Xg,XgoX4) ldOa(XQ,X3,X4)

X1 @] (X2 [¢] (X3 [e] X4))

Figure 2.7: Associativity coherence

Let z((12)3)4 be a point in X((19y3)4 := (X1 0 X2) 0 X3) 0 Xy. Following the left top vertex of
the pentagon along the right top sides till the vertex at the bottom, an element x(19)3)4 :=
[[[z1, w2], 23]74] gOCS tO T1(2(34)) = [21, [T2, [73, 24]]].

The lower left path between the same vertices gives the same map.

Identity coberence : Let (X;, \;) be topological correspondences from (G;, ;) to (Giy1,it1)
for i = 1,2. We need to show that the following diagram is commutative:

(X1,Ga, X
(X10G2>OX2 0(1 : 2) Xlo(GQOXQ)

T‘(Xl) OldX2 ldX] OZ(XQ)

X10X2

For [[xl,v],xg] S (X1 ¢ GQ) o Xo

ldx, ol (X2)(a(X1, G2, X2)([[x1,7], 72])) = [z1,722] = [£17, 56, (v22)] = 7(X1)oldx, ([[¥1,7], z2])-

This proves all the axioms. O
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Convention: Let (X, )\, Ax), (Y, 7, Ay) be correspondences from (G, ) to (H, ) and let t: X —
Y be an isomorphism between the correspondences. Let d(’\gfoi_l) = My, u € HO. Write
M (y) = My (y) for sy (y) € HO.

Sy

Lemma 2.5.15. Let (X, \,Ax), (Y, T, Ay) be correspondences from (G, «) to (H,3) and let t: X —
Y be an isomorphism between the correspondences.

i) M is H -invariant, that is, M (yn) = M (y) for all (y,n) € Y « H.
i) Ax(v,2) = (M ot)(yz) Ay o (Id o t) (7, z) (M o t)(z)~!
Proof. (i): Use the invariance of the families of measures A and 7:

dAspyp ot™) Ay ot™)
(1) (yn): = (1)

M(yn) = ——+——
AT () A7y ()

(y) = M(y).

(ii): t induces an obvious homeomorphism Id «t: Gx X — G« Y. For f € C.(G x X) and
u e HO we have

[ #6712 da @ ) dh(a)
- / £ @) Ao DO () ar ()
= [(fo o))" y)dam W () d(n o))
/ o(dot™)(y™",y) M(y) da™ W (y) dr,(y)
= [ 2 1do )77 1y) Ay (3277 1y) M(y) da™ W () dri ()
= /(f o (Idot™))(v, 7 y) Ay (v,7 ') M(y) M (yy) " da™ W () Ay ot 71 (y)

=/f(%7’1x) Ay (7~ () M(#(2)) M (v 2)) ™ da”™ 0 (3) Ao ().

Thus Ax (7, 2) = (Mo t)(v 12) Ay o (Id x t)(y,2) (M o t)(z) " Ay o a-almost everywhere on
G * X,. But Ax, Ay and M are continuous functions, and )\, as well as all measures o for
v € GO are regular. Hence Ax(v,z) = (M ot)(y 'z) Ay o (Id x t)(v,z) (M o t)(z) L. O

Proposition 2.5.16. Let (X, A\, Ax), (Y, 7, Ay) be correspondences of groupoids from (G, «) to (H, 3)
and let t: X —'Y be an isomorphism between the correspondences. Then t induces an isomorphism

SJrom H(X) to H(Y).

Proof. Denote d(\, o t™!)/dr, = M, and let M be as above. Define T: C.(X) — C.(Y) by
T(f)=(fot™h)- M2 for f € C.(X).
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Right side: We first prove that T extends to a unitary operator H(X) — H(Y). Let ¢ € C.(H)
and f,g € C.(X). Clearly T(f + g) = T(f) + T(g). Furthermore,

T(f)(y) = (F)( (y) M2 (y)
N /f(tfl(y)n)w(n’l) M2 (y) dpsx @ (n)

= [ 1 @mer ) M m) a5 9 )
= [T e 5 D ).

In the third equality above, we used the H-invariance of M, which is proved in Lemma
Thus T is C.(H)-linear.

Define T*: C.(Y) — C.(X) by T*(g9) = (9o t)M'/? for g € C.(Y) where M = d(7, ot)/d)\,.
Then a routine computation shows that T* is the adjoint of T; half of the computations are written
below, the other half are similar. An argument similar to the one in Lemma [2.3.]] proves the
continuity of T and T™.

Let f € C.(X), then

T*(T(f))(2) = T(f) o t(z) - M'*(1(x)
= f(x)- MY%(t(2)) - MY?(z)  (now we use the chain-rule for t™' ot = Idx)
= f(x).

Similarly, T o T* = Id¢, (y).

Left side: Let m1: C(G,a) — B(H(X))c*(m,p) and ma: C(G,a) — B(H(Y))cr(m,p) denote the
representations that gives the correspondences H(X) and H(Y). Now we show that T intertwines
w1 and 7. It suffices to show that T o m(¢)(f) = me o T(f) for ¢ € C.(G) and f € C.(X).

m () (T())(v)
= / TG ) A2 (1,97 y) da™ @) ()

= [0)f ot ) MU @) Ay (07 ) V2 dan )

= [wnf ot e) (MY @) Ay () M (@) ) MY (@) dan )
= [nf ot ™) Ax(r,y7 1) 2 ()M (W(a))  (using Lemma E5T

= (m () f o t(z))M"*(1(x))
= T(m(¥)f)(y)- O

Example 2.5.17. We can explain Example using isomorphisms of correspondences. Let (H, j3)
be a groupoid endowed with a Haar system. Then C*(H, ) is the identity correspondence from
C*(H, p) to itself. But remember, as a correspondence C*(H, ) is a Hilbert module and not a
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Cr-algebra. Let C.(H, ) denote the continuous compactly supported functions on H. This is a
*-algebra as in Proposition We get the identity correspondence on the C*-algebra C*(H, j3)
from this *-algebra. The involution is used to get the C*(H, 3)-valued inner products. Let H be the
identity equivalence from the groupoid with the Haar system (H, ) to itself and let C.(H) denote
the space of continuous compactly supported functions on H. Equation (2.2.2) and Equation (2.2.3)
define operations on C.(H). The main difference in C.(H, ) and C.(H) is that the operations on
C.(H, ) use the left invariant Haar system /3, whereas C.(H) uses the right invariant Haar system
B~L. Then the identity map Idy: H — H gives an isomorphism of correspondences. It is not hard
to see that invy is an isomorphism of correspondences. Hence C*(H, ) and H(H ) are isomorphic
correspondences from C*(H, 3) to C*(H, j3).

Corollary 2.5.18. Let
(X, a): (G1, A1) = (G2, A2),
(Y, B): (Ga, A2) = (Gi3, A3)

be correspondences and let (0, 1), (Q, 1/): (G1,\1) = (G3,A3) be two composites of them. Then
H(Q, 1) and H(L, p') are isomorpbic C* -correspondences.

Proof. Follows directly from Proposition and Proposition [2.5.16 O

Denote the bicategory of topological correspondences by T. The bicategory of C*-correspondences
is denoted by €.
Now we prove that the assignment X — H(X) is functorial.

Theorem 2.5.19. The assignment X — H(X) is a bifunctor from T to €.

Proof. Recall Definition We define the bifunctor § = (F, ¢) as the following assignment from
Tto

Object: F((G,a)) = C*(G,a) (Data (i) in Definition [2.5.3)

I-arrow: map a l-arrow (X,\) from (G,a) to (H,B3) to the arrow F((X,)\)) = H(X,\) in
¢(C(G,a),C*(H,B)). (Data (ii) in Definition [2.5.3)

Z-arrow: map a 2-arrow t in T((G, a), (H, 5)) to the isomorphism of C*-correspondences F(t) in
¢(C*(G, ), C*(H, p) as in Proposition [2.5.16| Note that F' is a functor from T((G, ), (H, (3))
to €(C*(G, «),C*(H, B)). (Data (ii) in Definition [2.5.3)

Identity 2-morphbism: The isomorphism of C*-correspondences in Example[2.2.6|, ¢3,(cy: C*(G, o) —
H(G). More precisely, ¢q) is the isomorphism induced by the identity map Idy as in Ex-

ample [2.5.17} (Data (iii) in Definition

Natural transformation between composites: Let (X, \) be a l-arrow from (G, «) to (H, ) and let
(Y, ) be a l-arrow from (H, ) to (K,v). Then A’ is the natural transformation

¢((G7 Oé), (H7 5)7 (Ka V)): H(X) ®C*(H,5) %(Y) - H(X o Y)
defined in Theorem
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Claim: the pair (F, f) = § is a morphism from the bicategory ¥ to the bicategory €.

Checking that Figure is commutative is a complicated but straightforward computation.
In this diagram, the maps denoted by v(S,T') are the maps A’ defined in Theorem which
integrates with respect to the middle action.

We check coherence for the right identity. The coherence for the left identity can be checked
similarly. Let (X, \) be a correspondence from (G, ) to (H,3) and let (H, 3~ !) be the identity cor-
respondence from (H, () to itself. Checking the coherence translates to checking the commutativity

of Figure

F(Z(r
AH(X) (Z(r)m) H(X o H)
(r)c(u,8) ¢(X,Idg)
H(X) ®c+u,p C(H, B) H(X) ®cu,p) H(H)
Idyy(xy 0 ¢u

Figure 2.8: Coherence of the right identity

We first explain the maps in Figure
Bottom: The map of C*-correspondences ¢,: C*(H, 5) — H(H) is induced by the identity map
Idg: H — H (see Example [2.5.17).

Right: ¢(X,Idy) is the map A’ in Theorem [2.4.19] A’ integrates over the middle action to go from
the fibered product to the quotient.

Top: The map F(%(r)m) is induced by the quotient homeomorphism [z,7n] — zn inverse to
x = [z, sx(x)].
Left: The algebraic map €(r)c+ () comes from the tensor product of C*-correspondences. In

this case, &€(r)c+(m,5)(f,9) takes the convolution product of the element f € H(X) and
g € C(H, ).

We show that the diagram commutes at the level of continuous compactly supported functions.
Let f® g€ Co(X)® C.(H, 5). Then starting from the bottom of the diagram to the right top, the

element travels as
f@gr f@(goinvy) — N (f ® (goinvy)).
Denote M = A(f ® (goinvy)) € Co(X o H). Then

Mian) = [ Farglyn)d8"(2) = Mlan, si ()

Hence

F(E(r)m)(M)(z) = Mz, sx ()] = /f(m)g(v_l) dB*X I (y) = [ g(x) = €(r)c-u,p)(f © 9)(2)-
O



Chapter 3

Applications of the theory

This chapter discusses examples and applications of the theory we have developed so far. First of
all, we give a few examples of topological correspondences and also relate our work with previous
definitions of correspondences between groupoids.

A C*-algebraic correspondence from A to B induces a functor from the representation category
of B to that of A. Analogously, a topological correspondence from G to H induces a functor between
the representation categories of the groupoids.

While working with groupoid actions, we came across examples and questions which lead to
the notion of a spatial hypergroupoid. We discuss it briefly here.

In [21] the authors define the Brauer group for locally compact groupoids and prove two
isomorphism theorems concerned with it. Given two groupoids, we construct correspondences
between groupoids which induce one-way homomorphisms between the Brauer groups of the
groupoids.

As the last application, we establish a tiny link between our theory of correspondences and
KK-theory. Given a groupoid G and some more data, we produce a KK-cycle between certain
subgroupoids of G.

3.1 General examples

Example 3.1.1. Let X and Y be spaces, and let f: X — Y be a continuous function. We view X
and Y as groupoids with Haar systems consisting of Dirac measures on X and Y 0x = {d,}zex
and dy = {d,}yey, respectively, as in Example We write X' for the space X. We use this
notation to avoid confusing the space and the groupoid structures.

The function f is the momentum map for the trivial left action of Y on X', that is, Y * X =
Y Xy, p X and f(z) -z = z for all z € X (in fact, this is the only possible action). There is an
obvious proper right action of X on X’, namely, the trivial action. The momentum map for this
action is sxs = Idx, the fibre product X'« X = {(x,x) : x € X} and the action is z - z = z for all
x € X. The family of Dirac measures dx mentioned above is an X -invariant family of measures on

83
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X' If h € Co(Y % X'), then

J[ w2y a6v) a0 = his(@).@) = [ nlve) o)’ o)

Therefore §x is Y-invariant. Thus (X’,0x) is a topological correspondence from Y to X with
the constant function 1 as the adjoining function. The action of C.(X) on C.(X') as well as the
C.(X)-valued inner product on C.(X’) are the pointwise multiplication of two functions. For
hECuY), b € Cul(X'), (h-k)(z) = h(f () k(x)

Let g: Y — Z be another map. Then it is not hard to see that the composite (Y”,dy) o (X', 0x)
from X to Z is isomorphic to the correspondence obtained from the map go f: X — Z.

Example 3.1.2. Let X, Y, X’ and f be as in Example Let A = {\,}yev be a continuous family
of measures along f. We make X’ into a proper X-Y -bispace as follows: the momentum maps
are rx, = Idx, sx» = f and both actions are the trivial actions as in Example above. For
h e Co(X * X'),

/ / h(e=t,22) d(6x)" (2) dAy(z) = / / h(z, 2) d(6x)%(2) dAy () = / h(f (@), 2) dry(2).

The first equality above is due to the triviality of the action. Hence \ is X -quasi-invariant and
the modular function is the constant function 1. Thus (X', \) is a correspondence from X to Y.

Example 3.1.3. Let X,Y, X’ be as in Example Let f,g: X — Y be continuous maps and let A
be a continuous family of measures along f. For g: X — Y in Example define a left action of
C.(Y) on C.(X). For f: X — Y use the family of measures A and the formulae in Example to
define a right action of C.(Y) on C.(X). It is straightforward to check that (X', \) is a topological
correspondence from Y to itself. When the spaces are second countable, the quintuple (Y, X, s,r, \)
is called a topological quiver [29].

The reader may check that (X', \) is the product of (X',0x): Y — X and (X', )\): X —» Y}
these are the correspondences in the previous two examples.

Remark 3.1.4. In [29], Muhly and Tomforde discuss topological quivers. We have talked about
this paper in the introduction. Topological quivers justify our use of families of measures in our
construction. At a first glance, the families of measures and their quasi-invariance for the left action
might look artificial. However, as discussed on page 41} the quasi-invariance of families of measures
is natural to ask for. And topological quivers justify the use of families of measures.

Example 3.15. Let G and H be locally compact groups, ¢: H — G a (continuous) group homomor-
phism and « and 8 the Haar measures on G and H, respectively. The right multiplication action is
a proper action of G on itself. The measure a~! is invariant under this action. Using ¢ define an
action of H on G as 1y = ¢(n)y for (n,v) € H x G. We claim that a~! is H-quasi-invariant for
this H-action. Let dg and éy be the modular functions of G and H, respectively. The modular
functions allow to switch between the left invariant Haar measures « and § and the right invariant
ones o~ ! and 7!, respectively. The relations are a~! = 55104 and g1 = 51315. fR,:G—Gis
the right multiplication operator, then

/GRWfda:(S(;(’y)*l/Gfda



3.1. GENERAL EXAMPLES 85

for f € C.(G) and a similar reasoning holds for g € C.(H). Now let f € C.(G x H),

_ d#(n) _
/] o) 5o as(n) da~ ()

_ 1 _ . 1.
= // Fo = o)) e dB(n)da"(y)  (by sending 1 to n~"' in H)

= // f(n~t,7) dB(n)da~t(y) (by removing ¢(n)~t in G).

If one compares the first term of the above computation with the equation in (iv) Defini-
tion [2.L.1] and uses that the adjoining function is a groupoid homomorphism, then one can see that

Aln,n~1y) = 52}55;22]). Hence A(n~1,7) = A(n,n~1y)~! = %‘E’é;ﬂ. Thus a group homomorphism

¢: H — G gives a topological correspondence (G,a™ ') from (H, ) to (G,a) and (sfg—g(ﬁ is the
adjoining function.

Let ¢: G — K be another homomorphism and let 7 be the Haar measure on K. Then the

composite (K,771) o (G,a™!) from (G,a) to (K, 7) is isomorphic to the correspondence obtained
from the homomorphism ¥ o ¢: G — K.
Example 3.1.6. Let G, H, «, 3, 6y and ¢ be as in Example Additionally, assume that ¢: H — G
is a proper function. For the time being, assume that the action of H on G given by vn := v¢(n)
for (v,m) € G x H is proper, which is a fact and we prove it towards the end of this example. With
this action of H and the left multiplication action of G on itself, G is a proper G-H-bispace. o~}
is an H-invariant measure. The adjoining function of this action is the constant function 1. To see
this, let f € C.(G x G),correspondences then

J[ 167 mdada ) = [[ 16.m) da) M da()da ) ecause o~ = 57"a)
= // f(v,7 1) da(y)dat(n) (because Lya~! = §(y)a™h).

Now we prove that the action of G on H is proper, that is, the map ¥: H x G — H x H sending
(v,m) = (v,7¢(n)) is proper. The maps

Idg x ¢: Hx G — H x H and
m: (v,7) — (7,7 from H x H — H x H

are proper, and ¥ = mo (Idg x ¢). Hence ¥ is proper.

Example 3.1.7. Let (G,«a),(H,B) and (K,7) be locally compact, Hausdorff groups with Haar
measures, and let ¢: H — H and ¢: K — G be continuous homomorphism with v proper. Using
Example we get the correspondences (G,a™!) from (H, ) to (G, ) and using Example
we get the correspondence (G,a™!) from (G, ) to (K, 7). In the composite correspondences from
(H,p) to (K, ), the space is G, the actions of H and K are the left and right multiplication via ¢
and 1, the K-invariant family of measures on G is a~!, and the adjoining function for this action
is 52% 5 which can be checked as in Example ?

An interesting situation is when H, K C G are subgroups, K is closed, and ¢ and v are the
inclusion maps. Then (G,a~!) is a correspondence from (H,3) to (K, 7) where G is made into an
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H-K bispace using the left and right multiplications, respectively. The adjoining function in this
case is g—i.
Example 3.1.8 (Macho Stadler and Q’uchi’s correspondences). In [25], Macho Stadler and O’uchi

present a notion of groupoid correspondences. We change the direction of correspondence in their
definition to fit our construction and reproduce the definition here:

Definition 3.1.9. A correspondence from a groupoid with Haar system (G, «) to a groupoid with
Haar system (H, ) is a G-H-bispace X such that:

i) the action of H is proper and the momentum map for the right action sx is open,
i) the action of G is proper,
iii) the actions of G and H commute,
iv) the right momentum map induces a bijection from G\ X to H(©),

Like us, Macho Stadler and O’uchi do not assume that the left momentum map is open.

Macho Stadler and Q’uchi do not require a family of measures on the G-H-bispace X. We
show that a correspondence of Macho Stadler and O’uchi carries a canonical H-invariant family of
measures .

/ Faxe = / F( ) dax@ () for fe Cu(X),
Xu G

where u = sx(x). An application of Proposition for a left action gives that this is a continuous
G-invariant family of measures along the quotient map X — G\ X and G\X is in bijection with
H©)_ This also gives us that A = 1.

Thus (X, \) is a topological correspondence from (G, «) to (H, ) in our sense.

To show that X is a continuous family of measures, we need that sx induces a homeomorphism
from G\X — H©. But from Proposition 8 in [5, Chapter I, §3, no.5], for this map to be a
homeomorphism, it is sufficient (an necessary) that X — G\ X is open. But as G has a Haar system,
this condition is satisfied by Lemma Hence, we need not ask that sx is open.

Macho Stadler and O’uchi prove that such a correspondence from (G, a) to (H, 3) induces a
C*-correspondence from CI(G, «) to C;(H, ), which is clear to us from Corollary Since the
left action is proper in this case, the groupoid G x X is amenable and to Corollary applies.

Example 3.1.10 (Equivalence of groupoids). Equivalences of groupoids as defined by Muhly-Renault-
Williams in [28] are a special case of Macho Stadler-O’uchi correspondences. Hence equivalences of
groupoids are topological correspondences as well. Furthermore, an equivalence of groupoids is an
invertible correspondence.

Example 3.1.11 (Generalised morphisms of Buneci and Stachura). Buneci and Stachura define gener-
alised morphisms in [8]. We modify this definition to fit our conventions and repeat it here:



3.1. GENERAL EXAMPLES 87

Definition 3.1.12. A generalised morphism from (G, «) to (H, 3) is a left action © of G on the spaceﬂ
H with rgpg as the anchor map, the action commutes with the right multiplication action of H on
itself and there is a continuous positive function Ag on G X ., H such that

/ FOr ) Ae(y, v ') damen M () dB, ! / / FOym) darer ™ (y)dB; (n)

for all f € Co(G Xgq oy H) and u € HO),

If © is a generalised morphism from (G, ) to (H, ) then (H,3~!) is a topological correspon-
dence from (G, a) to (H, ), where 37! is the family of measures

L £ .= [ fortasia

for f € C.(G) and v € H). It is obvious from the definition itself that Ag is the adjoining function
for this correspondence.

In [8], Buneci and Stachura prove that a generalised morphism induces a *~homomorphism
from C*(G, a) to M(C*(H, 3)). This is a C*-correspondence from C*(G, ) to M(C*(H, 3)) with
the underlying Hilbert module C*(H, 3).

Example 3.1.13. Let X be a right G-space for a locally compact Hausdorff group G and let A be the
Haar measure on G. Let H and K be subgroups of G. Assume that K is closed and let a and
be the Haar measures on H and K, respectively. Then X x H and X x K are subgroupoids of
X % G. Denote these three transformation groupoids by H, K and G, respectively. Then G is
an H-K-bispace for the left and the right multiplication actions, respectively. We bestow H and
K with the families of measures {ay}yeX and {f%}.cx, respectively, where a¥ = o and 5% = 3
for each y,z € X (see Example [l A7t = A"t for all z € X, then the family of measures
{\; }zex is K-invariant. We show, that this famlly is H-quasi-invariant with the adjoining function
0c/dm. To see this, we do this example.

For ((z,7),(y,k)) € G x K we have y = 2z, hence the map (x,v,y,k) — (z,7, k) gives an
isomorphism between the groupoids G x K and X x (G x K). Using this identification, it can be
checked that the right action of K on G is proper, which is implied by the fact that K C G is
closed. Another quicker way to see this is to observe that K C G is a closed subgroupoid.

Let f € C.(H*G), uc KO =GO ~ X. Let (uy™!,7) € sg'(u) C G. If (uy™',n) € H, then
(uy=t,m) ™t = (uy~tn,n~1t) is composable with (uy~!,~) and (uy~t, n) " (uy™,7) = (uy~'n,n1).
Now a computation similar to that in Example shows that

5 _ B L
//f wy ™), (wy i) #01) et S (uy ) dAg Ny )

da(n)
—//f wy~ ), (wy g, n” 7))(; EZ)) da(n) dA™"(7)
—//f (wy L), (wy ™'~ ) 1(?7) da(n) dA"(v) (by changing 1 — n™").

In the section on Cohomology for groupoids in Chapter I, we defined an action of a groupoid on another groupoid,
which is different.
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Now we change v ++ n~'v. Then we use the relation dA~!(n71v) = d(;/\;(l,g)- Thus the previous

term equals

J[ £t 7)) datn) o)

= [[ e ) dafur ) darS T D (g g g ),

Example 3.1.14. Let G be a locally compact Hausdorft group, o the Haar measure on G and let X
be a proper left G-space. Let A be a strongly G-quasi-invariant measure on X, that is, there is a
continuous function A : G x X — R such that d(g)\)(z) = A(g, z)d\(z) for every g in G. In this
setting, (X, A) is a correspondence from (G, «) to (Pt,dp(), with A as the adjoining function. The
C*-algebra for Pt is C, the Hilbert module C*(X, \) is the Hilbert space L?(X, \) and the action of
C*(G) on this Hilbert module is the representation of C*(G) obtained from the representation of G
on C.(X).

An example of this situation is: when X is a homogenous space for G, X carries a G-strongly
quasi-invariant measure. For details, see Section 2.6 in [15].

Example 3.1.15 (An example of composition). Let G be a locally compact group, let H and K be
closed subgroups of G and let A\, u and 3 be the Haar measures on G, H and K, respectively. Let
(X, a) be a left K-space carrying a strongly K-quasi-invariant measure «. Let d¢,dy and A be
the modular functions of G and H and the Radon-Nikodym derivative of ga with respect to «,
respectively. Then (G,A\7!) is a correspondence from H to K with g—g as adjoining function, as in
Example And (X, ) is a correspondence from K to Pt with A as adjoining function, as in
Example The topological space in the product of (G,A™!) and (X, ) is (G x X)/K, which
we denote by Z. In this example, writing the measure v on Z concretely is not always possible.
However, when (X, a) = (K, ), we get Z ~ G and v = \7L,

The correspondence (X, a) gives a representation of K on £2(X, ) and the product corre-
spondence is the representation of H induced by this representation of K.

Example 3.1.16 (The induction correspondence). Let (G, «) be a groupoid with Haar system, H a
closed subgroupoid of G and 3 a Haar system for H. Let X = G = sg' (H®). Then X is a
G-H -bispace, where the left and right actions are multiplication from the left and right, respectively.
Both actions are free. We claim that the actions of G and H are proper.

First of all, we observe that X C G is closed, hence X x X C G x G is closed. Let ¥: X x H —
X x X be the map ¥(x,n) = (z,2zn). Since H C G is closed, X x H C= G X4, G is closed. Now
we notice that ¥ is the restriction of the map corresponding to the right multiplication action
of G on itself to closed subspaces. Since the right multiplication is a proper action, ¥ is proper.
Similarly, the left action of G on X is proper.

It is not hard to see that G\X ~ H(®. By Example X produces a topological correspon-
dence from (G, «) to (H, f).

Remark 3.1.17. In Example [3.1.16], both actions are free and proper. However, the correspondence is
not a groupoid equivalence, since it might fail to satisfy Condition (v) of Definition [2.2.1]
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3.2 Induced representations

A convention: In this section, we work with right H-spaces carrying right invariant families of
measures. However, in the original works, namely, [I7] and [35] the spaces are left spaces, carrying
left invariant families of measures.

In the theory of representations of groups, the induction process introduced by Mackey is an
important technique. In one of his famous works [36], Rieffel introduces an induction process for
representations of C*-algebras. Let B be a C*-algebra and let H be a Hilbert B-module. If a
C*-algebra A acts on H from the left by adjointable operators in a non-degenerate fashion, then H
induces a functor from Rep(B) to Rep(A). If H is an imprimitivity bimodule, then it induces an
equivalence from Rep(B) to Rep(A).

If G and H are groupoids, then in [28] Muhly, Renault and Williams define when an H-G-bispace
X is an equivalence. If the groupoids are equipped with Haar systems then an equivalence between
H and G gives a C*(H, 3)-C*(G, a)-imprimitivity bimodule, where § and « are Haar systems on
H and G, respectively. Though the proof is not written, using groupoid representation theory [34],
it can be seen that a groupoid equivalence induces an isomorphism from Rep(G) to Rep(H).

If X is a topological correspondence from H to G, then X induces a C*-correspondence from
C*(H) to C*(G). At the C*-algebraic level, this gives a functor from Rep(C*(G)) to Rep(C*(H)).
Due the the construction itself Rep(G) = Rep(C*(G)). Hence X induces a functor from Rep(G) to
Rep(H). In his very recent work [35], Renault discusses this functor in detail. He describes the
induction functor topologically, and his techniques form a topological analogue of Rieffel’s induction
process. This shows that topological correspondences form an analogue of C*-correspondence in
the theory of topological groupoids.

We do not give details of this construction of Renault’s here. Interested readers can refer to [35].
One of the main theorems in the paper says:

Theorem 3.2.1 ( [35]). If (X, \) is a topological correspondence from a groupoid with Haar system
(H,B) to a groupoid with Haar system (G, «) then a representation (m,H) of (G, ) induces a
representation (m',H') of (H,[3), and this construction generalises the classical construction of
induced representations of groups.

The following result of ours, namely, Proposition [3.2.2} is a nice example of induction techniques
in [35].

Proposition 3.2.2. Let (G, «) be a locally compact, Hausdorff groupoid with a Haar system and
H C G a closed subgroupoid. Let  be a Haar system for H. The G-H -bispace G ) gives a
correspondence from (G, «) to (H, B3).

Proof. See Example [3.1.16 O

The following Corollary is copied from [I5], and we do not explain the terminology used in it,
since it is the standard terminology used in the representation theory of locally compact groups.
Interested readers can refer to the original book for details. Unlike us, for a locally compact
Hausdorff space X, Folland calls a continuous linear functional on C.(X) a pseudomeasure and not
a measure.
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Corollary 3.2.3 (Theorem 6.13, in [15]). Let G be a locally compact group and H a closed subgroup,
with modular functions Ag and Ay. Let j be a pseudomeasure of positive type on H, let o, be the
associated unitary representation of H, and let v be the injection of \/Aq/Am 1 into G, that is, the
pseudomeasure on G defined by

B Ac(§)
D)= [\ B TO e

Then v is of positive type, and the associated unitary representation , of G is unitarily equivalent
to the induced representation I = ind$ (o).

Since Corollary is a classical result discussing induction and is implied by Proposition [3.2.2]
and [3.2.1] the induction process or Renault in [35]] is an appropriate generalisation of the classical
induction process.

3.3 Spatial hypergroupoids

Let X be a left free and proper H-space. Let 8 be a Haar system for H and A an invariant family
of measures on X. The proof of Proposition shows that (X % X)/H is a groupoid with
a Haar system. Denote this groupoid by G. The Haar system a on G is constructed using .
Furthermore, X is an equivalence between (G, «) and (H, ). Corollary is a consequence of
Proposition [2.2.9] which says that C*(G, ) ~ K(H(X)).

The key ingredient here is the groupoid structure of X % X/H. What happens if freeness is
dropped?

In that case, X * X/H need not be a groupoid. However, Theorem says that if X is
a proper H-space with an invariant family of measures A, then we still have a C*(H, /3)-Hilbert
module H(X). However, we could not find an analogue of Corollary in the literature.

We describe how to generate a C*-algebra for the object X « X/H. An observation of Renault is
that X * X/H need not be a groupoid but is a spatial bhypergroupoid. Spatial hypergroupoids gave
rise to the theory of representations of locally compact hypergroupoids with Haar system and their
C*-algebras. This theory generalises the representation theory of locally compact groupoids. The
representation theory of locally compact hypergroupoids with Haar system is discussed in [I7]. In
this section, we review a special and first case of hypergroupoids, namely, spatial hypergroupoids.
The content of the present section is from our work in [I7].

3.3.1 A C'-category of groupoids
For a groupoid H equipped with a Haar system  define a *-category (see [43]) as follows:

Objects: Objects are pairs (X, \) where X is a proper right H-space and )\ is an H-invariant
family of measures.

Arrows: An arrow from (X, \) to (Y, u) is a triple (A, f, 1) where f € C.((X *Y)/H). Note that
the set of arrows between two objects is a complex vector space under pointwise addition
and scalar multiplication.
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Composition: The product of (A, f, 1) and (u, g,v) is (A, f *, g,v) where f x, g is the convolution

(£ 9)las2) = [ Flovloly. 2] dne o 0,

which is in C.((X *Y)/H).

Involution: For (A, f, 1) the adjoint is (A, f, u)* = (u, f*, A) with f*[z,y] = fly, z].

We denote this category by €.(H).

To check that the convolution above is well-defined, it is enough to check that for fixed
z € X the integral is taken over a compact set. We check this now. For fixed z € X, let
¢%: Y5x@) 5 (X xY)/H be the map y — [x,y]. This map is proper. The reason is the following:
if K C (X *Y)/H is compact, then choose K’ C X Y compact such that K'/H = K. This can
be done, since the action of H on X Y is proper. But X *Y C X x Y and Y*x(® C Y are
closed, hence the map ¢®: Y*x(@) — X %Y, y — (2,y) is proper. Now it can be checked that
(¢") 1K) = (¢") " (K') C Y*x®) where (¢*)~'(K’) is compact. Thus the function y — f[x,y] is
compactly supported, which implies that the integral in the definition of the convolution is taken
on a compact set.

The above operations generalise all of the formulae which appear for left and right actions and
inner products in the theory of topological correspondences.

Identify (X * H)/H with X via the map [z,7] — xy~!. Thus we identify H with (H*H)/H and
H©) with H/H. Fix an object (X, \) in €.(H). Then i) the left and right actions of C.((X * X)/H)
and C.(H) on C.(X) , and ii) the C.(H)-valued inner product on C.(X) can be seen as product
in €.(H). The following tables show the correspondence between action-inner product and
composition of arrows in €.(H). The computations in these table need the above identifications
and sometime they resemble the computations we did on page [16| for the computation for the
family of measures By (see Equation (.3.24)), and the one on page [32] in Equation (.6.29) where
we compute the family of measures along the quotient map (H « H)/H — H/H.

Below _(,) and (,), denote the left and right inner products, respectively. For h € C.(H) =
Co((H + H)/H) and &,¢ € C.((X * H)/H) we make Table [3.]

¢h(z) = [ &(zn)h(n )dﬁs(””)( ) & Ehfz,s(x)] = [ €[z, mlhln, s(n)] A8y, ()
(€, 0 (n) = J&(@)C(zn) Ay (2)=(€, O), [0, s(n)] = [ &7, x]C[z, s(n)] dAg(y) (2)

Table 3.1: Equivalence of operations

In general, f € C.((X % X)/H) is composable with ¢ € C.(X) = C.((X * H)/H) and the
composite f*) ¢ € Co(X) = C.((X x H)/H). When the action of H is free, the composite f *) g is
a very well-know formula in the theory of groupoid equivalences. We discuss it ahead.

Assume that the action of H on X is free, then (X * X)/H is a groupoid with a Haar system
(Proposition which we denote by (G, a). The Haar system « is derived from \. If f € C.(G)
and ¢ € C.(X), then f %) ¢ is the left action of C.(G) on C.(X) as in Equation (2.2.2). The
C*(G)-valued inner product on C.(X) is also a special case of composition of arrows in €.(H).
Table gives the correspondence between these operations. In Table £,¢eC.((X+H)/H)
and f € C.(X x X/H) = C.(G).
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*<§ ) C> x,y] = ff(xn_l)g(yﬁfl)dﬁs;l( ( ) (5 C x y fé T 77 ]dﬁ 5y(y)—s(x)(n)

Table 3.2: Equivalence of operations

The equation (¢, ¢)[z,y] = [&(an= 1) (yn~ )dﬁs @) ( ) in Tableneeds an explanation. The
inner product formula in Equation is meant for the left invariant families of measures and left
Haar systems. Now we are using the right invariant settings. Hence the appropriate version of
Equation for the right invariant families of measures is

= [ et )T By (), (33.)

where f,( are as in the table, v € G, z € X and n € H. As usual, ¢ can be replace by any element in
the H-orbit of ¢. Recall the action of [z,y] € G on z € X from Proposition [2.2.9] that is, [z, y]z = zv
where v € H is the unique element with z = yv. Substituting v = [z, y] in Equation (3.3.1) and then
choosing y as the representative in the H-orbit of y (we can choose y, see the comment below
Equation (3.3.]) which is due to discussion at end of page Il of [28]), we get

*<£,C>[$,y]=/£([fﬁ,y]yn D¢yn~Y s, /fzvn DCWn™) dBL y— e () (1)-

Now we come back to the case when the action of H on X is proper but not free. For
f,9 € Co(XxX/H) the convolution fxyg € C.(X*X/H) defines a convolution and f*[z,y] = fly, x]
defines the involution. The convolution and the involution makes C.((X * X)/H) into a *-algebra.
This is an important observation. For a free H-space X, these operation give the convolution
*_algebra C,(G) for the groupoid G = (X * X)/H. To see this note that [z,y]~! = [y, 2] in G.

Lemma 3.3.2 ( [I7], Lemma 2.1). The operations on €.(G) described above are well defined and
they make €.(G) into a *-category.

Here is a small comment on the above lemma: As seen at the beginning of this section, the
properness of the action makes the operation well-defined. An important observation is that for
feC.((X*Y)/H), the arrow f* € C.((Y * X)/H) produces the conjugate arrow.

Plan: Our plan is to define a C*-norm on this category and complete it to a C*-category.
We extend the technique used in the proof of Theorem We recall what we did there.
Given a proper H-space X and an invariant family of measures A on X, we showed (f, f) is
positive in C*(H, 3). To do this, given a representation (m,H, ) of (H, ), we define an operator
1£): L2(HO m(B),H) — L2(X/H,m()\),Hx) and its adjoint ((f |. Here m is a transverse measure
class. Finally, we showed that (f, f) = (f| o |f)) is a positive operator on L%(H©®) m(B),H). We
generalise this setup. Let (X, \) and (Y, i) be two objects in €.(H). If f is an arrow from (X, \) to
(Y, ) and (m,H, ) is a representation of (H, 3), we define operators |f)): L2(X/H,m(\), Hx) —
L2Y/H,m(p),Hy) and (f|: L2(Y/H,m(p),Hy) — L>(X/H,m(\),Hx). Then we show that
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they are adjoints of each other. Using the positivity of {(f|o|f)) for every representation we define
a C*-norm.

We proceed to the concrete formulation of the above plan now. Let (m,H, ) be a representation
of (H, ), where m is a transverse measure class for H, H — H®) is a measurable Hilbert bundle
with separable fibres and 7 is an action of H on H. Let X be a proper right H-space carrying an
invariant family of measures \. We know that m induces a measure class m(\) on X/H. Let Hx
denote the Hilbert bundle s% (H)/H — X/H, similar to the one in Section For an arrow
N fop): (X, A) = (Y, 8), define the operator L(A, f, u): H(\) — H(p) by

d(d o [m])

d(k o [AQ])d(” o [A2])([z,y])-

(V8 L L) = [ flag) (Clal o)

Here p; and Ao are defined like oy and ay in Equation (.6.27). Fubini’s Theorem implies

Aopg = oAy, and then the coherence of m gives that d o [u1] ~ Kk o[Az2]. Hence the Radon-Nikodym
derivative above makes sense.

This satisfies the Cauchy-Schwarz inequality (see page 80 of [34]):

”L(AM}C? :U’)” < max <Sup/]f[x7y]| dusx(x)(y)7 sup/|f[x,y]\ d)‘8y(y)(x)> .
T Yy

Note that the term on the right side of the above equality is finite, since both y and X are continuous
families of measure and f is continuous with a compact support. Define the [-norm of f as the

term max <Supm f|f[x> y” d,usx(a:) (y)a Sup,, .”f['rv y” d/\Sy(y) (x))

Theorem 3.3.3 (Theorem 2.2, [I7]). I. Let (H,m) be a unitary representation of a locally com-
pact groupoid G. Then the above formulae define a representation L of the *-category €.(H),
called integrated representation, which is continuous for the inductive limit topology and
bounded for the I-norm.

2. Let (G, a) be a second countable locally compact groupoid with Haar system. Every repre-
sentation of the *-algebra C.(G, a) in a separable Hilbert space that is non-degenerate and
continuous for the inductive limit topology is equivalent to an integrated representation.

Remark 3.3.4. Let (X, \), (Y,u) and (Z,v) be objects in €.(H, 3). Then the formulae above along
with Theorem imply that each C*(X « X/H) is a C*-algebra and that C*(X «Y/H) is a Hilbert
C*(X x X/H)-C*(Y * Y/H)-bimodule.

We know that X x X is a proper H-space. We observe that for f,g € Co(X % X), f*gg =
Bx.x(f ®g), where Bx.x is the integration function associated with the family of measures Sx.x
along the quotient map X « X — X x X/H (see Proposition [L.3.2]). Since Bx.x is a continuous
surjection, which follows from Proposition the set of function I :={fx3¢9: f,g€ Ce(X)} C
C.((X * X)/H) is dense. But the second entry of Table says that I = { (f,q): f,g € Cc(X)}.
Hence we may conclude that H(X) is full as left Hilbert C*((X * X')/H)-module.

Let A and B be C*-algebras. An A-B-bimodule H is called a Hilbert A-B-bimodule if H is a
right Hilbert A-module, left Hilbert B-module, A acts on H by B-adjointable operators and B
acts on H by A-adjointable operators and _(z,y)z =z (y, 2),, where z,y,z € H and _(,) and (,),
have the obvious meaning.
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Remark 3.3.5. Theorem [2.2.19]is a consequence of Theorem now. This can be seen by the
identifications in Table 3.1

Proposition 3.3.6. Let X be a proper H-space and let A be an invariant_family of measures on
X. Let C*(X = X/H) be the completion of the *-algebra C.((X x X)/H) as in Theorem Then
C'(X * X/H) ~K(H(X,\)).

Proof. Remark gives that C*((X x X)/H) is a C"-algebra, and Remark gives that
C'((X *«H)/H) ~ H(X). Putting this together and looking at the *-algebras C.((X * X)/H) and
C.(H«H)/H) = C.(H) one can conclude that C*(X x X/H) ~ K(H(X, \)). O

Proposition answers the question we raised at the beginning of this section.

3.3.2 Hypergroupoids

Motivation: Hypergroups are structures which resemble groups, except that the product of two
elements is not an element, but a probability measure on the set ( [18]). Equivalently, a hypergroup
is a convolution algebra of measures on a space with certain properties, see [19]. We adopt the
latter notion that a hypergroup is a convolution algebra of measures on a space. The representation
theory of hypergroups is studied thoroughly, for example, in [13].

For a hypergroup L with a Haar system, the space of compactly supported functions C.(L) is a
convolution algebra. A similar convolution can be defined on C.(X * X/H) for a proper H-space X.
The notion of hypergroupoid is conceptually important, since it offers the explanation for the
*-algera structure of C.(X x X/H) and the C*-algebra it gives as in Theorem Remark
shows that the space C.(X x X/H) carries a convolution and an involution structure. The category
C.(H,B) gives C.(X * X/H) these structure. The category €.(H, /) also gives C.(X) a pre-Hilbert
C.(X *x X/H)-C.(H)-bimodule structure. The completion of €.(H, 3) completes C.(X % X/H) into
C*-algebra. While this all is happening in the algebraic settings, it is a good question to ask, if
there is any geometric object whose C*-algebra is C*(X * X/H). The answer looks affirmative,
because if X is a free H-space, then we know that X « X/H is a groupoid with Haar system and
C*(X * X/H) is a groupoids C*-algebra.

The answer to the question above is that yes, there is a geometrical object called hypergroupoid
with Haar system which gives rise to the C*-algebra C*(X % X/H). We introduce this structure
briefly. The remaining part of the section is based on [35].

Following the approach in [19], this convolution structure can be abstractly interpreted as a
hypergroupoid structure on X x X/H.

Definition 3.3.7 (Hypergroupoid; Definition 4.1 in [35]). A locally compact hypergroupoid is a
pair (H, H®) of locally compact spaces with continuous open surjective range and source maps
r,s: H — HO a continuous injection i: H®) — H such that r o4 and s 0 are the identity map, a
continuous involution inv: h — h* of H such that r oinv = s, and a product map m: H® — P(H),
where H®) is the set of composable pairs, such that

i) the support of m(x,y) is a compact subset of Hg((z));

i) for all (z,y,2) € H®) [m(z,-)dm(y, z) = [ m(-, z)dm(z, y);
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iii) for all z € H, m(r(z),z) = m(z, s(x)) = 04;

iv) for all (z,y) € H®, m(z,y)* = m(y*, z*) where m(z,y)* is the image of the measure m(z,y)
by the involution;

v) z = y* if and only if the support of m(z,y) meets i(H®);

vi) for all f € C.(H) and € > 0 there exists a neighbourhood U of i(H®) in H such that
|f(z) — f(y*)| < e if the support of m(z,y) meets U,

vii) for all x € H the left translation operator L(z) is defined by

(L@)N)) = fa" y) = [ £am(".p)
sends C.(H*x®)) to C.(H"™x®)).

Definition 3.3.8 (Haar system for a hypergroupoid; Definition 4.3 [35]). A Haar system on a locally
compact hypergroupoid H is a system of Radon measures A = {\"} ) for the range map such
that

i) for all f e C.(H), ue H® the map u +— [ fd\* is continuous;

ii) for all f,g € C.(H) and all x € H,

/f zxy)g(y) AN @) (y /f g(z* ) AN (y);

iii) for all f,g € C.(H), z € H, the map = — [ f(z*y)g(y)d\*® (y) is continuous with compact
support.

Here

flzxy): /fdma:y

In [35], for a hypergroupoid with a Haar system, Renault introduces the integration-disintegration
techniques, and studies the representation theory of hypergroupoids with a Haar system. Eventually,
he uses this machinery to construct C*-algebras for hypergroupoids with Haar systems. We state
the result which was mentioned in the motivating discussion at the beginning of this subsection.

Theorem 3.3.9 (Theorem 4.5 [35]). Let (H, ) be a locally compact groupoid endowed with a Haar
system and let (X, \) be a proper right H-space with an H -invariant_family of measures. Then
X x X/H is a locally compact hypergroupoid with a Haar system.

Main ideas involved in the theorem are as follows: we call [z,y], [w, z] € X « X/H composable
if and only if y = w, and then the product is the probability measure defined as follows: Two pairs
([z,y], [y, 2]), (2", ¥], ¥, #']) € X« X/H are equal if and only if there is a pair (1,7) € H(y) Xsyrp H
with 2/ = zn,y' = yn and 2’ = zyn. Here H(y) := {y € H : yy = y}. Clearly; if there is such a pair,
then [x,y] — [2',9/]] and 3 = yn = yn. Hence [y, z] = [y'2/]. Conversely, [2/,y'] = [z, y] implies that
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there is n € H with 2/ = an and v’ = yn, and [y, z] = [¢/, 2] implies that there is 7 with ¢ = y7
and z = zr. Then v = 7p~! € H(y) and 2’ = 27 = zyn. The isotropy group H(y) is compact,
because if U: X x H — X x X is the proper map (x,1) — (x,zn), then H(y) = V~({y} x {y}).
Let r, be the left invariant probability measure on H(y). Then for [z,y],[y,z] € X « X/H and
f€C(X x X/H) define

/fdm[x,y}[y,z} = /f[xf% Z] d’{y('Y)-

This makes X * X/H into a hypergroupoid. )
The family of measures \ is used to define the Haar system A on X« X/H. For f € C.(X*X/H)

[ £axe = [ f( g axex@.

We conclude the description of the hypergroupoid structure of X % X/H here, which is the
answer to the question we asked at the beginning of this section, namely, what is the geometric
object that gives rise to C*((X * X)/H) which obtained by completing the category €.(H, f3)
abstractly.

3.4 The Brauer group of a groupoid

The set of isomorphism classes of certain equivariant continuous bundles over the space of units of
a groupoid G can be made into a group. This group is denoted by Br(G) and is called the Brauer
group of G. Elements of the Brauer group of G are equivalence classes of equivariant continuous
trace C*-algebras Co(G®), A) with spectrum G(©),

In [21], the authors define the Brauer group for locally compact groupoids and prove two
isomorphism theorems for it. The first isomorphism, which is our point of attention, says that
an equivalence X from H to G produces an isomorphism from Br(G) to Br(H). We show that a
Hilsum-Skandalis morphism from H to G gives a homomorphism from Br(G) to Br(H).

Important convention: In this section we shall work with locally compact, Hausdorft, second
countable groupoids which need not have Haar systems. Only the topological properties of the
groupoids will be used. We shall work with Hilsum-Skandalis morphism in this section and not
the topological correspondences we have beed discussing so far. Since the right anchor map in a
Hilsum-Skandalis morphism is not required to be open, there usually cannot be any continuous
invariant family of measures with full support. So Hilsum-Skandalis morphisms are quite different
from the topological correspondences introduced here. The following results show, therefore, that
Brauer groups and groupoid C*-algebras are functorial for very difterent kinds of morphisms of
groupoids.

3.4.1 The Brauer group

Definition 3.4.1 (Hilsum-Skandalis morphism). A Hilsum-Skandalis morphism from a groupoid H
to a groupoid G is an H-G-bispace X such that
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i) the action of G is free and proper;
i) the left momentum map induces a bijection from X/G to H(®),

This is a bibundle functor in the notation of Meyer and Zhu [27]. The terminology ‘Hilsum-
Skandalis morphism’ is originally from geometry and we continue using it.

If the action of H is proper and sx is open, then an Hilsum-Skandalis morphism is a corre-
spondence in the sense of Macho Stadler and O’uchi as in Example

Definition 3.4.2 (Upper semicontinuous Banach bundle). An upper semicontinuous Banach bundle
over a topological space X is a topological space A together with a continuous open surjection
7nx: A — X and complex Banach space structures on each fibre A, := p~!(z) satisfying the
following axioms:

i) if AxA:={(a,b) € Ax A:p(a)=p(b)}, then (a,b) — a+ b is continuous from A * A to A;
ii) for each A € C, the map A — A sending a — Aa is continuous;
iii) if {a;} is a net in A, with p(a;) — x and |a| — 0, then a; — 0 € Ay;
iv) the map a > |a| is upper semicontinuous from A to R™.

We abbreviate the phrase “upper semicontinuous” as u.s.c.. We call A the total space of the
u.s.c. Banach bundle, X the base space and 7x the bundle projection of the bundle. In the fourth
condition, if the norm function is continuous instead of being u.s.c., then the bundle is called
a continuous Banach bundle. In this section, we shall be working with continuous Banach bundles
only.

Definition 3.4.3. A C*-bundle over X is a Banach bundle 7x: A — X such that each fibre is a
C*-algebra satisfying, in addition to all axioms in Definition [3.4.2] the following axioms.

v) The map (a,b) — ab is continuous from A x A — A.
vi) The map a — a* is continuous from A4 — A.

An elementary C*-algebra is a C*-algebra which is isomorphic to the compact operators on a
Hilbert space.

Definition 3.4.4 (Elementary C*-bundle). A C*-bundle is called elementary if every fibre is an
elementary C*-algebra.

Definition 3.4.5 (Fell's condition). An elementary C*-bundle over a space X satisfies Fell’s condition
if each x € X has a neighbourhood U such that there is a section f for which f(y) is a rank-one
projection for each y € U.

Proposition 10.5.8 of [I2] says that an elementary C*-bundle satisfies Fell’s condition if and only
if its algebra of sections vanishing at infinity is a continuous trace C*-algebra.
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Definition 3.4.6 (Right action of a groupoid on a continuous Banach bundle). Let 7x: £ — X be a
Banach bundle, let G' be a groupoid acting on X on the right. A G-action on £ is a G-action on X
by isometric isomorphisms oy : €, — &, for each v € G such that

i) @y 5(z) = ide, for each s(z) € GO,
ii) if v and 4/ are composable then oy, = a, 0 ay;
iii) « makes £ into a continuous left G-space.

There is a similar definition for a left G-space X. When G acts on a Banach bundle &, then we
say that £ is a G-bundle.

Definition 3.4.7 (C*-G-bundle). A G-C*-bundle is a pair (A,«a) where 750 : A — GO is a
G-bundle and « is an action of G on A by *-isomorphisms.

Definition 3.4.8. For a groupoid G, let Bt(G) denote the collection of continuous C*-G-bundles
(A, a), where A is an elementary C*-bundle with separable fibres and which satisfies Fell’s
conditions.

Let H and G be groupoids, let X be a Hilsum-Skandalis morphism from H to G and let
(p: A = G a) be a G-C*-bundle. We induce an H-bundle AX as follows: Define the fibre
product s% (A) :={(z,a) € X X A: sx(z) = p(a)}. Define an action of G on this fibre product by

(z,a)y = (27, ay-1(a)).

Then s%(A) becomes a principal G-space. Let AX denote the quotient of s%(A) by the
G-action, and denote the class of (z,a) € s%(A) in the quotient by [x,a]. We show that AX is an
H-C*-bundle.

The C*-bundle: The assignment [z, a] — rx(x) defines a surjection from AX to HO_ If ry is
an open map, then this surjection is also open [21, the discussion after Definition 2.14]. The map
a — [z,a] defines an isomorphism from A, (,) to A showing that each fibre of the surjection
px: AX — HO is a C*-algebra.

H-action: For n € H define o; : AY — Ai‘;:) by

oan [x,a] := [nx,a.

Proposition 3.4.9. Let H and G be groupoids and let X be a Hilsum-Skandalis morphism from H
to G. If (A, @) € Br(Q), then (AX,a™) € Br(H).

Proof. The proof is the same as the proof of Proposition 2.15 in [2]]. To prove continuity of the
addition on AX the freeness of the G-action and condition 4ii) in the definition of a Hilsum-Skandalis
morphism in Definition are used. O

The following is Definition 3.1 in [2]]
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Definition 3.4.10 (Morita equivalence of G-C*-bundles). Two G-C*-bundles (A, «) and (B, 3) are
Morita equivalent if there is an A-B-imprimitivity bundle 7x: X — X with an action V' of G by
isomorphisms such that

4 (V5(@), Vi (y)) = ay(alz, y),
(V5 (2), Va())g = By (2, ¥)g)-

In this case, we say that (X, V') implements a Morita equivalence between (A, «) and (B, ) and
write (A, ) ~(x,v) (B, 3). Morita equivalence is an equivalence relation of G-C*-bundles [2], Lemma
3.2].

Definition 3.4.11 (The Brauer group). The set Br(G) of Morita equivalence classes of bundles in
Br(G) is called the Brauer group of G.

Let A and B be elementary C*-bundles over G©). For every (u,v) € G x GO let T(’u V) =

A, @ B, where A, ® B, is the minimal tensor product. For ¢ € To(G(?; A) and 1 € To(G®); A) the
map (u,v) — |¢(u) @1(v)| is continuous. The set {¢(u) @ (v) : ¢ € To(GO; A), ¥ € To(GO);B)}
is dense in T, for each (v,u) € GO x GO, We appeal to Theorem IL13.18 [14], which ensures
that there is a Banach bundle 77 over G(© x GO that has fibres T(:w) so that the functions
(u,v) = ¢(u) @ P(v) generate To(G x GO);T"). We identify GO inside G x GO via the
diagonal embedding u — (u,u) and denote the restriction of the bundle 77 to G(® by T. To get a
better idea about the fibres of the bundles, we denote the bundle 7’ by A ® B and the bundle T
by A ®G(0) B.

The bundle A ® B and its restriction A ® ) B are both elementary C*-bundles. If A and B
satisfy Fell's condition, then so do A ® B and A ®0) B.

Restriction of the action o ® = {a, ® 5v}u,ueG(0> to GO gives an action of G on A ®0) B.
The continuity of the action is shown in [21, page 18].

Definition 3.4.12 (Conjugate Banach bundle). Let (p: A — G ) be a G-C*-bundle. The conjugate
G-C*-bundle of (A,«) is given by (p: A — G &) where

i) A= A as a topological space;
ii) id: A — A is the identity map, p: A — G© is defined by p(id(a)) = id(p(a)), the fibre

Aid(p(a)) is identified with the conjugate of A, ,);
i) @, (id(a)) :=id(ay(a));

If (A, a) € Br(G) then (A, a) € Br(G).
Let Z denote the trivial line bundle G(©) x C with the G-action I given by (s(v), 2)y = (r(7), 2).

Theorem 3.4.13. The binary operation
[-/4, Oé] [Bv ﬁ] = [“4 X B, a X B]’ (3.4.14)

is well defined on Br(G). Furthermore, Br(G) can be made into an abelian group where
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a. the addition is defined by (3.4.14);
b. the identity element is the class [, 1];
c. the inverse of [A,q] is given by [A, a].
Proof. Use Proposition 3.6 and Theorem 3.7 of [21]. O

Theorem 3.4.15. If X is a Hilsum-Skandalis morphism from H to G then [A,a] — [AX,aX] is a
homomorphism from Br(G) to Br(H).

Proof. The proof of Theorem 4.1 in [21] goes through. O

3.5 Correspondences and KK-theory

A result of Renault from [33] says that a real 1-cocycle ¢, that is, an element of Z'(G;R) gives
an automorphism of C*(G). In [26], Mesland shows that this automorphism along with the
C*-correspondence H(G) from C*(G) to C*(ker(c)) obtained by the obvious actions, gives an
element of KK®(C*(G), C*(ker(c)).

In this section, we extend this result of Mesland using our definition of topological correspon-
dences.

Mesland uses the theme that (G,Id¢g) is a topological correspondence from G to ker(c). We
shall assume that an open measured subgroupoid H C G is given, such that the Haar system of G
is H-quasi-invariant and there is a real continuous 1-cocycle ¢ on G. Out of this data, we shall
construct an R-equivariant unbounded KK-cycle going from C*(H) to C*(ker(c)). In this section,
cocycle means a continuous 1-cocycle, unless stated otherwise.

3.5.1 Unbounded KK-theory and construction of odd KK-cycles
Let R be a group, let A and B be C*-algebras.

Definition 3.5.1 (Equivariant Hilbert module). If B is an R-C*-algebra, then a Hilbert B-module H
is called R-equivariant if H is equipped with a strictly continuous R-action satisfying

i) t(eb) = (te)td,
ii) <t€1 y t€2> =t <€1 y €2>
forallt € R, e,es,e0 € E and b € B.

In this case, we call H a Hilbert R-B-module.

Let A and B be C*-algebras and let H be a C*-correspondence from A to B. Assume that
A and B are R-C*-algebras and that # is a Hilbert R-B-module. Let 6%: A — Bp(H) be the
*-homomorphism which makes H into a C*-correspondence from A to B. Let af: R — Aut(A) be
the homomorphism that gives the action of R on A and let U%: R — U (H) be the homomorphism
that gives the action of R on H.
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Definition 3.5.2. The action of A on H is R-equivariant if for every t € R and every a € A we
have

0% (ar(t)(a) = UK () 6% (a) U (£) .
Definition 3.5.3. Let A and B be R-C*-algebras. An R-equivariant C*-correspondence from A to
B is a C*-correspondence H from A to B such that

i) H is a Hilbert R-B-module,

i) the action of A on H is R-equivariant.

In this case, we call H an R-C*-correspondence from A to B or simply an equivariant
C*-correspondence from A to B, when the group is obvious.

Definition 3.5.4 (Regular operator [2]). Let H be a Hilbert B-module. A densely defined closed
operator D: Dom(D) — E is called regular if

i) D* is densely defined in H,
ii) 1+ DD* has dense range.

Such an operator is automatically B-linear, and Dom(D) is a B-submodule of . There are two
bounded operators related to D, which are called the resolvenlﬂ of D and the bounded transform.
the resolvent: 7(D):= (14 D*D)~'/2,

They are given as follows: the bounded transform: b(D) := D(1 + D*D)~1/2,

Definition 3.5.5. An R-equivariant odd unbounded bimodule (or an odd unbounded KK-cycle)
from an R-algebra A to an R-algebra B is a pair (E, D), where H is an R-C*-correspondence
from A to B together with an unbounded regular operator D on H such that:

i. [D,a] € B(E) for all a in a dense sub-algebra of 4;
ii. a-7(D) € Kp(F) for all a in a dense sub-algebra of A;

1

iii. the map g — D —gDg™" is a strictly continuous map R — B(E).

Let (G,\,0) be a measured groupoid, let ¢ € Z'(G,R) and let K denote the kernel of the
cocycle, that is, K := {7 € G : ¢(y) = 0}. Then K is a closed subgroupoid of G with G(©) = K(©)
which acts on G from the left as well as from the right by multiplication. The momentum maps for
these actions are the range map and the source map from K to G0 = K respectively.

We recall some of Mesland’s definitions:

Definition 3.5.6. A cocycle ¢ € Z!'(G;R) is regular if ker(c) := H admits a Haar system, and c is
exact if it is regular and the map

rxc:G— GO xR,
v = (r(7) (7))

is a quotient map onto its image.

2This is not a good terminology, since the terms resolvent and resolvent set are used in the elementary theory of
C*-algebras . But we adopt the terminology that Mesland created. Baaj and Julg [2] do not name the operators.
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The term exact is not an appropriate term bere, because it means something difterent in the
groupoid cohomology. | am not aware if these two meanings are related to each other. But we
shall stick to the terminology in [26] in this section.

An important observation regarding exact cocycles is:

Lemma 3.5.7 ( [26] Lemma 3.1.3). If ¢ is an exact real cocycle on G, then the map v — (r(7), c(7))
from G/K to GO x R is a homeomorphism onto its image.

Assume that c is a regular cocycle and let 5 be a Haar system on the subgroupoid ker(c) = K.
Then (G,\71) is a right K-space with the right multiplication action and A~! is a continuous
K -invariant family of measures. The inner product of f,g € C.(G) is simply (f* % g)|k. Proposi-
tion 5.1 in [33] says that for each t € R = R a cocycle ¢ € Z}(G,R) gives an automorphism u; of
the *-algebra C.(G) by the formula

u(f)(y) = e f(v).

Furthermore, the proposition also says that this automorphism extends to an automorphism of
C*(G). Proposition 5.3 in the same book says that the group of automorphisms {u;}er is inner
if ¢ € BY(G,R). Similar statements hold when C*(G, \) is replaced by C/(G,)). Since K is a
subgroupoid of G, the cocycle ¢ can be restricted to a cocycle of K, which we denote by ¢
again (instead of c|k). Since cx = 0, u¢|c, (k) = Id for all t € R gives a I-parameter group of
automorphisms of C*(K). Thus C*(G) and C*(K) become R-algebras.

Since K C G is closed, G is a proper right K-space (see Example 3.1.16). A\~! is a right
K-invariant family of measures on G. Complete the right C.(K, 3)-module C.(G,\7!) into a
Hilbert C*(K, 8)-module, which we denote by #(G). Proposition 3.6 of [26] shows that for each
t € R the operator u;: C.(G) = C.(G) defined above extends to a l-parameter group of unitaries
in BC*(K)(H(G)) (or in BCj(K)(HT(G))

Let H be an open subgroupoid of G such that G = H©) and let o be a Haar system
for H. Furthermore, assume that A" is (H,a)-quasi-invariant for each u € G©. Let A, be
the modular function for the quasi-invariance \,. For notational convenience we shall drop the
sufhix v and simply write A. Let H act on G by left multiplication. Then (G, A\, A) is a topological
correspondence from H to K. The family {u;}:cr is a l-parameter group of automorphisms of
C*(H), as described previously. We abuse the notation and keep writing u; for the actions of R on
C.(H), C*(H) or C}(H).

Since H, K C G, in the computations below the subscripts to the sources and the range maps
do not matter a lot.

Proposition 3.5.8. Let (G, \), (H,«), c and u; be as above. Then u; extends to a I-parameter group
of unitaries in C*(H) (or C;.(H)). Furthermore, H(G) (respectively, H,(G)) is an R-C* -correspondence
Sfrom C*(H, «) to C*(K, B). A similar statement holds for the reduced C*-algebras.

Proof. The first claim is a direct consequence of Proposition 5.1 in [33]. We check that the conditions
in Definition hold.
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Let f € C.(G) and ¢ € C.(K), then the following calculations confirm that Condition (i) in
Definition [3.5.3] holds.

(w(F)() =0 [ FROUE) a0 @)

= [ 00 f(3¢) e (¢ age ) (¢)
= (ur(F)ue (1)) (7):
If f,g € C.(G), then

(w(f) w9} () = [ulDulo)(rr) =)
_ /eitc(w)meitcm*lm) (,Y—IK) d)\T’K(H) (7)

= ) [T ()

=" (f . g) ()
= ui((f 9)(x)

Now we check Condition (ii) in the definition. We use a, 6 and U instead of ag(H’a), Hé‘*( Ha)
and U¥, respectively. Let ¢ € C.(H) and f € C.(G), then

(0 0@ ) () = [a@ @) For7y) AY20,7) dae O )
= / () f(n~'y) A2 (n,7) da”e) ()
=) [ o) 0T (1) A2, ) dare D)
=0 [ o) (UO7()) O 7) AY2(9,7) dare Oy
= () (U (£)) ()
=) (0) U () (). -
We need an equivariant operator on H(G) which we get from the cocycle ¢ as follows:

Proposition 3.5.9. Let G, c and K be as above. Then the operator

D :C.(G) = Co(G);
D :f(y) = c(1)f(v),

is a C.(K)-linear derivation of C.(G) considered as a bimodule over itself. Moreover, it extends to
a self-adjoint regular operator on the C*(K)-Hilbert module H(G).

Proof. Similar to the proof of Proposition 3.8 in [26]. The only difference is that we have to plug-in
the adjoining function for the left action. O
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Finally, all these pieces are put together in the following theorem:

Theorem 3.5.10. Let (G, \) be a second countable locally compact Hausdorff groupoid with a Haar
system, let ¢ be a real exact cocycle on G and let H be an open subgroupoid of G such that H® = G(©),
Let o be a Haar system for H. If for each e € G, the measure \° is (H, o) -quasi-invariant, then
the operator D in Proposition makes the R-equivariant correspondence (H(G), D) into an odd
R -equivariant unbounded KK-bimodule from C*(H) to C*(K).

Proof. Given ¢ € C.(H), we use Proposition to see that [D, ¢]g = D(¢) x g for all g € C.(G).
Hence using the same proposition for each ¢, we can see that the commutator [D, ¢] is bounded.

Next we show that ¢(1 + DD*)~! has a C*(K)-compact resolvent. ¢(1 + DD*)~! acts on
g € C.(G) as:

614 DD og(w) = [ F)(1+ 6w Al ) dw ()

Here A is the adjoining function.
The action of K on G is free and proper. Using the standard theory of Morita equivalence we
can see that C*(G x G/K) = K¢+ (k) (H(G)). The action of ¥ € C.(G x G/K) on g is given by

g = [ WO Dg0" ) dhalys D,
GxG/K

where )7 is the Haar system on G x G/K induced by A on G. Since G x G/K is a transformation
groupoid, this Haar system can be found easily and the entries in the previous equation can be
simplified. After the simplification, the equation becomes:

Wgw) = [ w0l wlel ) V)

Note that, since the measure on G is G x G/K -invariant, the adjoining function is the constant 1.
Looking at the simplified version of the action of a compact operator, it is enough if for each
¢ € Ce.(H) C C(G) the kernel

ks (7, [w]) = ¢(1) (1 + () ™ Ay, w)

is a norm limit of elements in C.(G x G/K). In the rest of the proof, we write k instead of k.

The cocycle ¢ induces a homomorphism ¢: G/K — R. Lemma identifies G/K with its
image in G(©) x R. Using these facts, for n € N define subsets K,, of G/K as

K, = rg(supp(¢) x RYNné L ([—n,n)]).

Then Ky C Ky C Ky C ... is an increasing covering of rg(supp(¢) x R) N G/K by compact
sets. We can assume that the image of ¢ is not a bounded subset of R and that K,, # K, for
any n. If K, = K, 1 for some n, then just renumber them. Since the action of K on G is free
and proper, we can take functions e, € C(G/K,[0,1]) such that e,, = 1 on K,, and 0 outside K.
Define

K (7, [w]) = enfw]k(y, [w]).
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We show that the sequence {k"} is a Cauchy sequence in the I-norm. Then the sequence will be
Cauchy for the reduced C*-norm and the full C*-norm as well. Let n > m be natural numbers.

o —km = sup [ R l) - R D) A, )
[weG/K JGxG/K

" el /W”%WD—W%%WMde%w
wleG/K

= sup [ flen = em)lel 601 + ) AG)| V()

[w]EG/K

< su /u )| X (y)

1+ m2 [w]GG/K

< —Iflzs
m

Here ||; is the right I-norm. One can work with A™! and prove a similar result for the left
I-norm and finally conclude that

n m 1
K = ] < — |11

By construction ¢(1+ D?)7A is the limit of this sequence.

It is clear that D is a generator of the R-action on H(G). Hence D commutes with the R-action,
so this KK-cycle is R-equivariant. O

Proposition 3.5.11. Assume that we have the same data as in Theorem|3.5.10) and the same hy-
potheses. A similar result as in Theorem|3.5.10} bolds for (H,(G), D,) from C.(H) to C/(K).

We developed this theorem keeping Example and Example [3.1.13| in mind. Hence transfor-

mation groupoids of group actions provide good examples of this theorem.

Example 3.5.12. In Example [3.1.7} if K is the kernel of a homomorphism from G to R and H C G is
open, then we get an element of KK®(C*(H),C*(K)). If G is a discrete group, then H can be any
subgroup of G.

A concrete example is: let S! x4 Z be the groupoid corresponding to the noncommutative
2-torus Ay for an irrational & € R. Then the projection map onto the second factor my: S xpZ — 7Z
is an R-valued cocycle. For n € N, this projection gives us an element of KK®(C*(S' x4nZ), Co(Sh)).

Example 3.5.13. Now we generalise the previous example using Example [3.113] Let G, H, K and X
be as In Example [3.1.13] Recall that G = X xG,H=X xH and K= X x K. If H C G is open and
K = ker(c) for a homomorphism from K — R, then we get an element of KK®(C*(H), C*(K)).
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