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We examine the transport of methane in microporous carbon by performing equilibrium and
nonequilibrium molecular dynamics simulations over a range of pore sizes, densities, and
temperatures. We interpret these simulation results using two models of the transport process. At low
densities, we consider a molecular flow model, in which intermolecular interactions are neglected,
and find excellent agreement between transport diffusion coefficients determined from simulation,
and those predicted by the model. Simulation results indicate that the model can be applied up to
fluid densities of the order to 0.1–1 nm23. Above these densities, we consider a slip flow model,
combining hydrodynamic theory with a slip condition at the solid–fluid interface. As the diffusion
coefficient at low densities can be accurately determined by the molecular flow model, we also
consider a model where the slip condition is supplied by the molecular flow model. We find that
both density-dependent models provide a useful means of estimating the transport coefficient that
compares well with simulation. ©2004 American Institute of Physics.@DOI: 10.1063/1.1647516#

I. INTRODUCTION

Many of the various applications of microporous mate-
rials, such as catalysis and species separation, involve the
transport of adsorbed fluids. Consequently, a capacity to de-
termine the transport properties of these materials provides a
considerable advantage for the continuing development of
further applications. The development of models of transport
in confined regions has a long history. Early experimental
and theoretical work by Knudsen1 and Smoluchowski2 estab-
lished a description of the pressure-driven flow of rarefied
gases in cylindrical tubes. For systems undergoing molecular
flow, where the Knudsen number Kn.1 (Kn5l/H is the
ratio of the mean-free pathl of molecules to the character-
istic container dimensionH, such as the tube radius or pore
width!, transport is dominated by collisions between mol-
ecules and the wall, and the transport coefficient is indepen-
dent of Kn. At Kn,0.01, the Navier–Stokes equations can
be applied to provide a continuum, or viscous model for the
~Poiseuille! transport flow. The continuum model can be aug-
mented with a slip boundary condition determined from mo-
mentum balance, which extends its applicability to the range
Kn,0.1.3 However, there is a range—the so-called transition
region,3 corresponding approximately to 0.1,Kn,1—where
none of the aforementioned models can be applied.3,4 Other
models have been subsequently developed to bridge the tran-
sition region, include kinetic theory models that explicitly
addressed both wall collisions and intermolecular
collisions,5,6 and solutions to the Boltzmann equation.7,8

These models were developed for systems where the
molecular radius was typically much smaller than the con-
tainer dimension, and thus where hard-wall~and often hard-

sphere! approximations are appropriate. However, when one
considers transport in microporous media, where the molecu-
lar and pore dimensions are of similar orders of magnitude,
the nature of the fluid–fluid and solid–fluid interactions be-
comes much more significant, and must be incorporated into
any successful model of transport on this scale. Needless to
say, the incorporation of these elements in a general theory is
far from trivial. Rigorous theories for general intermolecular
interactions based on the platform of Enskog theory have
been derived in this vein9,10—however, their application to
transport in micropores is difficult and computationally ex-
pensive. An alternative means of accounting for intermolecu-
lar interactions is the augmentation of the hydrodynamic
theory with a locally-averaged density model~LADM !.11

Such a model is analogous to the viscous model of the clas-
sical hard-sphere hard-wall theory, and therefore we might
anticipate that diffuse transport in microporous media would
also admit a slip model and a molecular flow model. Indeed,
slipping at the solid–fluid interface on microscopic scales
has been identified in both experimental work12,13 and
simulation,14,15 and recent work in this laboratory has fo-
cused on the development of a slip model which can be used
to predict transport coefficients in micropores. The slip
model16,17was consistent with simulation data over densities
ranging down to the molecular flow region, and the authors
observed an increase in the collision rate of fluid molecules
at the wall that was consistent with the transition from slip to
purely viscous flow at higher densities.

Molecular simulation plays an important role in the de-
velopment of theories of transport in confined fluids, facili-
tating study of the behavior at the microscopic level.18–21 In
this paper, we shall use molecular dynamics~MD! tech-
niques to generate values of the transport diffusion coeffi-
cient, against which we can test our theory. Recent studies
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have focused on three techniques for the estimation of trans-
port diffusion coefficients—equilibrium molecular dynamics
~EMD!, forced-flow nonequilibrium molecular dynamics
~NEMD!, and dual control-volume grand canonical molecu-
lar dynamics~DCV!.22–24 This final technique has been de-
veloped to examine the nature of transport during diffusive
processes, by introducing explicit chemical potential gradi-
ents into the system. Recent results16,17,25 suggest that the
transport coefficients measured by these three techniques co-
incide. In light of the technical difficulty and computational
intensity in implementing DCV, we will use EMD and
NEMD in order to measure the transport coefficients.

In the current work, we consider the development of
models to describe transport in slit micropores. We develop a
theory for transport in the molecular flow regime. The ap-
proach is analogous to that used to derive the well-known
Knudsen formula—we consider molecules being driven
along the pore, undergoing diffuse reflections at the bound-
ary. In the molecular flow limit, we neglect intermolecular
interactions. However, a significant departure from the
Knudsen expression arises due to the interaction between
fluid molecules and the pore, which is represented by a con-
tinuous one-dimensional potential across the pore and the
diffuse boundary conditions. We note here an early attempt
to compute the flux for transport due to a concentration gra-
dient, where trajectories were obtained numerically.26 How-
ever, here we consider the molecules as oscillators in an
external field, and treat the trajectories analytically, with a
more precise relation between the transport coefficient and
the trajectory characteristics. We find excellent agreement
between this model and molecular dynamics simulation in
the molecular flow regime.

We also consider models for the transport at higher den-
sities, where intermolecular interactions cannot be neglected.
At higher densities, therefore, we determine estimates for the
transport coefficient of methane in the graphitic slit pore via
the slip model recently developed in our laboratory,16,17

which we call model A. We also consider a model where the
density-dependence of the transport coefficient is estimated
by the viscous contribution determined from the slip model,
and the oscillator model is used to provide the low-density
limit, which we call model B. We find that both models can
be used to estimate the density dependence of the transport
coefficient in micropores.

II. THEORY

A. Oscillator model

The transport of molecules in micropores is generally
understood to proceed via diffusion.27 For the single species
case, the driving force can therefore be considered equiva-
lently as either a chemical potential gradient, or a pressure
gradient, related by the Gibbs–Duhem equation. The bound-
ary conditions at the solid–fluid interface play a crucial role
in the determination of the transport coefficient in single-
species adsorption—at equilibrium, they alone determine the
dynamics of the fluid center-of-mass fluctuations at the mi-
croscopic level, and therefore the collective transport prop-
erties.

Theories describing transport processes in the molecular
flow regime have generally been formulated under condi-
tions of pressure-driven flow, where a density gradient is
maintained along the length of a confined region. This leads
to a transport process where the driving force of the pressure
gradient is balanced by momentum exchange at the bound-
ary. Commonly, this momentum exchange is expressed in the
form of diffuse boundary conditions—under these condi-
tions, when a molecule is at its point of nearest approach to
the wall, the component of its momentum parallel to the pore
walls is randomly reoriented. The difference in pressures at
either end of the confined region, required to generate the
pressure gradient, constitutes a thermodynamic boundary
condition. In the development of molecular simulation meth-
odologies, it has been noted that thermodynamic boundary
conditions can often be replaced by fictitious external forces,
which yield the same transport coefficients~and are generally
easier to implement in simulation!.28 We take advantage of
this duality in the development of our theoretical model, by
considering a molecular flow transport process that is driven
by an external force field, rather than by a pressure gradient.

Let us consider a system of fluid molecules driven along
a slit pore, at temperatureT. We describe the slit pore in
Cartesian coordinates, with the pore walls represented by
infinite planes normal to thex axis and the pore axis lying in
thez direction. The pore walls are separated by a distanceH.
At sufficiently low densities, we can safely neglect intermo-
lecular interactions, considering only the solid–fluid interac-
tion and the external field.

The solid–fluid interaction consists ofz momentum ex-
change between fluid molecules and the solid wall, and a
force field normal to the wall, described by a continuous
potentialV(x). We represent this force field using the Steele
10-4-3 potential29 for each wall. Assuming the pore to be
symmetric, we observe two different forms ofV(x)—for H
,Hc ~for some critical pore widthHc , dependent on the
fluid and solid molecular radii! there is a single minimum at
the pore center (x50 hereafter!, while for H.Hc there are
two local minima~at x56x0), separated by a local maxi-
mum at the pore center~see Fig. 1!. In these wider pores, we
define the region bounded by the potential minima as the
‘‘bounded’’ region @corresponding to the striped region in
Fig. 1~b!#, and the rest of the pore as the ‘‘repulsive’’ region
@the dotted regions in Fig. 1~b!#. In the narrow pores, the
entire pore can be considered as a ‘‘repulsive’’ region. While
the model that we develop can be extended beyond these
restrictions, in the current context we will only consider po-
tentialsV(x) as described above.

An interaction potential of the formV(x) precludes the
exchange ofz momentum between molecules and the pore,
which is an essential part of the transport dynamics. We
therefore introduce the following random boundary
condition—when a molecule turns away from a wall in the
repulsive region, it loses all of itsz momentum on average.
The specific nature of the boundary condition, beyond this
condition, is not needed for the model. We note that the
diffuse boundary condition satisfies this condition.

The thermodynamic mechanism driving the transport
process is represented by an external force field of magnitude
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F in the positivez direction, applied to each molecule. The
transport diffusivityD0 is related to the entropy production,
and given by the expression30

D05JkBT/rF5^vz&kBT/F, ~1!

where^vz& is the averagez velocity across the pore, andkB

is the Boltzmann constant. To calculateD0 , we must deter-
mine ^vz& from the model.

Ignoring fluid–fluid interactions, the dynamics of a
single molecule can be determined from the Hamiltonian

H5V~x!2Fz1px
2/2m1py

2/2m1pz
2/2m,

noting that ‘‘reflections’’ with the pore introduce discontinui-
ties in bothpy andpz ~hereafter, we will refer to interactions
between fluid molecules as ‘‘collisions,’’ and interactions be-
tween a fluid molecule and the pore wall as ‘‘reflections’’!.
We note that

Ex5V~x!1px
2/2m, Ey5py

2/2m,

Ez52Fz1pz
2/2m,

are constant between reflections, and thatEx is constant
throughout. The motion in thex direction will therefore be

periodic. In a single-minimum pore, a molecule would oscil-
late between6x1 , where x1 is the upper bound of the
oscillation @Fig. 1~a!#. In a double-minimum pore, a mol-
ecule either oscillates across the pore center@between bounds
6x1 , as in Fig. 1~b!#, or within boundsx2,x1 of the same
sign @Fig. 1~c!#. Without loss of generality, we assume these
bounds to be positive. In all cases,x1 is in the repulsive
region, and completely determines the oscillatory behavior. A
molecule passes through any pointx along its trajectory
twice—once at a timetx after a reflection, and later at timetx

beforea reflection. In a symmetric pore, the period between
successive collisionst will be a continuous function ofx1 ,
and therefore ofEx . If the molecule leaves a reflection with
randomz momentumpi , such that̂ pi&50, then the average
z momentum of a molecule atx will be

1
2~^pi1Ftx&1^pj1F@t~Ex!2tx#&!5Ft~Ex!/2,

~where pi5pj if the molecule does not have sufficient en-
ergy to traverse the whole pore!. We note that this result is
independent ofx. The solid–fluid interaction, together with
the external force, induce molecules to oscillate across the
pore, with meanz velocity vz5Ft(Ex)/2m.

In the real fluid, two molecules will eventually collide.
The time over which they interact will be small, compared
with the time between collisions. Consequently, the main
contribution of the collision to the overall transport will be to
change the values ofEx for each molecule. The fluid–fluid
interactions in the real fluid therefore perform a mixing role,
redistributing theEx among fluid molecules in accordance
with the canonical distribution. Therefore, we represent the
real fluid–fluid interaction in our model by invoking the ca-
nonical ensemble to describe the distribution ofEx among
fluid molecules.

Using the canonical distribution together with our defi-
nition for the diffusion coefficient Eq.~1!, we determine that

D05
kBT

F
^vz&

5
kBT

2m

*2`
` *2H/2

H/2 t~Ex~x,px!!e2Ex~x,px!/kBTdxdpx

*2`
` *2H/2

H/2 e2Ex~x,px!/kBTdxdpx

,

~2!

wherexP@2H/2,H/2# ranges over the entire pore. We note
that this expression forD0 is equivalent to the self-diffusion
coefficient, a result we anticipate in a system where the mo-
menta of different molecules are uncorrelated in the absence
of fluid–fluid interactions.

All that remains is to determinet(Ex), which we obtain
by rearranging the definition ofEx ,

t~Ex!5A2mE
x2~Ex!

x1~Ex!

@Ex2V~x!#21/2dx. ~3!

While we have developed the oscillator model here with the
diffuse boundary condition in mind, we note that the only
property of the boundary condition that we have used is that
molecules return to the system with average zero momentum
in the z direction. It is therefore possible to extend this
model, formulating expressions forD0 based on alternative
boundary conditions.

FIG. 1. The range of oscillation of a molecule is determined by the solid–
fluid interaction potentialV(x), and byEx . In ~a! and~b!, the molecule has
sufficient energy to cross the pore center, and the oscillation is bounded by
6x1 . In ~c! it cannot cross the pore center, and oscillates in one of two
regions. In the double-minimum pore, we define a bounded region between
the potential minima6x0 , corresponding to the striped region in~b!. We
also define a repulsive region, corresponding to the dotted regions in~b!.
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A common alternative to diffuse boundary conditions,
used as early as Maxwell to explain slip flow,31 incorporates
a degree of specular reflection. Under these conditions, a
fraction a of molecular reflections at the wall are diffuse,
with the remaining fraction~12a! being specular. In this
case,D0 becomes a function ofa, where the coefficientD0

as determined by Eq.~2! above corresponds to the fully dif-
fuse case,D0(a)ua51 . If 0,a,1, then the trajectory of a
molecule with energyEx consists of a random sequence of
specular and diffuse reflections. The probability of observing
n consecutive specular reflections between successive diffuse
reflections is (12a)na, for any non-negative integern, and
the time over which the molecule gains momentum from the
external field is (n11)t(Ex). It follows that the meanz
velocity of such a molecule in the pore is given by

v̄z~Ex!5
*vz~ t !dt

*dt

5
(n50

` a~12a!nF@~n11!t~Ex!#
2/~2m!

(n50
` a~12a!n@~n11!t~Ex!#

5
Ft~Ex!

2m

(n50
` ~12a!n~n11!2

(n50
` ~12a!n~n11!

5
Ft~Ex!

2m

~22a!

a

and the transport diffusion would be given by the relation

D0~a!5
kBT

F
^vz&

5
~22a!

a

kBT

2m

3
*2`

` *2H/2
H/2 t~Ex~x,px!!e2Ex~x,px!/kBTdxdpx

*2`
` *2H/2

H/2 e2Ex~x,px!/kBTdxdpx

with t(Ex) evaluated as before@via Eq. ~3!#. We note that
this is consistent with the Smoluckowski’s extension of
Knudsen’s result for the Maxwell boundary condition,2 and
extends our early results with the oscillator model.32

B. Viscous models

As the density of our system increases, it is no longer
tenable to consider the fluid–fluid interactions as merely
mixing the energy distribution of the molecules. Such inter-
actions will alter the nature of the momentum exchange be-
tween fluid and pore. At moderate densities, the path of the
molecule will change, thereby perturbing the period of oscil-
lation and the momentum exchange. At higher densities, the
oscillator model no longer captures the essential behavior of
diffusing molecules—molecular motion normal to the walls
will be restricted by intermolecular interactions, and viscous
effects will change the streaming behavior of molecules ex-
changing momentum with the walls.

Consequently, we must turn to alternative methods in
order to predict transport properties. Recent work in our
laboratory has focused on a hydrodynamic slip model de-

scribing the density dependence of the transport coefficient,
which gave good agreement with simulation data obtained
for methane transport in cylindrical silica pores.16,17

The slip model is developed in the context of a transport
process driven by an external force, rather than by a pressure
gradient, with system properties varying as a function of po-
sition x across the pore only. An expression for the flux of the
fluid through the pore is developed, which is then substituted
into Eq.~1! to determine the transport coefficient. The flux is
determined from the product of density and velocity profiles
of the absorbed fluid across the pore. The density profile can
be obtained from an appropriate density functional theory, or
~as in our case! from molecular simulation, and the velocity
profile from the Navier–Stokes relation

d

dx S h~x!
d

dx
vz~x! D52F~x!r~x!, ~4!

where r(x), vz(x), h(x), and F(x) represent the density,
velocity, and viscosity profiles, and the mean external force
at x. The viscosity profile can be estimated using the~equi-
librium! correlation of Chunget al.,33 which gives the vis-
cosity as a functioninter alia of the density. The density used
for this correlation is not the local densityr(x), but a locally
averaged density, as proposed by Bitsaniset al.11 In the
bounded region inside the pore,F(x)[F, the constant ex-
ternal force driving the transport. Consequently, we can solve
the second-order equation forvz(x) in this region. The two
boundary conditions are provided by imposing symmetry
across the pore, and by introducing a frictional boundary
condition of the form16,17

kr0vz~x0!5mvz~x0!Z052h~x0!
dvz~x!

dx U
x5x0

, ~5!

whereZ0 represents the frequency of reflections at the pore
wall, determined from kinetic theory. Integration of Eq.~4!
leads to

vz~x!5
F

kr0
E

2x0

0

r~j!dj1E
2x0

x F

h~j!
E

j

0

r~z!dzdj ~6!

if xP@2x0 ,x0# is restricted to the bounded region where
F(x) is constant. The first term on the right-hand side of Eq.
~6! is the constant boundary termvz(x0). The second term
describes the effect of the fluid viscosity on the velocity pro-
file. The transport diffusion coefficient is therefore given by

D05
kBT

r̂FH E
2x0

x0
r~x!vz~x!dx

5
2kBT

r̂H F 1

kr0
S E

2x0

0

r~j!dj D 2

1E
2x0

0 1

h~j! S E
j

0

r~j!dj D 2

dxG . ~7!

We shall refer to the model represented by Eq.~7! for the
transport coefficient as model A. We note that model A con-
sists of a boundary term, and a viscous term which goes to
zero in the low-density~molecular flow! limit. The boundary
term should therefore converge to the oscillator model
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estimates for the diffusion coefficient in the low density
limit. We therefore propose a further expression for the trans-
port coefficient, given by

D05D0
OSC1

2kBT

r̂H E
2x0

0 1

h~j! S E
j

0

r~j!dj D 2

dx, ~8!

where D0
OSC is the oscillator model transport coefficient,

given by Eq.~2!. This model we denote model B. In Sec. IV
we explore these two models through molecular dynamics
simulation. The application of these approaches to cylindri-
cal nanopores has recently also been investigated.34

III. SIMULATION DETAILS

In this paper, we apply the theory developed in the pre-
vious section to the transport of methane in carbon slit mi-
cropores, with pore widthsH<2 nm. In the simulations,
methane molecules were represented as spherically symmet-
ric, interacting with one another through a Lennard-Jones
~LJ! 12-6 potential. The LJ parameters for methane were
chosen to bee f /kB5148.1 K,s f50.381 nm. Fluid–fluid in-
teractions were cut off at a radius of 1.5 nm'4s f . Each slit
pore wall was represented by a Steele 10-4-3 potential,29

with LJ parameters defined via the Lorentz–Berthelot com-
bining rules, wherees /kB528.0 K, ss50.340 nm for car-
bon.

Grand canonical Monte Carlo~GCMC! simulations were
used to generate starting configurations for the MD simula-
tions at various densities, as well as to generate accurate
equilibrium density profiles. System dimensions were chosen
to ensure that the mean number of molecules produced was
approximately 500, and the simulations were run for the or-
der of 108 Monte Carlo steps, to ensure sufficient conver-
gence of the density profiles.

In order to determine values ofD0 , both EMD and
NEMD methods were utilized to simulate an NVT system.
To control the system temperature, a Gaussian thermostat
was introduced,28 with equations of motion

ṙ i5pi /m,

ṗi5
]V

]r i
1Fext1a~ t !pi8 ,

wherer i , pi represent the positions and momenta of the fluid
molecules,V is the combined solid–fluid and fluid–fluid in-
teraction potential,Fext is an applied external field~set to
zero for EMD!, anda(t) is the thermostat multiplier, acting
on the peculiar momentapi8 , which were calculated by de-
termining the molecular momenta in the reference frame of
the fluid’s center of mass. These equations were solved using
a fifth-order Gear predictor–corrector integrator, with a time
step of 1–2 fs. In order to permit momentum exchange be-
tween the solid and the fluid parallel to the walls, diffuse
boundary conditions were applied.35 Data were obtained by
averaging results from runs of length 23106 time steps, each
beginning from distinct initial conditions. For each run, av-
erages were collected only after the system had been allowed
to relax to equilibrium or the steady state~over approxi-
mately 40 000 time steps!.

Values of D0 were determined using both EMD and
NEMD. In the EMD simulations, values ofD0 were deter-
mined using the Green–Kubo relation between the transport
diffusion coefficient and the autocorrelation of the fluid’s
center-of-mass motion along the pore axis,

D05
1

N
lim

t→`
E

0

t K (
i

(
j

vzi~0!vz j~ t !L dt.

For the NEMD simulations, an external acceleration in the
range of 0.01–0.04 nm ps22 was applied in the positivez
direction. The range of forces was chosen such that a reason-
able signal to noise ratio was observed, without driving the
system beyond linear response. The values ofD0 were ob-
tained from the fluxJ measured during the simulation, in
accordance with Eq.~1!,

D05JkBT/ r̂Fext,

wherer̂ is the mean fluid density in the pore.

IV. RESULTS AND DISCUSSION

A. Simulation results

GCMC simulations were performed in pores of width
H51.0 nm, 1.4 nm, and 2.0 nm, at temperaturesT5298 K,
350 K, and 400 K, over a range of densities. Typical density
profiles are shown in Fig. 2. We note the two strong peaks in
all cases, in the vicinity of the solid–fluid potential minima.
In all pores at low density, fluid molecules occupy the two
planes near these minima. Two basic trends are observed in
the variation of the density profile with increasing total den-
sity. In the narrowest pore, the solid–fluid potential minima
are within s f of one another, and the balance between the
repulsive force from one wall and the repulsive interaction
with molecules near the opposite wall drives the two density
peaks further apart. In the wider pores, the potential minima
are wide enough to accommodate one, or two, layers of fluid
molecules between them, and the positions of the density
peaks remain almost constant over the densities observed.

Using GCMC configurations as initial conditions, mo-
lecular dynamics simulations were then performed in order
to determine transport coefficients over the same range of
pore widths and temperatures. As has been observed
previously,16,17 the density profiles from GCMC, EMD, and
NEMD agreed with one another for all systems examined.
Figure 3 depicts this agreement in the 2.0 nm pore at 400 K,
at high density, and is typical of the agreement observed.

The transport coefficients determined from the EMD and
NEMD simulations were in good agreement with one an-
other. This agreement is anticipated from recent results ob-
tained using identical boundary conditions in cylindrical
pores17 and atomistic boundaries.25 Figure 4 shows the varia-
tion of the transport coefficient with pore density in the three
pore widths considered at 298 K. At low densities, corre-
sponding to the Henry’s law region, the transport coefficients
remain constant. As with the density profiles, we observe two
different trends in the variation of transport coefficient with
pore density beyond the Henry’s law regime. In the 1.0 nm
pore, the transport coefficient decreases with increasing pore
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density. In the wider pores, the transport coefficient increases
as the fluid density increases beyond the Henry’s law regime,
until an upper bound is reached. Strong dependence on the
pore size of the relation between the transport coefficient and
the density has been observed previously.18

In transport where viscous effects dominate, it has been
observed that the transport coefficient generally increases
with density, after a small decrease at transition-regime
densities.1,5,6This increasing trend has also been observed in
methane transport in silica mesopores,16,17 and the results
depicted in Fig. 4 are consistent with these findings, in the
wider pores. However, we observe a decreasing trend inD0 ,
whose onset occurs at lower densities as the pore width is

FIG. 2. Density profiles at equilibrium for methane in carbon slit micropores
of width ~a! 1.0 nm and~b! 1.4 nm at 298 K, at various mean fluid densities.

FIG. 3. Density profiles obtained from GCMC~solid line!, EMD ~dots!, and
NEMD ~crosses! simulations of methane in a carbon slit micropore of width
2.0 nm at 400 K, at a mean density ofr̂56.9339 nm23.

FIG. 4. Density dependence of the transport diffusion coefficient at 298 K,
for methane transport in carbon slit pores of width~a! 1.0 nm,~b! 1.4 nm,
and ~c! 2.0 nm. Data determined from simulation are represented as sym-
bols. Circles represent EMD data, squares show NEMD data. The horizontal
lines represent the low-density limit transport diffusion coefficient, predicted
by the oscillator model@Eq. ~2!#.
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reduced. This decrease ofD0 with increasing density can be
interpreted in terms of the effect of the changing fluid struc-
ture on the boundary momentum exchange. As the density
increases in the narrowest pore, the molecules must arrange
themselves in two staggered layers, so that a molecule’s
neighbors lie on the opposite side of the pore. Consequently,
when a molecule changes direction due to a diffuse reflec-
tion, and interacts with a neighboring molecule, the neighbor
will be driven towards the pore wall. As the density in-
creases, diffuse reflections will thus take place more fre-
quently, and the transport coefficient will decrease. In the
wider pores, however, additional layers can form to accom-
modate molecules, so that a higher pore density is required
before effects of this nature are observed. Thus, this mecha-
nism can be used to interpret the upper bound reached in the
1.4 nm and 2.0 nm pores, with the formation of three or four
staggered layers. For example, from Fig. 2~b! we estimate
that the density of fluid molecules in the central layer reaches
approximately 40% of the density of fluid molecules in the
outer layers, implying that the staggered arrangement is not
universal throughout the whole pore, but is sufficient to af-
fect the overall transport.

B. Oscillator model results

We have used Eq.~2! to obtain estimates of the low-
density limit transport diffusion coefficient for methane ad-
sorption in a carbon slit pore at 298 K, in pores ranging in
width from 0.6 nm to 2.0 nm. Values ofD0 , determined
from the model, are plotted in Fig. 5, along with values ob-
tained from NEMD simulation. The NEMD results were ob-
tained from systems at low density, i.e., no greater than 0.1
nm23. There is excellent agreement between the simulation
values and those obtained from the model. We note that each
simulation data point requires of the order of 107 time steps
for satisfactory convergence of the reported value forD0 ,
which equates to the order of 105 s of CPU time per result.
By contrast, each value obtained from the model takes of the
order of 100 s of CPU time to obtain. Consequently, results
obtained from the model represent a significant time saving,
and do not contain the statistical errors inherent in molecular

dynamics simulations. The model is therefore an attractive
alternative means of determining the transport diffusion co-
efficient.

The density and velocity profiles predicted by the oscil-
lator model are also supported by the NEMD simulation re-
sults over the range of systems examined. Figure 6 demon-
strates this agreement for the 1.4 nm pore at 298 K. It would
therefore appear that the model captures the same essential
features of the transport process at low densities that are
present in the MD simulations.

In Fig. 7, we show the variation of transport coefficient
with temperature, for the four chosen pore widths. At higher
temperatures, we observe a near-linear relationship between
the transport coefficient and temperature in each pore. Con-
sidering Eq.~1!, we conclude that the variation of the aver-
age velocity of molecules in the pore must vary slowly in
this linear region, compared with changes in temperature. We
note that, in the limit of infinite temperature, the transport
coefficient will approach the value in the limit of a hard
solid–fluid interaction, which is infinite for the slit pore.
Consequently, the predicted low-density transport coeffi-
cients do not admit analysis in accordance with an activated
diffusion model, which predicts finite transport coefficients
in the infinite temperature limit.

FIG. 5. Variation of transport coefficient with slit width for the adsorption of
methane at 300 K in carbon slit pores. The line corresponds to the low-
pressure model predictions and symbols to simulation data.

FIG. 6. Comparison of the symmetrized density~a! and velocity~b! profiles
predicted by the low density model Eq.~2! and generated by the simulation,
for a pore of width 1.4 nm, and driving acceleration of 0.01 nm ps22.
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The solid horizontal lines in Fig. 4 depict the value for
the transport coefficient predicted by the oscillator model. It
is clear from the figure that the oscillator model can be ap-
plied over a range of densities corresponding to the Henry’s
law region, where the solid–fluid interaction dominates in-
termolecular interactions. At higher densities, the assump-
tions on which the oscillator model is based are no longer
valid, and consequently the model cannot be applied at these
densities.

C. Slip flow models

We have evaluated the transport coefficients estimated
by the density-dependent models A and B, developed in Sec.
II B, over a range of densities, temperatures, and pore sizes,
in order to compare with simulation. Figures 8, 9, and 10
show the values of the transport coefficients obtained from
these models in the 1.0 nm, 1.4 nm, and 2.0 nm pores at 298
K, 350 K, and 400 K. The figure also shows simulation val-
ues of the transport coefficient obtained in the same systems.

We begin our remarks with models B. We recall that
model B@Eq. ~8!# represents the sum of the low-density limit
transport coefficient, determined from the oscillator model,
and the viscous term determined from the Navier–Stokes
equations. Consequently, we anticipate that it will converge
to the correct value at low densities, as is observed in Figs. 8,
9, and 10. Overall, however, we note that model B appears to
underestimate the change in the transport coefficient due to
an increase in fluid density. The viscous contribution must
always be positive, so that the model must fail whereverD0

is less than the oscillator model prediction. Thus, in the 1.0
nm pore, the decrease inD0 cannot be accounted for by
viscosity contributions alone, and the result is consistent with
our interpretation of the upper bound ofD0 in terms of a
staggered arrangement of molecules in the pore. The de-
crease in the transport coefficient can be attributed to the
increased rate of diffuse reflections, and it is therefore not
surprising that a model that only registers the viscous contri-

bution of this phenomenon will fail to fully predict its effect
on the transport coefficient.

The viscous contribution also experiences a local maxi-
mum close to densities where one is observed for the trans-
port coefficient, and appears sufficient to account for the
change inD0 about this maximum in the 1.4 nm pore. This
would seem to imply that the boundary contribution has also
reached a turning point in this range of densities, indicating
the interdependence of the viscous and boundary terms in
this region. At higher densities~which already correspond to
bulk pressures of the order of 1000 bar! in the 1.4 nm pore,

FIG. 7. Variation of transport coefficient with slit width and temperature in
the low pressure limit, for methane transport in carbon slit pores. These
results indicate that the low-density slit-pore transport coefficients cannot be
modelled by an activated diffusion model~see text!.

FIG. 8. Estimates of the transport coefficient for transport in the~a! 1.0 nm,
~b! 1.4 nm, and~c! 2.0 nm pore at 298 K. The coefficients are determined by
EMD ~circles! and NEMD ~squares! simulation, as well as from model A
~triangles! and model B~solid line!.
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we would anticipate a decrease inD0 dominated by the
boundary term.

We also note that model B appears to become more re-
liable as the pore width increases. This is consistent with our
expectation that, as the pore becomes wider, higher densities
are required before boundary effects make a significant con-
tribution to the density-dependence ofD0 . Until such densi-
ties are reached, we would expect the density-dependence of
D0 to be dominated by changes in the viscous contribution.

While the viscous term in both models is identical, the

determination of the boundary terms distinguishes the mod-
els. This term is a function of the density profile in model A
@Eq. ~7!#, but is constant in model B. In the 1.0 nm and 1.4
nm pores, the boundary term evaluated by model A is in
reasonable agreement with the simulation values. However,
this boundary term appears to become less reliable as the
pore width increases—in the 2.0 nm pore, it appears to un-
derestimate the simulation results. Overall, we find that
model A provides a good prediction of the transport coeffi-
cients in the 1.4 nm pore. In the 1.0 nm pore, it appears to
overpredict the density-dependent effects, and in the 2.0 nm

FIG. 9. Estimates of the transport coefficient for transport in the~a! 1.0 nm,
~b! 1.4 nm, and~c! 2.0 nm pore at 350 K. The coefficients are determined by
EMD ~circles! and NEMD ~squares! simulation, as well as from model A
~triangles! and model B~solid line!.

FIG. 10. Estimates of the transport coefficient for transport in the~a! 1.0
nm, ~b! 1.4 nm, and~c! 2.0 nm pore at 400 K. The coefficients are deter-
mined by EMD~circles! and NEMD ~squares! simulation, as well as from
model A ~triangles! and model B~solid line!.
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pore it appears to underpredict these effects. In all cases, the
model correctly predicts the increasing or decreasing trend in
the transport coefficient, including in the vicinity of the local
maximum observed in the 1.4 nm pore.

Despite its elementary nature, the slip model provides a
useful means of estimating transport coefficient behavior,
both here and previously.16,17 The model appears to capture
the main features of transport in the micropore, by incorpo-
rating a diffusive contribution from momentum exchange at
the boundary with a viscous contribution at higher densities.
A more sophisticated model of the velocity boundary condi-
tion could be developed by considering various aspects of
the model in further detail. The frictional boundary condition
used in the model assumes a simple kinetic theory model for
molecules leaving the repulsive region to interact with the
pore wall, and neglects the effect of molecules returning to
the system, as well as contributions from the flux in the
repulsive region. However, it appears that such effects can be
safely neglected in the narrower pores, where the current slip
model provides accurate values of the transport coefficient.
In the wider pores, the slip model provides a less accurate
estimate of the low-density transport coefficient. However, in
these regions, model B provides a good alternative model.

We can estimate the Knudsen numbers at which we have
applied our model from the kinetic theory expression for the
mean free pathl51/(ps f

2r)'2.2/r for l in nm andr in
nm23. Consequently, Kn'2.2/(rH) with r in nm23 andH in
nm. If we consider the limit of applicability of a slip flow
model to be governed by the condition Kn,0.1 accepted in
macroscopic pores,3 we can expect to apply the slip flow
model where local densities are of the order of 22/H nm23 or
higher. In each of the pores, such densities are only reached
about the potential maxima beyond the Henry’s law region
~where the oscillator model is sufficient to estimate the trans-
port coefficient!, and in all cases there are regions about the
pore center where the local density does not meet this crite-
rion. In such regions, the external confining field will con-
tribute to the shear stress in the fluid—a contribution to the
dynamics that is not represented by the constitutive relation
Pxz52h(]vz /]x), and which will therefore not be present
in a hydrodynamic model. Due to their low density, we ex-
pect the contributions to the flux from these regions to be
dominated by the contributions from denser regions where
the hydrodynamic theory is expected to hold. However, such
low density regions will be a source of discrepancy between
the transport coefficients predicted by the models, and those
obtained from simulation. The development of models which
incorporate these two sources of shear stress in the system—
the solid–fluid interaction, and intermolecular
interactions—is an area for future research. We note, how-
ever, that models A and B provide a useful means of estimat-
ing the transport coefficient over a range of Knudsen num-
bers including the molecular flow, transition, and slip
regions.

V. CONCLUSION

We have determined values of the transport diffusion
coefficient of methane in microporous carbon for various

pore widths and methane densities from EMD and NEMD
simulations. In the Henry’s law regime, the dynamics are
dominated by the solid–fluid interaction, and therefore the
oscillator model provides a good estimate of the dynamical
and transport behavior. Our simulation results indicate that
this regime extends up to densities of the order of 1 nm23,
with corresponding bulk pressures of the order of atmo-
spheric pressure. Consequently, the oscillator model alone
may be sufficient to determine the transport properties of
many processes which take place in standard laboratory con-
ditions. We note that, in this regime the activated diffusion
model does not reflect the underlying diffusion mechanisms,
and can only provide an empirical model over narrow ranges
of temperature where the coefficienta remains constant.
However, the value ofa itself is dependent upon the pore
size and the temperature range.

At higher densities, where the behavior of the fluid no
longer corresponds to the oscillator model, the slip model
incorporates the two essential features of diffusive
transport—boundary terms which represent the solid–fluid
interaction, and viscous terms which represent the fluid–fluid
interaction. In the slit micropores, the slip model A provides
a useful model for predicting the density-dependent behavior
of the transport coefficient. In wider pores, the transport co-
efficient is not well estimated by the slip model at low den-
sities. However, in these conditions, the sum of the oscillator
model transport coefficient and the viscous contribution—
model B—can be used as an alternative model, to predict the
transport coefficient. The difficulties in applying a single
density-dependent model in all pore widths, temperatures,
and densities arise from the challenge of incorporating mi-
croscopic interactions at the surface within a hydrodynamic
theory. It is clear from our results, however, that the hydro-
dynamic approach provides a promising model from which
transport coefficients can be estimated over densities ranging
from the molecular flow regime to the slip flow regime.
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