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Hydrodynamic Origin of Diffusion in Nanopores
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We study the transport of a subcritical Lennard-Jones fluid in a cylindrical nanopore, using a
combination of equilibrium and nonequilibrium as well as dual control volume grand canonical
molecular dynamics methods. We show that all three techniques yield the same value of the transport
coefficient for diffusely reflecting pore walls, even in the presence of viscous transport. We also
demonstrate that the classical Knudsen mechanism is not manifested, and that a combination of viscous
flow and momentum exchange at the pore wall governs the transport over a wide range of densities.

DOI: 10.1103/PhysRevLett.90.016105 PACS numbers: 68.43.Jk
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Intense worldwide activity in applications of newly
developed templated porous materials, carbon nanotubes,
and a variety of related materials [1,2] has led to renewed
interest in the long-standing problem of modeling trans-
port in nanopores. Generally, this is represented in a
diffusional framework with a concentration dependent
diffusivity [3–5]; however, there is much controversy
regarding the underlying mechanisms. It has for some
time been considered that transport in confined spaces,
such as in nanopores, comprises a purely diffusive com-
ponent, as well as a hydrodynamic or viscous component
[6,7]. Various simulation techniques such as equilibrium
molecular dynamics (EMD), nonequilibrium molecular
dynamics (NEMD), and dual control volume grand ca-
nonical molecular dynamics (DCV-GCMD) have been
designed [8,9] and applied to probe the different mecha-
nisms, and to verify proposed models. Nevertheless, an
unequivocal description of the transport has not emerged,
partly because the proposed models [6,7,10,11] have ar-
bitrary fitting parameters. The diffusive component is
often considered dominant [11] and arbitrarily treated
as activated surface flow [11], Knudsen diffusion
[4,6,7,11], or slip flow [12,13], particularly at low cover-
age, and in pores of near-molecular width, where the
hydrodynamic approaches [10] predict a vanishing
transport coefficient contrary to experiment or simula-
tions [3–5].

It has been argued [14] that the transport coefficient
obtained by DCV-GCMD simulation, in which the flux in
a finite capillary under the action of a chemical potential
gradient is measured, represents the combined effects of
diffusive and viscous flow, while NEMD, in which the
steady state flux in an infinite capillary under the action
of a constant force is measured, should yield only the
viscous component. On the other hand, it has also been
surmised [5] that EMD should yield only the diffusive
component since bulk flow is absent in this method. More
recently, it has been found [15] that all three techniques
yield the same transport coefficient in micropores, where
viscous flow is considered negligible. This therefore still
leaves open the question regarding the differences be-
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is significant. Here we show that for single component
flow in mesopores with diffusely reflecting walls the
different simulation techniques yield equivalent results,
and that in real porous materials dispersive forces cause
momentum transfer at the wall to dominate over strictly
diffusive mechanisms. Thus, the transport coefficient
even at low densities can be explained by hydrodynamic
mechanisms alone.

The simulations conducted model the flow of Lennard-
Jones (LJ) methane at 150 and 177 K in a cylindrical
silica pore of radius 1.919 nm, having infinitely thick pore
walls comprising spherical LJ sites. For methane, we use
the established LJ parameter values ef=kB � 148:2 K,
�f � 0:381 nm. For the solid LJ parameters, we use
"s=kB � 290 K, �s � 0:29 nm, obtained by fitting argon
isotherms at 87 K in MCM-41 of various pore diameters
[16], using grand canonical Monte Carlo (GCMC) simu-
lation. The Lorentz-Berthelot rules are used to estimate
solid-fluid LJ interaction parameters. A cutoff separation
of 1.5 nm is used in computing fluid-fluid potentials.

In the molecular dynamics calculations, the trajectories
of methane molecules in the pore are followed using the
equation of motion,

�rri � �
1

m

X
j�i

ri�ij � �� �t� _rri; (1)

starting from an arbitrary initial configuration generated
using GCMC simulation at a chosen chemical potential.
Here �ij is the potential energy due to the i-j interaction,
� is a constant acceleration externally applied to every
particle, and �t� a thermostat factor [17]. A fifth order
Gear predictor-corrector method with a time step of 2 fs
is used to solve the equations of motion. Particles closer
to the wall than the minimum of the fluid-solid potential
are diffusely scattered in the osculating plane at the
pore wall, and their tangential as well as axial velocity
randomized, when while moving towards the wall the
radial component of the velocity is reversed.

For the EMD simulations, no external acceleration is
applied on the particles (i.e., � � 0) and a collective
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FIG. 1. Variation of transport coefficient with density. The
inset depicts the comparison of a purely no-slip viscous theory
with the NEMD results at 150 K. Open circles with cross hair
represent data obtained with acceleration of 0:07 nm=ps2, and
open circles with dots with acceleration of 0:1 nm=ps2. All
other data obtained with acceleration of 0:04 nm=ps2, or less.
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the fluctuating axial streaming velocity via a Green-Kubo
relation [5]

Dto � N lim
�!1

Z �

o
huz�0�uz�t�idt; (2)

where uz�t� �
P
dzi=dt. From a transport point of view, it

is this collective coefficient that is relevant, as opposed to
the more commonly studied self-diffusivity that applies
to tracer diffusion. For the NEMD simulations, a constant
axial acceleration �z in the range of 0:01–0:1 nm=ps2 is
applied to the particles, and a transport coefficient com-
puted from the measured flux as Dto � kBTj=�̂�m�,
where j is the axial number flux and �̂� is the methane
density in the pore. For the DCV-GCMD simulations, a
three zone method is used [5,9], with � � 0, but with the
two end zones maintained at different chemical poten-
tials. An effective Fickian transport coefficient is then
computed from the measured flux through Dt;eff �
�j‘=��, where ‘ is the length of the central gradient
zone and �� the applied density difference.

To our surprise, the different transport coefficient ob-
tained at various densities from the three MD techniques
were essentially identical. Figure 1 depicts the transport
coefficients from EMD and NEMD at the two tempera-
tures, showing essentially no difference. Clear evidence
of an asymptotic nonzero transport coefficient at low
densities is also seen, with only weak density dependence
in this region. The inset depicts the comparison of a
purely no-slip viscous theory, to be discussed below,
with the NEMD results at 150 K, showing good corre-
spondence at moderate and high densities, and failure at
low densities where the latter predicts a vanishing trans-
port coefficient. Despite the latter deviation, the general
trends are similar, in particular, a nearly constant trans-
port coefficient below a density of about 4 nm�3 (after an
initial increase from a value of zero for the theory). This
roughly corresponds to the monolayer region, based on a
molecular area of about 0:195 nm2 estimated from its
liquid density of 13:5 nm�3 at 150 K. The good agreement
at high density and similarity in trend does suggest the
role of viscous effects in the transport, though an addi-
tional mechanism is also signified by the quantitative
disagreement at low densities.

The above correspondence contradicts recent asser-
tions [5,14] that EMD measures only the diffusive com-
ponent and NEMD the viscous component of the
transport coefficient. Our results clearly indicate that
the EMD transport coefficient does include the viscous
part, despite the absence of imposed bulk flow. This
implies that the relaxation time of the viscous stresses is
smaller than the time scale of the fluctuations induced by
diffuse reflection at the wall, and the resulting fluctuating
streaming velocity profiles are at instantaneous equilib-
rium. As evidence of cross-sectional equilibrium, com-
parison of density distributions obtained from GCMC
simulation with those from EMD and NEMD simulation
showed all three to be essentially identical over the whole
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range of densities. The inset of Fig. 2 shows one such
correspondence, obtained for a pore density of
5:95 nm�3.

A large number of DCV-GCMC runs were also con-
ducted at 150 K, for various pair of density values in the
two end sections, and the effective Fickian transport
coefficient, Dt;eff , obtained. A similar coefficient is also
estimated from the EMD and NEMD values of Dto,
which correspond to a chemical potential gradient driv-
ing force, following

Dt;eff � �
j‘
��

�
1

��

Z �2

�1

Dto���
�
@ lnf
@ ln�

�
T
d�; (3)

which matches that from DCV-GCMD, as seen in Fig. 2,
over the wide range of densities covered. Here f is the
bulk fugacity of methane in equilibrium with adsorbed
density �, and the associated derivative is estimated from
isotherms obtained by GCMC simulation. Thus, it is clear
that neither NEMD nor DCV-GCMD probes any new
mechanism beyond that captured by EMD simulations.

While confirming that all three simulation methods
effectively measure the same transport coefficient for
diffusely reflecting walls, the results beg further analysis
to uncover the underlying mechanisms. Our theoretical
calculations indicated viscous flow to be dominant at
high densities, as depicted by the agreement of the theory
in the inset of Fig. 1. To obtain the theoretical curve, we
solved the Navier Stokes equation,

1

r
d
dr

�
r��r�

duz
dr

�
�
@P
@z

� ��r�
d�
dz

; (4)
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FIG. 3. Variation of friction factor with density at potential
minimum, obtained at temperatures of 150 and 177 K. The
inset depicts predicted and measured streaming velocity profile
at adsorbed density of 5:95 nm�3 and temperature of 150 K.

FIG. 2. Comparison of measured transport coefficients, ob-
tained using DCV-GCMD, with those predicted based on co-
efficients obtained using EMD (filled circles) and NEMD
(open circles). The inset shows that equilibrium density profiles
are attained in EMD and NEMD.
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assuming cross-sectional equilibrium with a no-slip
boundary condition, to obtain the transport coefficient,

Dto��̂�� �
2kBT

R2
s�̂�

Z ro

0

dr
r��r�

"Z r

0
r0��r0�dr0

#
2

: (5)

Here Rs represents the pore radius measured from the
center of the surface atoms, and �̂� � 2

RRs
0 r��r�dr=R2

s
is the mean pore density. The radial density profile ��r� is
obtained from simulations, while the local viscosity is
evaluated using the method of Chung et al. [18], at a
density locally averaged over a sphere of radius �f=2
[19]. The radius ro in Eq. (5) represents the position of
the minimum of the fluid-solid potential, which is essen-
tially the location of the reflection boundary.

While both theory and simulation yield agreement at
high densities, as seen in Fig. 1, the measured nonvanish-
ing transport coefficient at low densities does suggest a
significant degree of slip not considered in the theory. To
capture this, we consider the surface boundary condition,

k�ouo � ��
duz
dr

at r � ro; (6)

where �o is the local density at the potential minimum,
uo is the slip velocity, and k a friction coefficient. Solution
of Eqs. (4) and (6) yields the transport coefficient,

Dto��̂�� �
2kBT

R2
s�̂�
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k�oro

 Z ro

0
r��r�dr
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!
2
#
; (7)

in place of Eq. (5), which predicts an asymptotic non-
vanishing transport coefficient in the low-density region.
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The variation of the friction coefficient k with local
density �o at the surface of friction (the location of the
potential minimum) can be obtained by substituting the
values of Dto and density profile ��r� obtained from
NEMD simulation at density �̂� into Eq. (7). Figure 3
depicts the results, obtained using the NEMD trans-
port coefficients with an acceleration of 0:04 nm=ps2,
showing a relatively constant value of the friction coef-
ficient k of about 1:2–1:6 N � sec�mole�1 at 150 K and
1:3–1:7 N � sec�mole�1 at 177 K, for local density �o
below a critical value (about 85 nm�3 at 150 K, and
75 nm�3 at 177 K). Subsequently, it increases steeply to
very large values, approaching the no-slip condition at
high densities.

The constancy of the friction coefficient is a strong
indicator of the importance of slip flow at the pore wall in
nanopores. Further, calculations showed that the above
values of the friction constant are closely consistent
with momentum transfer arguments [7,20]. For this, we
consider the frictional force as arising from the momen-
tum loss on diffuse reflection at the wall leading to

k�ouo � muoZ; (8)

where Z �� �o �vv=4� is the collision frequency under con-
ditions of local equilibrium. Substitution of the kinetic
theory result �vv � �8kBT="m�

1=2 yields k �

mkBT=2"

p
,

providing the estimates k � 1:78 N � sec�mole�1 at 150 K
and 1:94 N � sec�mole�1 at 177 K, in remarkably good
agreement with the values obtained from the simulation
results. Further support is obtained from comparison of
the predicted streaming velocity profile from solution of
Eq. (4) with that obtained from NEMD simulation. The
inset of Fig. 3 depicts one such comparison, obtained for
an adsorbed density of 5:95 nm�3 at 150 K and imposed
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acceleration of 0:07 nm=ps2. Excellent agreement is seen
for radial position larger than about 0.85 nm, which is in
the multilayer region, where the adsorbed density is large
(cf. inset of Fig. 2). Some error is seen in the inner region,
0  r  0:85 nm, but is not of consequence since the
density here is much lower, and the contribution to the
pore flux is therefore negligible. The cause of the devia-
tion is most likely due to the inadequacy of a viscous
model in this low-density region where the mean-free
path is large, and is being further explored despite its
insignificance.

The abrupt increase of the wall friction coefficient to
very large values leading to the no-slip condition at a
critical density is clearly due to the well-known failure of
the kinetic theory at high density. Comparison of the
estimated mean-free path of about 0.22 nm at density of
10 nm�3 and 0.027 nm at density of 80 nm�3 with the
depth of penetration beyond the potential minimum of
about 0.05 nm (cf. inset of Fig. 2), indicates that inter-
actions between molecules in this region will be impor-
tant at sufficiently high density. Consequently, diffuse
wall reflection will dissipate the collective axial momen-
tum in this region, leading to the no-slip condition which
is clearly evident in Fig. 3.

It is now clear from the above results that a combination
of momentum transfer at the wall and viscous transport
in the fluid suffices to explain the transport behavior of
pure component fluids in nanopores. The mechanism of
Knudsen diffusion commonly assumed to occur in mes-
opores and micropores is not manifested because of the
well-known [21] localization of adsorbed molecules near
the pore wall at the position of the potential minimum. In
the past, such adsorptive localization has been regarded
[11,12,21] as giving rise to a surface flow phenomenon
that may be recognized as arising from the momentum
transfer mechanism demonstrated here. Further, while we
have performed calculations here for a mesopore of about
4 nm diameter, in smaller pores, although viscous mo-
mentum transfer will still operate, the effect of slip due to
momentum loss at the wall may be even more important
because of the stronger dispersive forces and greater
degree of localization at the pore wall (except for a
narrow range of pore size where the overlap of potential
can lead to a broad minimum). While this is the case for
real porous materials with adsorbing surfaces, in hard
sphere systems the localization is absent and Knudsen
flow may indeed occur.

A further attractive feature of our proposal is that it
contains the necessary ingredients to model the ‘‘acti-
vated diffusion’’ process attributed to micropores where
the contribution of viscous flow is very small [3,4,11].
Except for high densities if we approximate ��r� �
exp� ���r�=kBT�, where ��r� is the position-dependent
fluid-solid potential, it is readily seen that the first term on
the right-hand side of Eq. (7) will predict a diffusivity
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Do / ea�m=kBT , where a is positive constant smaller than
unity and �m � ��r0� (the minimum value). The effec-
tive activation energy ED � aj�mj is in line with that
empirically postulated and widely used in the literature in
interpreting adsorption kinetics in carbons and a variety
of other adsorbents [3,4,11]. However, besides such ad-
sorbents the same mechanisms will apply to membranes,
biological systems, and a variety of other systems involv-
ing transport in ultrafine pores.
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