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Summary

1.

 

Hypericum perforatum

 

, St John’s wort, is an invasive perennial herb that is especially
problematic on waste ground, roadsides, pastures and open woodland in south-eastern
Australia. We use detailed data from a long-term observational study to develop quan-
titative models of the factors affecting growth, survival and fecundity of 

 

H. perforatum

 

individuals.

 

2.

 

Multi-level or hierarchical mixed-effects statistical models are used to analyse how
environmental and intrinsic plant variables affect growth and reproduction within a
complex nested spatial and temporal context. These techniques are relatively underused
in ecology, despite the prevalence of multi-level and repeated-measures data generated
from ecological studies.

 

3.

 

We found that plant size (rosette or flowering stems) was strongly correlated with all
life stages studied (growth, probability of flowering, asexual reproduction, survival and
fruit production). Environmental variables such as herbivory, ground cover and rainfall
had significant effects on several life stages.

 

4.

 

Significant spatial variation at the quadrat level was found in the probability of flow-
ering, flowering stem growth and fruit production models; variation at all other spatial
levels in all models was non-significant. Yearly temporal variation was significant in all
models where multi-year data were available.

 

5.

 

Plants in shaded habitats were smaller but had higher survival probabilities than
plants in open habitats. They are therefore likely to have slightly different population
dynamics.

 

6.

 

Synthesis and applications.

 

 Analysis of these models for 

 

H. perforatum

 

 has provided
insights into which plant traits and environmental factors determine how populations
increase and persist in exotic ecosystems, enabling population management strategies
to be most effectively targeted. Spatially and temporally correlated data are often col-
lected in long-term ecological studies and multi-level models are a way in which we
can fully exploit the wealth of data available. Without these tools data are either under-
exploited or crucial assumptions of independence on which many statistics are based
are contravened.
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Introduction

 

Invasive plants share the ability to colonize new habi-
tats and increase in numbers to troublesome levels,
their deleterious effects on artificial and natural eco-
systems bringing them to our attention. We can say lit-
tle more, however, on general ecological correlates of
invasiveness in plants (Crawley 1986; Sakai 

 

et al

 

. 2001).
This has made the search for an invasive plant blue-
print for predictive purposes largely unsuccessful [but
see a profitable new approach by Kolar & Lodge (2001)
that changes the focus by breaking ‘invasion’ down into
several component processes]. Due to this lack of gen-
erality, understanding the autecology and population
dynamics of the species under investigation is often of
vital importance for successful control. By developing
a quantitative understanding of the factors affecting
growth, survival and fecundity, insights can be gained
into what factors determine how populations increase
and persist in exotic ecosystems. 

 

Hypericum perforatum

 

L. (Clusiaceae) is an invasive perennial herb that is
particularly problematic on waste ground, roadsides,
pastures and open woodland in south-eastern Australia
(Campbell, Briese & Delfosse 1995). Previous studies
have characterized the qualitative factors affecting
growth, survival and fecundity (Briese 1997b) but an
in-depth, quantitative analysis is needed to provide a
scientifically sound basis for management strategies
with the greatest potential for control of this weed.

Individual plant size is often reported as a key cor-
relate of plant fate (see references in Rees 

 

et al

 

. 1999).
Additionally, the impact of age and other state vari-
ables, e.g. flowering status in the previous year, and
external environmental inputs, such as rainfall and
ground cover (of conspecifics, bare ground and other
species), can also affect life-history processes. By mod-
elling the impacts of these factors on individual plant
development, we gain insights into how the population
behaves as an aggregate of individuals. Using the indi-
vidual as the unit of observation and analysis enables
us to take into account the often highly variable dis-
tributions of size within populations (Weiner 1985;
Hutchings 1997) and the differential responses of plants
of different sizes to their environment. Individual-
based data can pose problems for conventional general-
linear modelling, however, as repeated-measures on
the same individual and spatial and temporal autocor-
relation contravene assumptions of independence of
data points. For this reason we used multi-level mixed-
effects models to account for the correlated error
structures present in our data.

Multi-level or hierarchical mixed models have been
used in the fields of social science (Duncan, Jones &
Moon 1996), medicine (Beacon & Thompson 1996),
genetics (Holsinger 1999) and agriculture (Green,
Berriatua & Morgan 1998) but have only rarely appeared
in the ecological literature (for an example of the use of
single-level mixed-effects models see Rees 

 

et al

 

. 1999).
This is despite the prevalence of spatially hierarchical

and repeated-measures data, for which these tech-
niques are well suited, in ecological studies and the
implementation of multi-level mixed effects methods in
commercial and open-source statistical programs
(Pinheiro & Bates 2000).

In this study, we combined fixed effects with multiple
nested levels of random effects in general linear mixed-
effects models and single-level random effects in
generalized linear mixed-effects models, allowing the
analysis of repeated-measures and spatially nested data
without succumbing to the problems of non-independence
and pseudoreplication. The complex nested hierarchy
of  spatial effects and repeated-measures inherent in
a 7-year data set necessitated the use of these tech-
niques. The model structure allowed us to investigate
the relative importance of variation at different levels in
the hierarchy from individual plants through interme-
diate spatial levels of quadrats and groupings of quad-
rats up to variation between years and sites. Knowing
where stochasticity in the system lies enables us to
make better estimates of the fixed effects and ultimately
more informed predictions of how likely certain man-
agement strategies are to succeed. We used these statis-
tical models to investigate the effects of environmental
(e.g. rainfall, ground cover and herbivory), temporal
and intrinsic plant traits (e.g. flowering history) on
growth, survival, probability of flowering, fruit pro-
duction and vegetative reproduction.

In a companion study (Buckley, Briese & Rees 2003,
pp. 494–507 of this issue) we used these parameterized
functions to build an individual-based simulation model
to explore the effects of different management strategies
on invasion dynamics. By building a realistic model
that partitions stochasticity between different spatial
and temporal levels we can generate probabilistic pre-
dictions about which management strategies are likely
to succeed in the field.

 

 

 

Hypericum perforatum

 

, St John’s wort, is a serious weed
of pastoral and natural ecosystems in south-eastern
Australia. In the 1970s it was estimated to occupy
approximately 360 000 ha (Shepherd 1983) with more
than 80% of infestations occurring under native forests.

 

Hypericum perforatum

 

 was introduced from western
Europe in the mid-nineteenth century and it spread
quickly, becoming a serious weed in south-eastern Aus-
tralia by the early twentieth century (Harris & Gill 1997).
It grows in open forests or pastures in areas with rainfall
> 760 mm per year. 

 

Hypericum perforatum

 

 is also estab-
lished in North America, South America, New Zealand
and South Africa (Campbell, Briese & Delfosse 1995).
Recent interest in its medicinal properties has led to
demand for large quantities of the herb and it is culti-
vated as a crop in parts of Europe and North America.

 

Hypericum perforatum

 

 is a phenotypically and
genetically variable species with the variety in Australia
most commonly referred to as var. 

 

angustifolium

 

,
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although there is some evidence that at least two var-
ieties have been introduced into Australia (Campbell &
Delfosse 1984). 

 

Hypericum perforatum

 

 is a perennial
herb that grows to a height of 30–120 cm and repro-
duces vegetatively from crowns and lateral roots as well
as through seeds. However, in Europe seed reproduction
of 

 

H. perforatum

 

 is 97% apomictic (pseudogamous)
(Robson 1968).

 

 

 

Briese (1997b) reviewed the known ecology of 

 

H. per-
foratum

 

 in Australia, the key features of which are sum-
marized here. 

 

Hypericum perforatum

 

 can resist damage
to above-ground parts by drought, fire (Briese 1996)
and herbicides (Campbell, Dellow & Gilmour 1979)
through resource storage in the tough, extensive root
system. Large, persistent seed banks are maintained for
what is estimated to be 30 years (Harris & Gill 1997),
and vegetative reproduction can be of great import-
ance in maintaining infestations. 

 

Hypericum perfora-
tum

 

 infestations have been divided into two main types,
labelled by Clark (1953) as type A and type B. Type A
infestations occur on deep, fertile soil, as can be found
in good pastureland (individual crowns are large).
Type B infestations occur on poorer, shallow, stony
soils, where spread is largely through vegetative repro-
duction (individual crowns are small). 

 

Hypericum
perforatum

 

 exhibits genetic variation with respect to
morphological variation (Campbell 

 

et al

 

. 1997) and
herbivore resistance (Mayo & Roush 1997).

Details of the insects known to attack 

 

H. perforatum

 

in its exotic range are given in Campbell, Briese &
Delfosse (1995). They fall into two groups: those that
are polyphagous native or accidentally introduced species,
and a group of introduced, host-specific biocontrol
agents. Since the 1930s, 12 biocontrol agents have been
released in Australia, although only the beetle 

 

Chrys-
olina quadrigemina

 

 (Suffr.) is considered to have had
any significant impacts on the weed. 

 

Chrysolina quad-
rigemina

 

 sporadically reduces the extent of infestations
in years where defoliation by the beetle is high, but it
cannot reduce populations of 

 

H. perforatum

 

 to acceptable

levels by itself  (Briese 1985). It is also of  limited use
in natural ecosystems because it is intolerant of shade
such as that found under native 

 

Eucalyptus

 

 woodland.
Currently under observation are a species of mite 

 

Acu-
lus hyperici

 

 (Liro) and the root borer 

 

Agrilus hyperici

 

(Creutzer). Populations of the mite have established
widely and cause some reduction in plant biomass,
while the root borer has failed to establish in adequate
numbers in Australia (Briese 1997a). 

 

Hypericum per-
foratum

 

 is poisonous to livestock, causing photosens-
itization, loss of  condition and ultimately death if
animals continue to feed on it (Bourke 1997). Careful
grazing management, however, is often successfully
used to control the weed (Campbell, Briese & Delfosse
1995) and goats are considered to be more tolerant of

 

H. perforatum

 

 grazing than other stock (R. Arnott,
personal communication).

 

Methods

 



 

The data used in the statistical analysis were collected
from four sites over 6–7 years in south-eastern Aus-
tralia. Full details of the design and data collection can
be found in Briese (1997b) and are summarized here.
Four sites were selected, three of these sites contained
infestations in open pasture and native 

 

Eucalyptus

 

woodland areas (Queanbeyan and Adaminaby in New
South Wales and Beechworth in Victoria) and one had
only infestations in open pasture areas (Pierce’s Creek
in ACT). Site details are given in Table 1.

At each site and treatment (wooded vs. open) two
blocks 20 

 

×

 

 20 m were marked out and within each
block five permanent 0·5 

 

×

 

 0·5-m quadrats were cho-
sen. Three sets of data were collected from each block
from 1981 to 1987. (i) History of individually tagged
crowns. Five mature 

 

H. perforatum

 

 crowns were
marked and data were collected four times a year on
plant size, condition and phenology; the fates of 350
plants in total were followed. Due to the high degree of
vegetative suckering in this species we do not know
whether these individually tagged plants were in fact

Table 1. Details of sites from which H. perforatum data were collected
 

Site Latitude and longitude
Altitude 
(m.a.s.l.) Habitat

Average rainfall 
per year (mm)

Adaminaby 148°42′E 36°02′S 1090 Native grassland in clearing next to 
Eucalyptus spp. forest, lightly grazed 
by kangaroos Macropus giganteus

550

Beechworth 146°40′E 36°19′S 310 Open improved pasture next to 
Eucalyptus spp. forest (grazed by 
sheep Ovis aries and cattle Bos taurus)

920

Pierce’s Creek 148°56′E 35°20′S 720 Open improved pasture in clearing 
surrounded by exotic pine plantations 
(lightly grazed by horses Equus caballus)

650

Queanbeyan 149°13′E 35°26′-S 750 Improved pastures in open eucalyptus 
woodland (grazed by sheep O. aries 
and cattle B. taurus)

630
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separate individuals. (ii) Population changes in perma-
nent quadrats. Four times a year total 

 

H. perforatum

 

density (divided into different size classes) and percent-
age cover of the weed and other classes of vegetation
were determined. (iii) Destructive plots. Once a year all

 

H. perforatum

 

 crowns were removed from five ran-
domly selected quadrats per block with data taken on
root size and origin (seedling or sucker) of the plant.

In addition, fieldwork was undertaken in 1999 at
three sites to determine a suckering rate for mature
plants. At each of the three sites 

 

H. perforatum

 

 plants
were chosen at random and their root systems were
excavated by hand in order to locate all attached suck-
ers. The ‘parent’ plant and all suckers were measured
and aged using the number of old flowering stems
present. Good quality data on individual plants for all
non-seed life-history stages were therefore available.
Although seed germination experiments were also car-
ried out, germination rates in the field were too low to
enable formal analysis. In agreement with a previous
study (Clark & Clark 1952), there was some indication
that disturbance was important for germination suc-
cess (Y. M. Buckley, unpublished data).

The year was split into two seasons; season 1 runs
from April to September (austral autumn/winter), when
rosette growth and feeding by 

 

C. quadrigemina

 

 larvae
occurs; season 2 runs from October to March (austral
spring/summer), when erect stem (flowering and non-
flowering) and fruit production occurs. There is minimal

 

C. quadrigemina

 

 feeding in the early part of this season
but intense feeding by adults can occur in November
and December Thus the ‘

 

H. perforatum

 

 year’ runs from
April to March the following year, and the year codes
used in the analysis are based on this definition.

As data were collected at monthly or 3-monthly peri-
ods within the season, it was necessary to summarize
values of the data for analysis. Maximum seasonal val-
ues were taken for fruit production, vegetative stem
length and flowering stem length. Percentage damage
was assessed by eye throughout the season as the per-
centage defoliation due to herbivores or other loss of
tissue (e.g. through drought or frost damage); these val-
ues were averaged over the season. Counts of 

 

C. quad-
rigemina

 

 were summed over the season, expressed per
centimetre stem length and log-transformed. This was
to allow for potentially damaging short-term build-ups
of insects, which would not be obvious from an average
value or from simply using presence/absence data. A
natural log-transformation was used on all plant size
and fruit production parameters, with 1 added to each
value to include zero measures where necessary. As not
all plants were aged at the time of data collection, the
effects of age were determined from only two sites.

 

 

 

The individual plant data set was used to construct a
series of statistical models describing how vegetative
growth, probability of flowering, growth of flowering

stems, fruit production, sucker production and sur-
vival change with extrinsic and intrinsic explanatory
variables. Extrinsic variables included whether the
quadrat was in the shade or open (treatment), summed
monthly rainfall, percentage bare ground, percentage
grass cover, number of other 

 

H. perforatum

 

 plants pre-
sent in the quadrat, year of observation, size-corrected

 

C. quadrigemina

 

 count and a plant damage score (percent-
age damage arcsine transformed). Intrinsic variables
included whether or not the plant flowered in the pre-
vious season, and the sizes of vegetative and flowering
stems in the current or previous season.

All of the explanatory variables above were put into
the model as fixed effects. Fixed effects are those
explanatory variables associated with an entire popu-
lation or with certain repeatable experimental treat-
ments; we therefore estimated from the data a mean for
each level of the fixed effects. Random effects are asso-
ciated with individual experimental units drawn at
random from a population (Pinheiro & Bates 2000) and
govern the variance–covariance structure of the response
variable. For a random effect a mean and standard
deviation (SD) are predicted for each factor, i.e. the
observed group means are assumed to be drawn from a
normal distribution defined by this mean and standard
deviation. Mixed-effects models enable us to model
correlations that often exist within grouped data, such
as those found in ecological studies where data are
grouped by individual (repeated-measures on the same
individual over time), quadrat and various other levels
of, often nested, spatial groupings. We designate the
groups as random effects and can therefore model the
covariance structure introduced by the grouping of
the data. Treating variables as random effects also has the
advantage that it uses up fewer degrees of  freedom
than treating variables as fixed effects with multiple levels.
For example, if  quadrat is treated as a random effect,
individual quadrat intercepts are treated as random
deviations (defined by the standard deviation for a nor-
mal distribution) from a mean population value.

Individual plants were repeatedly measured over
several years in this study and there was also a hierar-
chical spatial structure to the observations; these fea-
tures contravene assumptions of independence of a
general linear model. Assuming independence when it
is not true will inflate the error degrees of freedom and
can lead to spurious significance (type I error). It was
therefore necessary to use mixed-effects models in
order to take account of the correlated measurements.
Where the random effects proved to be non-significant
generalized linear models (GLM) were used, just incor-
porating the fixed effects. The statistics program R
1·3·1 (copyright 2001, The R Development Core Team)
was used for all analyses.

 

 - 

 

(

 



 

)

 

 

 

With LME the observational units are assumed to be
collected into clusters over which the random effects
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(intercepts in all models presented here) vary. In addi-
tion, several random effects can be nested within each
other. The spatial variables were nested in the order
(from largest scale to smallest): site/treatment/block/
quadrat/plant. Treatment was also tested in the models
as a fixed effect. Temporal autocorrelation is often a
feature of time-series data and can occur at different
scales from repeated-measures on the same plant over
time, to year or season affects on all plants in the pop-
ulation. As a plant effect was not significant in any of
the models, independent errors at this scale were
assumed.

The minimal adequate model was arrived at by dele-
tion of the explanatory variables one at a time from the
full model. The depleted model was then compared
with the full model using an 

 

F

 

-test of the likelihood
ratios for the linear mixed-effects models. Restricted
maximum likelihood was used to compare nested
models in which only the random effects differed, but
maximum likelihood was used when comparing nested
models where the fixed effects differed (Pinheiro &
Bates 2000). Restricted maximum likelihood was used
to calculate the estimates of coefficients for the minimal
adequate model. Due to the complexity of the model
structure and the relatively large number of potential
explanatory variables, all possible combinations of
interactions and polynomials could not be fitted. After
initial model simplification, significant main effects
were identified and subsequent graphical exploration
of the data suggested likely interactions and polynomi-
als to be fitted and tested. Where non-nested models
were compared, Akaike’s information criterion (AIC)
was used to choose the best model. AIC is calculated
for each model as:

 

−

 

2(log-likelihood) + 2 

 

×

 

 

 

p

 

where 

 

p

 

 is the number of parameters estimated in the
model. AIC therefore represents some measure of
the explanatory power of a model discounted by the
number of parameters that have gone into its construc-
tion; a lower value indicates the ‘better’ model.

 

Growth of vegetative stems

 

In the full model, the natural log of size

 

t

 

+1

 

 (in centime-
tres of  stem length) was designated as the response
variable in a linear mixed-effects model, with the full
range of nested spatial random effects and a selection
of fixed effects fit as explanatory variables. The random
effects were deleted one at a time, and as none proved
significant (

 

P

 

 > 0·1 in all cases) the model was recon-
structed using the fixed effects only as a general linear
model.

 

Growth of flowering stem

 

The natural log of the size of the flowering stem in year

 

t

 

 + 1 (in centimetres of stem length) was designated as

the response variable and only plants that flowered
were included in the linear mixed-effects model. Both
random and fixed effects were tested by single term
deletion with subsequent model comparison.

 

Fruit production

 

As the number of fruit produced was a count, we con-
sidered using Poisson errors in the analysis. However,
this would have left us unable to use linear mixed-
effects models with multiple nested random effects. We
therefore linearized the data by log-transforming the
number of fruit and, as all plants that flowered also
produced fruit, there were no zero counts in the
response. Finally, inspection of plots of the residuals
and fitted values gave no reason to suspect that normal
errors were inappropriate. Both random and fixed
effects were tested by single term deletion with subse-
quent model comparison.

 

   

 

(

 



 

)

 

 


 

For binary variables (such as flowering and survival)
we used GLMM, which allows a logistic-normal mix-
ture model incorporating fixed effects and one random
effect (Lindsey 1999). Repeated-measures can be dealt
with if  plant number is declared as the random effect
and consequently a within-plant error term is gener-
ated. GLMM, however, only allows for one level of
nesting of random effects, and therefore all spatial var-
iables could only be tested in isolation from each other.
Significance tests were based on the change in deviance,
which was compared to the 

 

χ

 

2

 

 distribution for the
GLMM model.

 

Probability of flowering

 

The binary response variable was the production, or
not, of a flowering stem at time 

 

t

 

. We initially tested the
random effects in a generalized linear multi-level
mixed-effects model using penalized quasi-likelihood
(code supplied by B. Ripley) and found that the only
spatial level likely to influence survival was the quadrat.
We subsequently tested the significance of quadrat
using GLMM in the ‘repeated’ library for R 1·3·1
(Lindsey 1999). Using GLMM, only one level of ran-
dom effects is permissible. Due to the low numbers of
plants alive and flowering in years 6 and 7, the data for
these years were combined. As the minimal adequate
model arrived at using these variables did not include
the previous season’s parameters, we reformulated the
data set to include data collected in 1981. These data
had been left out of the first analysis as no measure-
ments were made in 1980 and consequently no values
existed for the previous year’s variables. This second
data set was analysed in the same way but without the
previous year’s variables, and the model presented is
based on this second data set.
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Probability of survival

 

We designated the response variable as the probability
of survival of plant 

 

i

 

 in year 

 

y

 

 to year 

 

y +

 

 1. As in the
probability of flowering model, we tested random
effects singly because the GLMM code does not allow
for multiple levels of  nested random effects. In order
to deal with non-independence of within-plant data
points (survival of a plant from year to year could be
correlated), time until death of each individual is more
conventionally used in survival analysis as the response
variable (McCallum 2000). However, statistical meth-
ods incorporating random effects with survival ana-
lysis of  this form are not currently implemented in
R 1·3·1. We therefore dealt with the potential non-
independence of within-plant errors by testing the sig-
nificance of including a plant random effect, and found
it to be non-significant. Therefore, successive observa-
tions on the same plant over time were treated as inde-
pendent of each other. As a further test of whether the
inclusion of random effects was necessary, we com-
pared the mixed-effects models with a GLM incorpo-
rating just the fixed effects, and found that all models
including random effects had higher AIC values than
an equivalent GLM with no random effects. As a con-
sequence the GLM was preferred as the simpler model.

  ( ) 

Sucker production

The number of suckers produced by a mature plant was
the response variable in a GLM with a log-link and
Poisson errors. These data were collected separately
from the individual plant data used for the other func-
tions; there was little spatial structure inherent in the
data and data were collected for one year only. A GLM
with site as a fixed effect was therefore used; site was
treated as a fixed effect here as it was the only source of
spatial autocorrelation and there were enough degrees
of freedom to test it as a factor with four levels. The
occurrence of overdispersion (scale parameter approx-
imately 1·5) meant that we used the more conservative
F-ratio tests instead of χ2 tests during the model sim-
plification process (Crawley 1993). The minimal ade-
quate model was then fit using the ‘quasi’ family; the
log-link was retained but the variance was specified as
a function of the mean. As a negative binomial model
would not converge in R 1·3·1, we used the quasi-Poisson
model to estimate k for the negative binomial function
using the relationships:

eqn 1

eqn 2

(Crawley 1993), where λ is the scale parameter esti-
mated using the quasi-Poisson model, k is the shape
parameter in the negative binomial function and X is

the fitted value from the quasi-Poisson model. This
allowed the probability distribution of suckers to be
specified in the simulation model described in Buckley
et al. (2003).

Damage

Observations on damage were undertaken as a further
measure of the impact of C. quadrigemina on plant fate.
Individual plant damage scores in season 1 (collected
as percentage damage) were arcsine transformed and
first modelled using a general linear mixed-effects
model. When compared with an equivalent GLM,
however, the GLM was preferred because of its lower
AIC score.

 

We attempted to fit models with grass and bare ground
cover, and summed C. quadrigemina observations as
the response, but these models had very little explana-
tory power and are therefore not considered here.

  

In all cases, plots of fitted and observed values and
residuals were examined for deviations from the
assumptions (Pinheiro & Bates 2000). The assump-
tions of mixed-effects models can be divided into two
groups, those referring to the within-group error and
those referring to the random effects. As there was no
evidence of correlation of observations within groups
in any of the models examined here, we assumed that
within group errors were normally distributed, centred
at zero, and had constant variance. These assumptions
were tested by looking at the distribution of within-
group residuals (the estimated best unbiased linear pre-
dictors; BLUP), fitted values and observed values by
grouping level, as described by Pinheiro & Bates
(2000). These were satisfactory for all LME models.
Diagnostic plots of this nature for binary response var-
iables are not informative. A plot of fitted values
against observed values for each model is given in
Fig. 1. The second group of assumptions is that the
random effects are normally distributed and that the
random effects covariance matrix is as specified (e.g.
constant). Normality plots of the random effects
(BLUP) and scatter plots of the random effects were
used to test these assumptions (Pinheiro & Bates 2000).
These were acceptable for all models examined.

Results

All life-history stages were positively affected by size of
either the vegetative stems and/or the flowering stems,
making size the most general determinant of  life-
history transitions in this species. To illustrate this, a plot
comparing data with the model of probability of flow-
ering against vegetative stem size is presented in Fig. 2;

s2   = λX

s
k

2
2

    = +λX
X
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Fig. 1. These graphs show the fitted values from each model on the x-axis and the observed response variable on the y-axis along
with a line showing the expected 1 : 1 relationship. For the binary response variables, proportion data and counts of suckers, mean
values of small groups of data points are used. P (fl ) = probability of flowering.

Fig. 2. Probability of  flowering is plotted against ln(vegetative stem length) for each year of  observation (years 6 and 7
were excluded from the analysis as there were too few data points). The lines represent the best fit model as parameterized from
Table 3. Each year has a different intercept and slope; for all years except year 4, the model appears to be a good descriptor of the
data.
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bigger plants are more likely to flower but this also
depends on year. The goodness-of-fit of models to the
data can be seen from Fig. 1, where fitted values are
plotted against observed values for each model. All of
the models showed a symmetrical 1 : 1 relationship
between the fitted and observed values.

The best-fit models for vegetative stem length, prob-
ability of flowering, flowering stem length, fruit pro-
duction, sucker production and survival are given in
Tables 2–7, with estimated parameters, standard errors
(where estimated), P, F, likelihood ratio (LR) or devi-
ance values and degrees of freedom. AIC is also

Table 2. The symbols are those used for specifying the individual-based model in Buckley et al. (2003). Vegetative growth general
linear model, deviance explained = 54%, AIC = 1846. ln(total vegetative stem length), Sy+1, is the response variable. F-tests
were carried out for all variables removed from the model one at a time, main effects included in a significant interaction were not
tested
 

 

Variable Symbol Test Parameter SE

Year (y + 1) ai,s F5,674 = 23·24, P < 0·0001 1·1010 0·2736
–0·2846 0·4280

0·3972 0·4501
–0·2115 0·4344
–0·9221 0·4238

0·3283 0·4354
ln(vegetative stem length), Sy cs F1,670 = 345·8, P < 0·0001 0·4886 0·0263
C. quadrigemina herbivory, H ds F1,670 = 31·55, P < 0·0001 −1·8840 0·3354
Rain (season 1), R1 fs Not tested, interaction significant 0·00996 0·0002
Rain2 (season 1), R1

2 gs Not tested, interaction significant −0·00000754 0·00000214
% bare (season 2), B2,q hs F1,670 = 11·6, P = 0·0007 −0·00601 0·00177
Treatment (shade) bshade,s F1,670 = 14·86, P = 0·0001 −0·2997 0·0777
Damage (season 1), D1 js Not tested, interaction significant −0·9674 0·5362
Damage × rain, D1R1 ls F1,670 = 6·97, P = 0·009 0·0117 0·0044
Damage × rain2, D1R1

2  ms F1,670 = 11·04, P = 0·0009 −0·0000278 0·0000084
Individual error, SD es 0·8493 Not established

Table 3. Probability of flowering generalized linear mixed-effects model, flowering (binary, 0 or 1) in year y + 1, Pfly+1, is the
response variable, AIC = 735. The model containing the quadrat random effect was preferred to a GLM without quadrat as a
random effect as it had a lower AIC value (735 vs. 770). The change in deviance on removal of the variable from the model is tested
against the χ2 distribution
 

 

Variable Symbol Test Parameter SE

Year (y + 1) ai,Pfl Not tested, interaction significant −7·3817 1·3369
−6·8993 0·9226
−5·7602 0·9410
−3·0306 0·8203
−5·2683 1·3610

Year × ln(vegetative stem length), Sy+1 ci,Pfl Deviance = −26·71, P = 0·00002 2·0087 0·3488
1·1819 0·4005
1·6411 0·4163
0·4014 0·3891
0·9687 0·4791

Quadrat error, SD Eq,Pfl See AIC comparison above 1·0374 0·1194

Table 4. Flowering stem length general linear mixed-effects model. ln(flowering stem length) in year y + 1, Fly+1, is the response
variable, AIC = 506. Likelihood ratio tests (LR) were used to assess significance, see Fig. 2 for a plot of observed and fitted values
 

 

Variable Symbol Test Parameter SE

Year (y + 1) ai,F LR4,10 = 23·7, P = 0·0001 2·8385 0·3397
3·6004 0·2401
3·4747 0·3003
3·0581 0·2847
3·1249 0·2760

ln(vegetative stem length), Sy+1 ci,F LR1,10 = 74·44, P < 0·0001 0·3837 0·0407
% grass (season 2), G2,q dF LR1,10 = 24·74, P < 0·0001 −0·0174 0·0035
% bare (season 2), B2,q fF LR1,10 = 14·31, P = 0·0002 −0·0102 0·0027
Quadrat error, SD Eq,F LR1,14 = 9·72, P = 0·002 0·3239 Not established
Individual error, SD eF 0·5991 Not established
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reported for all models. These results are summarized
in Fig. 3, which shows a schematic diagram of the life
cycle of H. perforatum along with the significant vari-
ables (positive and negative) that affect each life-
history stage.

Quadrat-to-quadrat variation was identified as the
most important source of spatial variation in the prob-
ability of flowering, flowering stem growth and fruit
production models (Fig. 3) but all spatial random
effects were non-significant in the vegetative stem
growth and survival models. The interaction of age and
size was significant in the probability of survival model,
which means that, for a given size, the probability of

survival is lower for older plants, as evidenced by the
decrease in the age intercept and the age × size slope
with increasing age (Table 6). Year effects were signifi-
cant for all models where multi-year data were available
(sucker production had only one year of data), indicat-
ing the presence of unknown additional factors corre-
lated with year of observation affecting life-history
processes in this species (Fig. 3).

The damage score assigned to each plant was prima-
rily an indication of C. quadrigemina damage. Both the
direct C. quadrigemina herbivory score and damage
were significant in the vegetative growth model
(Table 2) but did not affect any of the other life-history

Table 5. Fruit production general linear mixed-effects model. ln(number of fruit) in year y + 1, Fry+1, is the response variable,
AIC = 601. Likelihood ratio (LR) tests were used to assess significance
 

 

Variable Symbol Test Parameter SE

Year (y + 1) ai,Fr LR5,11 = 107·09, P < 0·0001 −2·4547 0·2953
–3·5380 0·2683
–3·0345 0·4171
–3·8649 0·3076
–2·3278 0·2874
–2·6555 0·3846

ln(flowering stem length), Fly+1 dFr LR1,11 = 352·7, P < 0·0001 1·2836 0·0483
Treatment (shade) bshade,Fr LR1,11 = 13·56, P = 0·0002 −0·6288 0·1651
Rain (season 2), R2 fFr LR1,11 = 20·8, P < 0·0001 0·0027 0·0006
Quadrat error, SD Eq,Fr LR3,14 = 28·45, P < 0·0001 0·5024 Not established
Individual error, SD eFr 0·5408 Not established

Table 6. Survival, GLM with binomial errors and logit link function. Survival (binary 0 or 1), Psy+1, is the response variable.
AIC = 216, % deviance explained = 0·45. Significance was assessed on the change in deviance compared to the χ2 distribution
 

 

Variable Symbol Test Parameter SE

Year (y + 1) ai,Ps Dev5,245 = −30·855, P = 0·00001 −10·2681 4·6736
−13·1395 5·2627
−13·4904 5·2591
−14·4379 5·2799
−12·4153 5·3324
−23·3289 19·1684

Treatment (shade) bshade,Ps Dev1,240 = 352·7, P < 0·0001 1·7915 0·4983
ln(vegetative stem size), Sy Not tested, interaction significant See age 1 See age 1
Age cage,Ps Not tested, interaction significant 8·2061 5·4304

9·5009 5·3579
7·6516 5·4725
7·9766 7·7131

Ln(vegetative stem size), Sy × age dage,Ps Dev4,243 = −12·38, P = 0·015 5·2304 2·1701
1·4532 2·2109
0·9592 2·1841
1·3655 2·2006
0·6121 2·3860

Table 7. Sucker production, GLM, parameter estimates are given from a model with variance as a function of the mean and log-
link function (quasi family), % deviance explained = 0·19. F-tests were done on changes in deviance as a result of deletions from
the model with Poisson errors and a log-link function
 

 

Variable Symbol Test Parameter SE

Intercept aSu F1,88 = 28·4, P < 0·00001 −4·4496 1·2192
ln(vegetative stem size), Sy+1 cSu F1,88 = 12·4, P = 0·0004 0·2199 0·0813
ln(maximum flowering stem size), Fly+1 dSu F1,88 = 27·5, P < 0·00001 1·0341 0·2884
Dispersion parameter β Not tested 1·5633 Not established
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processes directly. Therefore, the main impact of the
biocontrol agent is through reductions in vegetative
size, and also indirectly as size affects all other life-
history stages. In the vegetative size model there was an
interaction between damage and rainfall, indicating
that the level of damage received by a plant modifies the
growth response to rainfall (Table 2). Damage to a
plant decreases the plant’s growth response to rainfall;
e.g. at 100% damage (equivalent to total defoliation but

not death) rainfall levels > 500 mm in season 1 can
actually reduce subsequent plant growth (Fig. 4).
Damage itself  was modelled as a complex combination
of mostly fixed effects, quadrat- and block-level varia-
bles (percentage cover of grass and bare ground are
quadrat level variables and shade is a block level vari-
able) and a negative correlation with plant size
(Table 8). The negative correlation of damage with
plant size was to be expected as herbivory (the primary

Fig. 3. The life-history of H. perforatum (adapted from Briese 1997b) with each life-history stage labelled with the positive,
negative and random effect (R.E.) variables identified from the best-fit statistical models, y − 1 refers to the previous year’s values
and (1) and (2) refer to seasons 1 and 2, respectively. Veg., vegetative; Fl., flowering; P, probability.

Fig. 4. Effect of damage and rainfall on vegetative growth. This figure illustrates how differing levels of percentage damage,
represented by the separate labelled lines, modify the plant’s growth response to rainfall (lines are parameterized from the
vegetative growth function with parameter values for rain, rain2, damage, damage × rain and damage × rain2 taken from Table 2,
with damage back-transformed to a percentage value for ease of interpretation). The y-axis shows the damage and rainfall
components of the linear predictor of vegetative size. High levels of damage do not adversely affect the plant response to low
rainfall but damaged plants suffer a steep fall off  in contribution to growth at moderate to high rainfall values.
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determinant of the damage score) destroys vegetative
stems.

Shade had significant negative effects in the vegeta-
tive growth and fruit production functions but shade
had a significant positive impact on survival (Fig. 3),
therefore plants in shaded sites grow more slowly and
produce fewer fruit but live longer. Percentage bare
ground cover had a negative impact on both vegetative
and flowering stem growth, while percentage grass
cover also had a negative impact on flowering stem
growth (see Fig. 3 for these relationships).

Discussion

Our study is unusual in that this relatively complex set
of models has been fully parameterized, using data col-
lected over the entire adult life span of 350 plants over
5–6 years and involving models that explicitly test the
spatial and temporal context of these observations.
The terms in each of the models are easily interpreted in
the context of the known ecology of the plant but have
the advantage of providing explicit quantitative esti-
mates of impact on plant growth and fates that can be
used in simulation models. These statistical models are
used in an individual-based simulation model (Buckley
et al. 2003) to make predictions about the invasion
dynamics and the effects of management strategies on
populations of H. perforatum.

Quadrat-to-quadrat variation was identified as the
most important source of spatial variation in the prob-
ability of flowering, flowering stem growth and fruit pro-

duction. All spatial random effects were non-significant
in the vegetative stem growth and survival models.
The over-riding importance of quadrat-to-quadrat
variation, as opposed to variation at higher spatial
scales, in these models indicates that local neighbour-
hood interactions and variation at a small spatial scale
have the greatest impact on fecundity through the seed
pathway. Plants within a quadrat are more similar to
each other than plants between quadrats in this
respect. This could be due to the fact that there is a high
degree of vegetative suckering maintaining popula-
tions, and plants within a quadrat are likely to be
connected to each other via a shared root system.
Therefore, the observed ‘individuals’ are merely ramets
of the same genetic individual and possibly even share
the same root system. In this system we cannot easily
determine in the field whether two apparently separate
crowns are connected beneath the soil surface, which
underlines the importance of using linear mixed-effects
models in order to determine at what level data points
can be treated as independent. From the results pre-
sented here we can say that plants separated by about 1
m will behave independently of each other. This will aid
the future design of experiments looking at individual
plant responses in this species.

There is little indication from these results that
Clark’s (1953) classification of  populations into type
A and type B infestations has any relevance for the
populations studied here. At the outset of  the study,
the population at Pierce’s Creek and Beechworth could
have been classified as type A and the populations at

Table 8. Plant damage score (arcsine transformed) was the response variable in a GLM, % Deviance explained = 0·5, AIC = 637.
Significance was assessed using F-tests of the change in deviance on deletion of the variable from the full model
 

 

Variable Symbol Test Parameter SE

Year (y) ai,D Not tested, interaction significant 0·2725 0·1449
0·0481 0·1279
1·039 0·114
0·4874 0·1752

−1·036 0·2988
ln(vegetative stem size), Sy+1 dD Not tested, interaction significant −0·0542 0·01371
Year × shade bshade,i,D F4,664 = 6·13, P = 0·00008 0·8882 0·1386

0·9177 0·1021
0·6548 0·1047
0·6471 0·1165
1·3127 0·1295

Year × %grass (season 1), G1,q fD F4,664 = 11·67, P < 0·00001 0·00252 0·00233
0·00551 0·0027

–0·00244 0·00249
0·01414 0·00374
0·02623 0·00547

Year × %bare (season 1), B1,q gD F4,664 = 13·1, P < 0·00001 0·00861 0·00154
0·00593 0·00212

–0·00513 0·00215
0·00663 0·00255
0·01337 0·00337

Shade × %bare, B1,q jshade,D F1,661 = 89·9, P < 0·00001 −0·015 0·00158
Shade × %grass, G1,q hshade,D F1,661 = 39·8, P < 0·00001 −0·01223 0·00194
%Grass × %bare, G1,qB1,q kDa F1,661 = 22·68, P < 0·00001 −0·000159 0·00003
Individual error, SD eD Not tested 0·1432 Not established
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Queanbeyan and Adaminaby would have been classi-
fied as type B. From these few comparisons, where site
effects were non-significant, we can suggest that site-
to-site differences are not as important for individual
plant life histories as the differences between plants in
shaded and open sites and plants in different quadrats
within a site.

Bare ground and grass cover both had negative
impacts on flowering stem growth, and bare ground
also negatively impacted on vegetative stem growth.
Bare ground is either indicative of very resource-poor
habitat (excessive amounts of stone, for example) or
disturbance, either of which might limit the ability of
plants to increase in size. The negative impact of grass
cover may be indicative of a competitive interaction
between H. perforatum and grass species. This suppres-
sion of H. perforatum by grasses has been documented
previously (Willis, Groves & Ash 1998) and forms the
basis of the successful management strategy of pasture
improvement for eliminating the weed (Moore &
Cashmore 1942, where grasses were sown in addition to
subterranean clover).

Water stress has been found to suppress growth of
H. perforatum in greenhouse experiments (Willis, Ash &
Groves 1996). Our results support and expand on this
observation. We found that rainfall in season 1 (April–
September) increased both vegetative stem growth and
fruit production. However, the quadratic effect of rain-
fall (Table 2 and Fig. 4) means that the contribution of
rainfall to growth slows down at the highest levels. In
addition there was an interaction between the plant
damage score and rainfall on vegetative growth (Fig. 4),
which leads us to conclude that the level of  damage
a plant is subjected to modifies its response to rainfall.
At high levels of  damage and moderate to high levels
of rainfall, the total net contribution of damage and
rainfall to vegetative growth is zero or negative.

We do well to heed the words of Volker Grimm
(1999) that ‘statistics cannot supplant understanding’.
We can, however, use these models as a basis for further
refinement and research. Not only do they provide use-
ful knowledge about important determinants of life-
history processes, but the modelling procedure and
results highlight and quantify gaps in our knowledge of
the ecology of H. perforatum. More information is
required for both vegetative and seedling recruitment
into the population. The priorities for further research
are as follows.
1. Survival and growth of sucker and seed recruits. It is
very likely that sucker and seed recruits will have dif-
ferent survival and growth functions due to the persistent
connection between parent and sucker. Only the growth
of mature individuals was examined in this study.
2. In-depth study of the factors affecting sucker pro-
duction, especially the influence of competition and
plant size. A negative binomial model of sucker pro-
duction did not converge. We therefore used a quasi-
Poisson model in order to calculate parameter
estimates for a negative binomial model. The use of

quasi-Poisson models introduces a strict relationship
between the mean and variance, an assumption that
may not be supported by the underlying process (of
which we have scant knowledge). Further study of the
factors affecting sucker production might enable us to
model the process better.
3. Impacts of control strategies on individual plant
responses, especially regeneration from fire and bio-
control impacts.

We also used these statistical models as the basis for
constructing an individual-based model of popula-
tions of H. perforatum, which enables us to test control
strategies directly on the virtual populations obtained
(Buckley et al. 2003).

The importance of small-scale (quadrat) spatial var-
iation underlying survival and reproduction functions
in this species highlights the danger of treating plants
as independent units when making predictions about
plant growth, survival and fecundity. These models
form the basis for making predictions on how the pop-
ulation will respond to environmental conditions and
control. The use of stochastic models including both
temporal and spatial elements allows probabilistic
predictions to be made. If  our aim is to work with weed
managers to control problem populations, it is neces-
sary to present models with a realistic assessment of the
probability of observing the predicted results.

Acknowledgements

We thank Kim Pullen and Paul Jupp, who helped to
collect these data, and Brian Ripley for code and advice
on GLMM-PQL. This work was supported by a
NERC studentship to Y.M. Buckley; we also acknowl-
edge the support of the CRC for Weed Management
Systems and the Leverhulme Trust.

References

Beacon, H.J. & Thompson, S.G. (1996) Multi-level models for
repeated measurement data: application to quality of life
data in clinical trials. Statistics in Medicine, 15, 2717–2732.

Bourke, C.A. (1997) Effects of Hypericum perforatum L. (St
John’s wort) on animal health and production. Plant Pro-
tection Quarterly, 12, 91–92.

Briese, D.T. (1985) A survey to evaluate the long-term rela-
tionship between Chrysolina quadrigemina and its host
weed, St John’s wort, in south-eastern Australia. VIth Inter-
national Symposium on the Biological Control of Weeds (ed.
E. S. Delfosse), pp. 691–708. Agriculture Canada, Vancou-
ver, Canada.

Briese, D.T. (1996) Biological control of weeds and fire man-
agement in protected natural areas: are they compatible
strategies? Biological Conservation, 77, 135–141.

Briese, D.T. (1997a) Biological control of St John’s wort in
Australia: past, present and future. Plant Protection Quar-
terly, 12, 73–80.

Briese, D.T. (1997b) Population dynamics of St John’s wort in
south-eastern Australia. Plant Protection Quarterly, 12, 59–63.

Buckley, Y.M., Briese, D.T. & Rees, M. (2003) Demography
and management of the invasive plant species Hypericum
perforatum. II. Construction and use of an individual-
based model to predict population dynamics and the effects



493
Models of 
growth, survival 
and fecundity

© 2003 British 
Ecological Society, 
Journal of Applied 
Ecology, 40,
481–493

of management strategies. Journal of Applied Ecology, 40,
494–507.

Campbell, M.H. & Delfosse, E.S. (1984) The biology of Aus-
tralian weeds. XIII. Hypericum perforatum L. Journal of the
Australian Institute of Agricultural Science, 50, 63–73.

Campbell, M.H., Briese, D.T. & Delfosse, E.S. (1995) Hyper-
icum perforatum L. The Biology of Australian Weeds (eds
R.H. Groves, R.C.H. Shepherd & R. G. Richardson),
Vol. 1, pp. 149–168. R.G. & F.J. Richardson, Melbourne,
Australia.

Campbell, M.H., Dellow, J.J. & Gilmour, A.R. (1979) Effect
of time of application of herbicides on the long-term con-
trol of St John’s wort (Hypericum perforatum var. angusti-
folium). Australian Journal of Experimental Agricultural
and Animal Husbandry, 19, 746–748.

Campbell, M.H., May, C.E., Southwell, I.A., Tomlinson, J.D.
& Michael, P.W. (1997) Variation in Hypericum perforatum
L. (St John’s wort) in New South Wales. Plant Protection
Quarterly, 12, 64–66.

Clark, L.R. & Clark, N. (1952) A study of the effect of Chry-
somela hyperici Forst. on St John’s wort in the Mannus
Valley, NSW. Australian Journal of Agricultural Research,
3, 29–59.

Clark, N. (1953) The biology of Hypericum perforatum L. var.
angustifolium DC (St John’s wort) in the Ovens Valley,
Victoria, with particular reference to entomological control.
Australian Journal of Botany, 1, 95–120.

Crawley, M.J. (1986) The population biology of invaders.
Philosophical Transactions of the Royal Society of London
B, 314, 711–731.

Crawley, M.J. (1993) GLIM for Ecologists. Blackwell Science,
Oxford, UK.

Duncan, C., Jones, K. & Moon, G. (1996) Health-related
behaviour in context: a multilevel modelling approach.
Social Science and Medicine, 42, 817–830.

Green, L.E., Berriatua, E. & Morgan, K.L. (1998) A multi-
level model of data with repeated measures of the effect of
lamb diarrhoea on weight. Preventative Veterinary Medi-
cine, 36, 85–94.

Grimm, V. (1999) Ten years of individual-based modelling in
ecology: what have we learned and what could we learn in
the future? Ecological Modelling, 115, 129–148.

Harris, J.A. & Gill, A.M. (1997) History of the introduction
and spread of St John’s wort (Hypericum perforatum L.) in
Australia. Plant Protection Quarterly, 12, 52–56.

Holsinger, K.E. (1999) Analysis of genetic diversity in geo-
graphically structured populations: a Bayesian perspective.
Hereditas, 130, 245–255.

Hutchings, M.J. (1997) The structure of plant populations.
Plant Ecology (ed. M.J. Crawley), pp. 475–531. Blackwell
Science Ltd, Oxford.

Kolar, C.S. & Lodge, D.M. (2001) Progress in invasion bio-
logy: predicting invaders. Trends in Ecology and Evolution,
16, 199–204.

Lindsey, J.K. (1999) Models for Repeated Measurements, 2
edn. Oxford University Press, Oxford.

McCallum, H. (2000) Population Parameters: Estimation for
Ecological Models. Blackwell Science, Oxford, UK.

Mayo, G.M. & Roush, R.T. (1997) Genetic variability of
Hypericum perforatum L. (Clusiaceae) and the detection of
resistance to the biological control agent Aculus hyperici Liro
(Eriophyidae). Plant Protection Quarterly, 12, 70–72.

Moore, R.M. & Cashmore, A.B. (1942) The Control of St
John’s Wort (Hypericum perforatum var. angustifolium D.C.)
by Competing Pasture Plants. Report No. 151. Council
for Scientific and Industrial Research, Melbourne,
Australia.

Pinheiro, J.C. & Bates, D.M. (2000) Mixed-Effects Models in
S and S-Plus. Springer, New York, NY.

Rees, M., Sheppard, A., Briese, D. & Mangel, M. (1999) Evo-
lution of size-dependent flowering in Onopordum illyricum:
a quantitative assessment of the role of stochastic selection
pressures. American Naturalist, 154, 628–651.

Robson, N.K.B. (1968) Guttiferales. 109. Guttifereae (Clu-
siaceae). Flora Europaea, Volume 2, Rosaceae to Umbellif-
erae (ed. T.G. Tutin), pp. 261–269. Cambridge University
Press, Cambridge, UK.

Sakai, A.K., Allendorf, F.W., Holt, J.S., Lodge, D.M., Molof-
sky, J., With, K.A., Baughman, S., Cabin, R.J., Cohen, J.E.,
Ellstrand, N.C., McCauley, D.E., O’Neil, P., Parker, I.M.,
Thompson, J.N. & Weller, S.G. (2001) The population
biology of invasive species. Annual Review of Ecology and
Systematics, 32, 305–332.

Shepherd, R.C.H. (1983) Distribution and abundance of St
John’s wort, Hypericum perforatum L. and its introduced
biological control agents in Victoria. Australian Weeds, 2,
144–155.

The R Development Core Team (2002) The R Environment
for Statistical Computing and Graphics. Reference Index,
Version 1·3·1. The R Development Core Team, http://
www.r-project.org.

Weiner, J. (1985) Size hierarchies in experimental populations
of annual plants. Ecology, 66, 743–752.

Willis, A.J., Ash, J.E. & Groves, R.H. (1996) Combined effects
of two arthropod herbivores and water stress on growth of
Hypericum species. Oecologia, 96, 517–525.

Willis, A.J., Groves, R.H. & Ash, J.E. (1998) Interactions
between plant competition and herbivory on the growth of
Hypericum species: a comparison of glasshouse and field
results. Australian Journal of Botany, 46, 707–721.

Received 29 April 2002; final copy received 15 January 2003

http://

