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Abstract 
 

Since their introduction more than a decade ago, support vector machines (SVMs) have shown good 
performance in a number of application areas, including text classification, pattern recognition and 
bioinformatics. However, the success of SVMs comes at a cost – there is no way to utilise prior 
knowledge. SVMs are purely inductive learning machines. In this paper, a novel approach for rule-
initialisation for support vector machines is presented. The application domain is medical diagnosis. 
 
The approach presented here uses domain knowledge in the form of propositional rules to create a virtual 
data set to bias an SVM. The virtual data set is combined with real data for SVM learning. Knowledge-
initialisation results in better classification accuracy and enhanced rule quality compared with purely in-
ductive learning. 
 
1. Introduction 
 
The approach here is not unlike rule-refinement by use of neural networks [2,4]. The rule-refinement 
process starts with an initial knowledge base in the form of symbolic rules. The goal is to use learn-
ing technology to produce a "better" (i.e. a "refined") set of symbolic rules, which can then be ap-
plied in the original problem domain: 
 
          

            
 

 
Figure 1: Rule Refinement using KBANN 
 
In the context of support vector machine, rule-initialisation or similar approaches have been consid-
ered in the fields of image processing, text classification and natural language processing [1,3]. 
These studies selected or tailored appropriate kernel functions which leads to enhanced classifica-
tion/prediction accuracy. 
 
However, by design, SVMs are inductive learning machines. SVMs realise learning-from-scratch 
and therefore, any modification that allows the direct insertion of knowledge violates design princi-
ples. It is much more natural to encode prior knowledge in data and to use this data for SVM train-
ing. 
 
In first experiments with the UCI “Diabetes” data set, we have used the following approach: 
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•  Translate rules that represent available domain knowledge to virtual data which is used in addition to 
empirical data for SVM learning. 
•  Additional input data is used to explore the generalisation behaviour of the SVM. The SVM output is 
recorded.  
•  The resulting data set is used to train various machine learning techniques that produce propositional 
rules. 
•  The quality of the extracted rules is assessed in terms of fidelity, accuracy, comprehensibility, and 
consistency. 
 
Results demonstrate that the extracted rules are correct and valid from a medical point of view. In 
addition, knowledge-initialisation improves the accuracy of SVM learning. 
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