A Case for Investigating the Ethics of Artificial Life

Inari Thiel

School of ITEE, University of Queensland
Phone: +61-7-33651652
inari@itee.ug.edu.au

Neil Bergmann

School of ITEE, University of Queensland
Phone: +61-7-33651182
n.bergmann@itee.uq.edu.au

William Grey

Department of Philosophy, University of Queensland
Phone: +61-7-33652620
w.grey@mailbox.ug.edu.au

A major stream of Artificial Life (ALife) researchims to build synthetic life
forms, operating in virtual worlds, implementedcasnputer programs. A clear
long-term target for this research is the evolutidrdigital life-forms with a
complexity of structure and behaviour analogousitdogical life-forms, po-
tentially exhibiting intelligence and self-awaresiesThe creation of intelligent,
self-aware digital life-forms has clear ethical Iiogtions, but there is no cur-
rent research into how these ethical issues mighaduressed. This paper ar-
gues that such ethical research is needed. Fomtiney it describes our future
research plans to build a solid philosophical fatimh for the consideration of
these ethical issues.
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1 Introduction and Motivation

The potential for humans to create artificial if@ms is a theme that emerges repeat-
edly in Western mythology, from the Greek god Hegstas’ “golden handmaids” [1]
to the sixteenth-century Prague legend of the GgBm Mary Shelley’s nineteenth-
century allegory of Frankenstein , and Karel Capealdrly twentieth century play in
which he coined the term “robots” [3], continue alelelop this fascination, provid-
ing both warning and encouragement.

1.1 Synthetic and Real

Recent developments in complex computing systemgating powerful mathemati-

cal modelling techniques, and increasing understgnaf the ways in which natural

biological systems develop and operate, have caditim make the creative ambition
more achievable, though possibly more problemaiizen its instantiation in cyber-

reality rather than in tangible form.

While ALife research has its roots in the modelwfgreal world environments,
many researchers have now moved beyond this pingtyumental approach and set
themselves the goal of creating fully functionalride populated with independently
evolving digital creatures, which their creators efther manipulate directly or leave
to develop undirected. For example, Steve Grasald Iprogrammer of Creatures
software, writes:

By combining simple cybernetic building blocks ... wen make something that is

not only alive in the technical sense but alsoeaiivthe richer, more rounded sense

too. These creatures are not very smart, but dieelyave individual little person-
alities. They live out their lives and behave iayw that I, as their creator, didn’t
program them to and sometimes didn’t even expétt.
Although Creatures is designed as a game, anditsntinities remain confined to
cyberspace, Grand’s current interest is in brindayperlife” into real world applica-
tions — the ancient fables may be approaching atifirst century realisation.

1.2 Prudential Foresight

The prospect of creating completely synthetic ligeht life-forms raises ethical is-
sues in itself, but the possibility of interactibetween the cyber-realm and the exter-
nal physical world raises additional normative andceptual questions.

As has happened in other areas of innovation (sschenetic engineering), rapid
technological progress has outstripped the etihésdurces which are required for ra-
tional deliberation about the new range of techgiclally-generated choices. In the
field of artificial life, we may have opportunity tconsider these issues before the
more ambitious goals of the project have been aeHiebut the timeframe is uncer-
tain, and it would be prudent to begin the proa#sational deliberation now.



Some practitioners in the Artificial IntelligencAl] and ALife fields have raised
guestions about whether the goals of these progeahbt to be pursued at all [5, 6];
and some philosophers have discussed the morak sbatnaturally occurring non-
sentient life forms, in the context of environmérmtnics [7-9]. However, while the
extension of moral discourse to a wider domain thas been commonly allowed is a
continuing theme in environmental philosophy [1Bgre has been little philosophical
discussion of whether either synthetic intelleatsligital biota should be admitted to
the moral community, or what the implications otlsladmission might be (but see
[11]).

In their paper, “Open problems in artificial lifeMark Bedau et al. have presented
a range of questions they describe as “a clearfaiiiful challenge” designed to
stimulate the ALife research community [12]. Tiwaf challenge in the third set of
issues— grouped under the question “How is life relatedniod, machines, and cul-
ture?” — is “establish ethical principles for aiél life”.

Here, Bedau et al. identify four areas of ethicaiaern, three of which- “(a) the
sanctity of the biosphere, (b) the sanctity of harife, [and] (d) the risks of exploita-
tion of artificial life” — relate to the potential effects of ALife on thengobeyond
its cyber-reality. It is the other area, “(c) tiesponsible treatment of newly generated
life forms”, that we take up here, with a view farifying some of the ethical issues
that are relevant.

2. ALife: Current Research and Trajectories of Devedpment

While some writers [6, 13] have named John von Nmumas the progenitor of
AlLife, Mark Bedau et al. [12] credit Christopher Langtoithwcoining the phrase
“Artificial Life”. Langton has characterised Artdfial Life as
... a field of study devoted to understanding lifedtempting to abstract the
fundamental dynamical principles underlying biokadi phenomena, and
recreating these dynamics in other physical medigaueh as computers —
making them accessible to new kinds of experimentaipulation and test-
ing. [14]

The published Proceedings of successive Artifitié& and ECAL conferences
have shown a range of ALife research areas, inatuthie origins of life, evolutionary
dynamics, learning, and some of the philosophigslés relating to functionalism and
emergence. Many of the researchers have seenvibdiras contributing to an un-
derstanding of how life may have actually arised daveloped.

However, in the work cited above, Langton quicklgwes from his characterisa-
tion of ALife as modeling and simulation of “lifesave-know-it” to a Promethean vi-
sion of broader possibilities:

... Artificial Life is not only about studying existy life, but also about the
possibility of synthesizing new life, within comgu$ or other “artificial”
media. The life that is realized in these alteueamedia will force us to
broaden our understanding of the proper domainiabgy to include self-
organizing, evolving, and even “living” machinesgardless of the specific
physical stuff of which they are constituted, orettier or not they are based



on the same chemical and physical principles asfththat has evolved here
on Earth. [15]
This development, hailed by some as potentially rtbgt significant advance in
evolution [6], opens up a range of empirical andgsphical problems not previ-
ously considered.

2.1 Philosophy and ALife

In the mid to late twentieth century, digital cortipg in general, and Al research in
particular, attracted the interest of analytic pidphers working in the areas of Epis-
temology and Philosophy of Mind, providing an ardora extending already long-
running discussions of such issues as intentignalibnsciousness, and the “mind-
body problem”. [15, 16]

The AlLife field has revitalised debates about tkérdtion of “life” or “living or-
ganism”, and the distinction between “simulationtédrealisation” of complex struc-
tures [17], while providing a tool for empiricalbgsting the evolutionary effective-
ness of certain theories [18].

The question of how to discern the emergence dflifedrom a simulation of it is
one of the most contested in this field. ALifeeaschers like Langton tend to adopt
an optimistic tone, confident that a sufficientlycarate transcription of the formal
principles of biological organisation into a syrttbelomain will generate truly living
organisms, even if they are not embodied in forarsently recognised in our experi-
ence. He writes, for example:

The life that is realized in these alternative raedill force us to broaden
our understanding of the proper domain of biology ihclude self-
organizing, evolving, and even “living” machineegardless of the specific
physical stuff of which they are constituted, orettier or not they are based
on the same chemical and physical principles afiféhthat has evolved here
on Earth. [14]

Others are more sceptical. Theoretical biologi$aus Emmeche, while acknowl-
edging that non-carbon based life forms are comtddy strongly denies that any
computer simulation could cross over into the donwdiactual life [19]. His princi-
pal objection is that life requires some materiakib, whereas ALife consists of
merely formal processes. Another is that all Alsfmulations rely on computational
models of biological systems, models that are biotited and fallible, being con-
structed on the basis of human interpretationsesthdyy theories about the nature of
biological life. There are echoes here of Josemizéhbaum’s critique of Al re-
searchers’ enthusiasm, over a generation ago [20].

3. Ethics and Ethical Theories

Ethics is the branch of philosophy concerned wih ¢valuation of conduct and the
criteria for moral assessment of actions as peibhs®r impermissible; right or
wrong. Within this field, the question of what mak&mething an appropriate object



of moral concern, that is, the criteria for morahsiderability, and the requirements
for moral agency, also arise.

Theories of normative ethics, which provide framekgofor ethical decision-
making and moral evaluation, fall into three brgamdups: deontological, consequen-
tialist, and virtue ethics.

3.1 Deontological Ethics

Deontological ethics posit a framework of rule-gmea principles which prescribe
certain duties which moral agents ought to perfemmd rights which must be re-
spected, irrespective of the consequences. Thise tiypically include the duty to
keep promises that are freely made, and the rigtedtrict access to one’s own body.
These duties and rights prescribe action irrespecii the advantage gained or disad-
vatage suffered by the agent or by those affecyettidaction.

3.2 Consequentialist Ethics

Consequentialist (also called 'utilitarian’ orétdbgical’) ethics, in contrast, evaluates
actions morally by reference to the outcomes thegyce. A best action is the one
which produces the greatest surplus of positive oegative outcomes. If breaking a
promise yields a positive outcome on balance, thahis what an agent should do.
[22]

3.3 Virtue Ethics

Virtue ethics is a theory in which the focus is rither the action nor the outcome
but on the character of the agent. A virtuous agepne disposed to perform good
actions; a vicious agent, bad ones; therefore,onighit to develop one’s character by
cultivating virtuous habits (such as courage arflcemtrol) and avoiding vicious
habits [23, 24].

4. Ethical Issues in ALife

While these differing ethical approaches notoripugkld different evaluations in
particular cases, all agree that there should traraework of action-guiding consid-
erations which inform the decisions and choicemofal agents. But who (or what)
are moral agents? What are the requirements foslragency? And to what sorts of
entities are moral considerations owed?

We believe it is necessary to examine a numbergoificant questions raised by
ALife developments, in light of each of these edhitheories. Some of the problems
are common to all moral theories, though there b&gelevant points of difference as
indicated below.



4.1 Counting the Costs

As noted in section 1.2 above, there are those wdwdd also raise the question of
whether ALife research should be pursued at alf; @m anonymous reviewer of this
paper suggested that there is a pressing needrte sonsideration of how to weigh
the costs and benefits of such research.

Mark Bedau [12, 25] has rightly noted that there taro aspects to this set of ques-
tions. One is grounded in concern for the potéefiects of ALife on human wellbe-
ing, and even the continued existence of the spduieno sapiens. Do we have a
moral obligation to refrain from pursuing lines reSearch that have the potential to
produce our evolutionary successors and which mag to our species’ extinction?
Bedau further refines this concern in a later pd@gr We have not taken up that
branch of enquiry here, though it is touched opwlsere [26].

The other reflects a concern for the wellbeing lué digital biota themselves.
Ought we refrain from bringing into being entitiempable of suffering, in worlds in
which we can reasonably expect that some sufferifigpefall them? How might we
determine the threshold at which the costs outwtighbenefits for such creatures in
such worlds? This second set of issues is cominge acknowledgement that ALife
creatures are appropriate for granting the statasooal considerability.

4.2 The Question of Moral Status

A foundational issue which any ethical theory matiress is the criterion (or crite-
ria) for inclusion in the moral community as anaeitijof moral concern. For exam-
ple, we commonly set increasingly stringent comstsaon the treatment of the mice
used in drug testing, but show no concern for ted-laeing of the bacteria used in
microbiology experiments. (Our inclusion of micethe research community con-
trasts with their treatment as agricultural pesksarly their membership of the agri-
cultural production community is more precariotfowever the social consistency of
moral judgements is not part of our present congern

Clearly, this question has been answered differenttifferent times and cultures,
and it may be useful to consider briefly a selectd these responses and the reasons
that inform them.

Some communities have drawn a moral distinctionveeh themselves and those
of different tribes, kinship groups, or ethnicities, for example, some eighteenth and
nineteenth century caucasians bought and sold btlrean beings, constraining their
freedom of movement and even their reproductivergs, treating them like agricul-
tural livestock [27]. Here, the principal critemidor assessment of moral status has
been perceived similarity of form and appearande/éen those being evaluated and
those doing the evaluating. The perception of ghaysdifference seems to have
generated presumptions about potential for ratiynahd moral character, which also
contributed to the assignment of different (usukdiyer) moral status.

Some cultures have provided for the exclusion ofmbmers who breach significant
norms, branding them as “outlaws”, beyond the mpratection of the culture’s laws.
There are occasional resurgences of the same ieputsur own culture, when peo-
ple call for more stringent conditions in prisoaspecially for those convicted of par-



ticularly heinous offences. This illustrates thegflity of moral status— even those
clearly within the moral community can be evictdte operative criterion here cen-
tring on fidelity to some form of social contract.

Throughout the history of Western thought, therse baen a range of attitudes to
the proper moral status of nhon-human animals, fileenmedieval practice of putting
them on trial in courts of law (suggesting thatytiaere accountable for their actions)
to the early nineteenth-century treatment of arénaal little more than biological ma-
chines (a view challenged by dissenters such amnjeBentham) and the late twenti-
eth-century “animal liberation” movement which edllinto question the exploitation
of non-human species over a wide area.

Bentham recognised that to draw the bounds of tbealhtommunity precisely
around the human community was to make an appgrariiltrary choice: even such
attributes as a capacity for reason or conversatrennot universal among humans,
and may not be completely absent from the highenmals. He proposed a criterion
for inclusion in the following terms: “[T]he quést is not, Can they reason? nor,
Can they talk? but, Can they suffer?” Note tlnég famous criterion of sentience
does not require self-conscious intelligence, thotige development of digital crea-
tures with such capacities is a long-term goalovha ALife researchers. One might
reasonably object to the gratuitous physical totnoéa canetoad, for example, with-
out supposing that the toad has any self-awaréndke sense of understanding itself
as a self.

More recently, some philosophers have argued tbabnly sentient beings, but
also naturally occurring ecosystems might be inetbdamong the objects of moral
concern, on the grounds that they have interestsctéin be furthered or harmed by
the choices that [human] moral agents make [7]is Tlaim is currently rather more
controversial than that for the inclusion of anisal8, 28, 29]

4.2.1 Genesis and Worth

In most of the cases considered above, there @ramon restriction of morally sig-
nificant entities to naturally occurring living tigs, or networks in the case of ecosys-
tems. Among the questions one might ask in thigecd are: Why is natural origin
morally significant? What distinguishes living fnonon-living entities in morally
significant ways?

Philosophers have, in general, been much morengitib argue for the moral sig-
nificance of wombats, butterflies, or forests thiarchampion the interests of chess-
playing computers, industrial robots or power stadi While wombats may share an
apparent kinship which elicits sympathy (cf.[30{)s difficult to claim the same for
the forest, or even a butterfly, so we would neebddse a difference in moral stand-
ing on other grounds.

Andrew Brennan [29] argues for the moral standifhimanimate natural objects on
the ground of “their lack of intrinsic function”, feature they have in common with
plants and animals, but which is not shared by huaréefacts, which Brennan sees
as having a function by virtue of their origin apldcement in human symbolic sys-
tems. However, Brennan briefly considers one ahiStaw Lem’s artificial world
scenarios, and concedes that some artefacts majogeim ways that place them in
the same realm of moral considerability as natiivialys.



The appeal of Lem’s cyber-persons is grounded jpdtly in their representation
as perfect simulations of human beings, with ald@ktendant human qualities, includ-
ing capacities for physical and psychological surfiigz. As a character in one of these
stories says, “...when the imitator is perfect, scstrhe the imitation, and the sem-
blance becomes the truth, the pretense a real[81]. So we are invited to put aside
the question of origins and consider the mattemftbe cyber point of view, as it
were, a point of view which is in morally relevagpects indistinguishable from our
own.

Though some may see this as a clever authorigltgteif-hand, the issue may arise
in the development of sophisticated simulationdighg systems as experimental
subjects in lieu of conducting potentially damagexperiments on “real” systems.
At some point, when the virtual subject respondscisely as a real subject would,
Lem’s challenge may well confront us.

While many of the arguments for the ethical treattod non-human animals have
been structured around their physical well-being],[3he question of ethical treat-
ment for "digital biota" raises a new range of eswhich must be evaluated on dif-
ferent grounds, such as their capacity for “psyogigial” or “mental” suffering. This
is not an entirely novel idea, resonating as itsdegh medieval theologians’ consid-
eration of the suffering of non-physical beingsil(@angels) by virtue of the “sadden-
ing” of their wills [33].

4.3 “Did | request thee, Maker, from my Clay to moud me Man...?”

If, as Langton and others have indicated, a godlLdfe research is the development
of a virtual realm of autonomous entities, andigfital biota or “animats” are granted
membership of the moral community, there may beigs for evaluating the ethical
standard not only of researchers’ interactions i realms they have created but
even of the care they have taken in initially sgttip those realms. The literature of
western culture, from the biblical story of JobMiton’'s Paradise Lost and Mary
Shelley’'s Frankenstein, has repeatedly raised sbeei of the responsibility of life-
creators for the lives they create. In each o$éhstories, a creature challenges the
creator who has placed it in a position of unnesmgssuffering [34]. Conversely,
Christian theology has developed a range of théslio an attempt to deflect these
and similar challenges.

A common element of both the challenges and regsoissa recognition that one
who presumes to embark on the creation of worldh@rsentient beings that inhabit
them has a moral obligation to avoid or at leastimise the suffering attendant on
such creations. In the case of world-creatorsjittcmal arguments flow around
whether there is a responsibility to create theldgmhabited by sentient beings in
such a way that those beings are given the oppgtytt;mavoid meaningless or un-
necessary suffering; and responses tend to firndigasion in some sort of optimisa-
tion thesis: it is impossible to have a richly qdex world, permitting the benefits of
individual autonomy, in which there isn't also aast the potential for attendant evils.
“You have to take the bad with the good,” as iteveAtrtificial life research provides
scope for testing some of these arguments empyrical



While these concerns overlap with ethical issuesiathe creation and modifica-
tion of new life forms through genetic manipulatitgee [35, 36]) they also pose
novel ethical questions which need to be address&ithough raising such issues
may now seem speculative in the extreme, theyrakeéping with the directions al-
ready established by current developments and goalse field of ALife research.
As Bedau et al. write:

Artificial life’s ethical issues somewhat resemif®se concerning animal
experimentation, genetic engineering, and artificigelligence. The exten-
sive literature on the ethical issues raised irs¢hthree fields may provide
some guidance for exploring the ethical issuegtifical life. On the other

hand, creating novel forms of life and interactingh them in novel ways
will place us in increasingly uncharted ethicatder. [12]

4.4 Implications for ALife Researchers

There are two importantly distinct categories dfiel issues which arise in con-
nection with ALife. First there are ethical isswelsich arise in connection with any
category of research: what are the impacts whiaih sasearch will have (or may
have) on the community? Examples of these issteshase (reasonably) familiar
guestions raised in relation to the use of expatesns; e.g., who should bear respon-
sibility for harms caused by the use of such sysenHowever as Bedau et al. sug-
gest, there are further questions that arise whergap between the creator’s inten-
tion and the creation’s behaviour widens, and tleated entity, albeit a synthetic
artefact, acquires in very real sense a "life ®foitvn". At this point we need to ad-
dress the ethical status of ALife entities whick ér may be, or may become) in
Kant's terms, "ends in themselves" and therefopen&thing whose existence has in
itself an absolute value".

If it can be shown that there are good reasonsafdng the well-being or interests
of ALife creations seriously, then some forms ofiféLresearch may need to be re-
viewed by the ethics committees of the institutiamsvhich they are conducted, as
now happens routinely with projects using humaramimal subjects. In addition,
there may be new issues that arise as we chaentieeging terrain in this area. For
example, a current precept in animal researchegldcement”; that is, an injunction
to use, where possible, non-animal models in peefgg to animals in biological ex-
periments. However what if the models themselvesewo cross a threshold of com-
plexity and become morally considerable, albeitlsgtic, entities?

It may be, however, that investigation will showatlthere are not yet any compel-
ling reasons to admit ALife creations into the neadf moral subjects in their own
right, in which case, ethicists may appropriatalp@at a “watching brief’ in conjunc-
tion with ALife researchers, periodically reviewipgogress in the field to evaluate
whether there have been any salient developments.



5. Summary and Conclusions

A clear long-term goal of ALife research is the elepment of highly complex, in-
telligent artificial life forms. Equally clearlyhere are many ethical questions that
arise and should be addressed before such ALifesfdrecome a reality. Many of
these potential ethical questions have already pesed in popular science fiction. It
is perhaps surprising that there has been vety Bttlid academic research into the
ethical issues involved in ALife research. Ethicatearch must be distinguished
from the ruminations of popular science fictionters by seeking to build an ethical
framework based on solid philosophical foundations.

Ethical research in ALife should combine the skilfscomputer science and phi-
losophy by building a team with experts from botbomputer Science expertise can
be used to predict the likely capabilities andatdiof digital biota, and to understand
the limits and possibilities of the artificial wdd that such biota will inhabit. Phi-
losophy and Applied Ethics expertise can be useduitd a solid philosophical
framework from which to view these actions, captéd, limits and possibilities in
terms of ethical considerations.

However the significance of this research is net jestricted to this pragmatic re-
quirement. As is the case for much artificiak liesearch, results obtained from re-
search in artificial worlds often reflect back tiveynew insights and understandings
about the nature of real life. Research into thiéopophy of artificial life is no dif-
ferent. We expect that the deliberation aboutcattimplications of ALife will reflect
back as new insights about ethical implications wariety of current real-life situa-
tions. Indeed, we expect that this research witbw up many more research ques-
tions which span the disciplines of philosophy andplex systems, and we hope to
use this project as the springboard for a subsedweader program of research in
this area.

5.1 Our Roadmap for Research

The above outline of the history and current godlsLife research, together with a
review of philosophers’ current engagement with fledd, shows clearly that there is
both scope and a need for further research. Quref@ims in this area are:
* To sketch an appropriate set of ethical guidelifioescurrent and future ALife
research.
« To develop proposals for the threshold of moralsterability for artificial life.
« To explore the need for a possible set of ethioaktraints which might circum-
scribe permissible developments in ALife research
» To further understanding of philosophical aspettldfe.
e To promote cross-disciplinary discussion betweenlithand Philosophy com-
munities.
An initial survey of the field of ALife research éra critical review of relevant
philosophical literature are currently being undken in order to catalogue more
fully the potential ethical issues that arise iis drea.



The next stage of our research will consist of aamanation of philosophical
frameworks relating to the threshold conditions tlee classification of an entity as
“living”, and further conditions for the inclusiaof living entities within the commu-
nity of moral concern. This investigation will &las its context current and plausible
future developments in artificial life.

Another research direction will be to examine engsiguidelines for research eth-
ics review committees in the biological and behakab sciences and catalogue the
normative ethical theories and effective decisicaking strategies embedded in
them. In light of these findings, consideratiom t& given to their applicability in re-
lation to ALife research.

Finally, results of the investigations in all prews stages will be drawn together to
develop a position on the scope of the respontsitiiat ALife researchers may have
towards their creations, and to propose guidelioethe ethical conduct of further re-
search in this field.

This paper represents a snapshot of work in pregnegerms of the exploration of
the ethical issues involved in ALife research. rttain contribution is to argue the
case for why such research needs to be undertakeonjunction with technical re-
search in ALife. As such it provides more questidhan answers, but it does de-
scribe at least one pathway for seeking to exgloese ethical issues.
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