
A Unified Gas-kinetic Scheme for Continuum and

Rarefied Flows IV: full Boltzmann and Model Equations

Chang Liua, Kun Xua,∗, Quanhua Sunb, Qingdong Caic

aDepartment of Mathematics and Department of Mechanical and Aerospace Engineering,
Hong Kong University of Science and Technology, Clear Water Bay, Kowloon, Hong

Kong
bState Key Laboratory of High-temperature Gas Dynamics, Institute of Mechanics,
Chinese Academy of Sciences, No. 15 Beisihuan Xi Rd, Beijing 100190, China

cDepartment of Mechanics and Aerospace Engineering, College of Engineering, Peking
University, Beijing 100871, China

Abstract

Fluid dynamic equations are valid in their respective modeling scales,
such as the particle mean free path scale of the Boltzmann equation and the
hydrodynamic scale of the Navier-Stokes (NS) equations. With a variation of
the modeling scales, theoretically there should have a continuous spectrum
of fluid dynamic equations. Even though the Boltzmann equation is claimed
to be valid in all scales, many Boltzmann solvers, including direct simulation
Monte Carlo method, require the cell resolution to the particle mean free
path scale. Therefore, they are still single scale methods. In order to study
multiscale flow evolution efficiently, the dynamics in the computational fluid
has to be changed with the scales. A direct modeling of flow physics with
a changeable scale may become an appropriate approach. The unified gas-
kinetic scheme (UGKS) is a direct modeling method in the mesh size scale,
and its underlying flow physics depends on the resolution of the cell size rel-
ative to the particle mean free path. The cell size of UGKS is not limited
by the particle mean free path. With the variation of the ratio between the
numerical cell size and local particle mean free path, the UGKS recovers the
flow dynamics from the particle transport and collision in the kinetic scale
to the wave propagation in the hydrodynamic scale. The previous UGKS is
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mostly constructed from the evolution solution of kinetic model equations.
Even though the UGKS is very accurate and effective in the low transition
and continuum flow regimes with the time step being much larger than the
particle mean free time, it is still necessary to develop more accurate flow
solver in the rarefied regime, where the time step is comparable with the
local particle mean free time. In such a scale, there is dynamic difference
from the full Boltzmann collision term and the model equations. This work
is about the further development of the UGKS with the implementation of
the full Boltzmann collision term in the region where it is needed. The cen-
tral ingredient of the UGKS is the coupled treatment of particle transport
and collision in the flux evaluation across a cell interface, where a continuous
flow dynamics from kinetic to hydrodynamic scales is modeled. The newly
developed UGKS has the asymptotic preserving (AP) property of recovering
the NS solutions in the continuum flow regime, and the full Boltzmann solu-
tion in the rarefied regime. In the mostly unexplored transition regime, the
UGKS itself provides a valuable tool for the flow study in this regime. The
mathematical properties of the scheme, such as stability, accuracy, and the
asymptotic preserving, will be analyzed in this paper as well.

1. Introduction

The flow regime is categorized according to the Knudsen number Kn,
which is defined as the ratio of the molecular mean free path to a char-
acteristic length scale. The value of the Knudsen number determines the
validity of different approaches in the description of gas flow. The whole flow
regime is qualitatively divided into continuum (Kn < 0.001), transitional
(0.001 < Kn < 10), and free molecular regimes (Kn > 10). Numerically, all
solutions obtained are in the mesh size scale. As a variation of mesh size,
different dynamics, such as particle free transport and wave propagation,
should appear automatically in an idealized numerical method. An appro-
priate Knudsen number for a numerical scheme may be the cell Knudsen
number, which can be defined as the particle mean free path over the nu-
merical cell size. Due to the relative change of the cell’s Knudsen number,
different flow dynamics should be captured. The aim of the unified gas-
kinetic scheme (UGKS) is to capture such a flow evolution in terms of the
cell’s Knudsen number.

A UGKS based on the kinetic BGK and Shakhov models has been devel-
oped in the past [52, 21, 22, 9, 32, 31]. The unified scheme is a multi-scale
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method with coupled particle transport and collision in its numerical flux
modeling. A time evolution solution of the kinetic model equation has been
used to construct the flux transport across a cell interface. This time evo-
lution solution covers the flow physics from the kinetic scale particle free
transport to the hydrodynamic scale wave propagation, and the weight be-
tween these two limiting solutions depends on the ratio of time step to the
local particle mean free time τ . As a result, both kinetic and hydrodynamic
solutions can be automatically obtained in a unified way. In the contin-
uum flow regime, due to the un-splitting treatment of particle transport and
collision, and automatic recovering of the Chapman-Enskog gas distribution
function for the flux evaluation, the viscous effect can be captured by UGKS
without the constraints on the cell size and time step, i.e. cell size ∆x ≤ lmfp
and time step ∆t ≤ τ , which are required by many Boltzmann solvers for NS
solutions. Therefore, the UGKS is more efficient than the single scale-based
method, such as the direct simulation Monte Carlo (DSMC) method, in the
low transition and continuum flow regime with the mesh size on the order of
tens or hundreds of particle mean free path.

If a uniform time step is used for the continuum flow computation, and
at the same time the highly non-equilibrium shock structure needs to be
well-resolved, the accuracy requirement enforces the UGKS to use a small
cell size at the shock region, which consequently limits the use of the overall
large time step. Therefore, under this kind of situation the UGKS will not
be efficient, even in the continuum flow regime. However, in the continuum
and near continuum flow regime, we may not need to resolve the highly non-
equilibrium shock layer. In most cases, when a large cell size and time step
are used, the UGKS will become a shock capturing scheme, where the shock
structure with a few mesh points is an artificial one. If the shock capturing
property can be accepted in the continuum flow regime, the efficiency of
the UGKS can be kept. For the NS viscous boundary layer solution at
high Reynolds number, the boundary layer thickness is much larger than the
particle mean free path. The boundary layer can be captured accurately
by UGKS with a few mesh points without resolving the mean free path
scale. For a multiscale unsteady flow problem with both continuum and
rarefied regimes, such as the gas expansion from a nozzle into vacuum, the
advantage of the UGKS is obvious. With a unform time step ∆t, which
can be much larger than the local particle mean free time inside the nozzle
for the NS solution, and can be much smaller than the particle mean free
time outside the nozzle for the Boltzmann solution [9], a smooth dynamic
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transition in the gas expansion process can be accurately captured by UGKS.
Moreover, for steady flow simulation, a non-uniform local time step and
implicit discretization can be obtained in UGKS to improve its efficiency
without loss of its accuracy. Overall, the UGKS provides a general framework
to construct multi-scale method for transport process, such as the recent
extension to the radiative transfer [34, 42, 43].

The previous development of UGKS is based on the kinetic model equa-
tions which approximate the full Boltzmann equation. The Boltzmann equa-
tion is a modeling equation in the kinetic scale, i.e., the scale to identify the
distinguishable process of particle transport and collision. In such a kinetic
scale, there is difference in dynamics between the kinetic collision model and
the full Boltzmann collision term. One of the objectives of this paper is to
quantitatively evaluate such a difference and to use the full Boltzmann colli-
sion term in the region where it is needed. For the unified scheme, the ratio
of the time step ∆t over the local particle mean free time τ can be varied
significantly from the kinetic scale regime ∆t ≤ τ to the hydrodynamic scale
regime ∆t � τ . In the regime with ∆t & τ , the solution difference from
the full Boltzmann collision term and the kinetic model equation diminishes.
Based on this observation, a UGKS with the implementation of a hybrid
particle collision terms can be constructed. The use of both full Boltzmann
collision term and the kinetic model equation is close to the idea of penalty
method [13], but with a distinguishable consideration in the design of UGKS.
For the UGKS, the full Boltzmann collision term is only used in the local
kinetic regime, where the time step is less than a critical time interval tc
which is related to the deviation of a distribution function from equilibrium.
When a particle encounters multiple collisions within a time step, the evolu-
tion of a gas distribution function will not be sensitive to individual particle
collision at all. Therefore, the kinetic model equations can be faithfully used
in the regime beyond the kinetic one, such as those regions with ∆t ≥ tc.
The current modeling method can give accurate Boltzmann solution in the
rarefied regime and exact NS solution in the continuum flow regime. We be-
lieve that the UGKS also presents accurate solution in the whole transition
regime, where a continuous spectrum of gas dynamics from the kinetic to the
hydrodynamic scale is recovered [51]. For example, based on UGKS, the cav-
ity flow solution in the whole transition regime from Kn = 10 to Kn = 10−4

is obtained and compared with the DSMC and NS solutions. At the same
time, the solution differences between UGKS and NS in the near continuum
regime, such as from Reynolds numbers 5 to 50, are explicitly presented.
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The UGKS in this paper is equipped with the full Boltzmann collision
operator in the kinetic regime with small ratio of ∆t/τ . The computational
cost of solving the five-fold quadratic integral operator is so large that fast
algorithms are required. In the literature, a lot of effective methods have
been developed for solving the Boltzmann equation. A pioneering work has
been done by Bobylev in 1988 using Fourier transform techniques in the anal-
ysis of the Boltzmann equation for Maxwell molecules [5]. Later, Bobylev
and Rjasanow developed a numerical method to solve the collision opera-
tor for Maxwell molecules with a computational cost of the order O(N4) in
1996 [3], where N denotes the number of discrete velocity points in each
dimension, and extended the method to hard sphere molecules in 1999 [4].
In 2000, Pareschi and Russo developed an algorithm to solve the collision
operator for the variable hard sphere (VHS) model with a computational
cost of O(N6) [38]. In 2002, Ibragimov and Rjasanow solved the collision op-
erator on a uniform grid with computational cost O(N6 log(N)) for general
model and achieved an accuracy of the order O(N−2) [23]. Later, in 2006
by means of the Carleman-like representation and the fast Fourier trans-
form, Mouhot and Pareschi developed a fast spectral algorithm with com-
putational cost O(M2N3 logN) [35], where M denotes the number of grid
points in the discretization of the unit sphere. Gamba and Tharkabhushanam
extended the fast spectral method to the non-elastic collision by spectral-
Lagrangian method [16]. The fast spectral method has been applied to space
non-homogeneous problems in two-dimensional velocity space [14, 11, 15] as
well as to the quantum collision operators [12, 20]. Algorithms other than the
spectral method have also been developed for solving the Boltzmann equa-
tion, such as the finite element methods developed by the kinetic group in
Kyoto [37, 44, 45], and the discontinuous Galerkin method [1, 2, 33]. For the
test cases in this paper, we adopt the fast spectral method of a recent paper
by Wu et al. [49]. The UGKS targets to obtain accurate solutions in all flow
regimes. In the rarefied regime, the Boltzmann collision operator plays an
important role in capturing the peculiar highly non-equilibrium gas distri-
bution function. In the hydrodynamic regime ∆t � τ , due to the intensive
particle collisions the full Boltzmann collision term and many kinetic model
equations can present identical Chapman-Enskog gas distribution function.
Here the use of the full Boltzmann collision term is not necessary at all, and
the scheme based on the model equations can become more efficient than that
based on the full Boltzmann collision term without sacrificing the accuracy.

This paper is organized in the following. The full Boltzmann equation and
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the kinetic model equations will be introduced in Section 2. Section 3 is about
the numerical experiments on time evolution of gas distribution functions
from full Boltzmann collision term and kinetic model equation. Based on
this observation, a unified scheme is proposed in Section 4. Section 5 is about
stability, accuracy, and asymptotic preserving analysis of UGKS. Numerical
experiments are presented in Section 6. The last section is conclusion.

2. Boltzmann equation and kinetic model equations

The Boltzmann equation is a fundamental equation which statistically
models the gas dynamics in the kinetic scale, i.e. the scales of particle mean
free time and mean free path. In this work, we focus on monatomic gas
with binary elastic collisions. For space variable x ∈ R3, particle velocity
u = (u, v, w)t ∈ R3, the corresponding Boltzmann equation reads:

∂f

∂t
+ u · ∇xf = Q(f, f), (1)

where f := f(x, t,u) is the time-dependent particles distribution function in
the phase space. The collision term Q(f, f) is a quadratic collision operator,

Q(f, f) =

∫
R3

∫
S2

(f ′∗f
′ − f∗f)|ur|σdΩdu∗. (2)

Here the short hand notation f ′∗ = f(x, t,u′∗) is used, similarly for f ′ and f∗.
Based on conservation of momentum and energy, the pre-collision particle
velocities u, u∗ and the corresponding post-collision velocities u′, u′∗ satisfy
the follow relations

u′ =
u + u∗

2
+
|u− u∗|

2
Ω = u +

|ur|Ω− ur

2
,

u′∗ =
u + u∗

2
− |u− u∗|

2
Ω = u∗ −

|ur|Ω− ur

2
,

(3)

where ur = u−u∗ is the relative pre-collision velocity and Ω is a unit vector
in S2 along the relative post-collision velocity u′ − u′∗.

The differential cross section σ measures the probability of collision which
depends on the strength of relative velocity and deflection angle between pre-
collision and post-collision velocities. In this paper, three collision models are
used in calculating the cross section, namely the hard sphere (HS) model,
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variable hard sphere (VHS) model, and an anisotropic collision model pro-
posed by Mouhot and Pareschi [35]. The differential cross section for the
hard sphere molecules can be written down as

σ =
5

64
√
π

√
mkTref

µref
, (4)

and the dynamic viscosity coefficient satisfies

µ =
5

16

√
2πkT

m
ρ`, (5)

where k is the Boltzmann constant, T stands for temperature, and ` denotes
the mean free path at equilibrium state. The viscosity coefficient of hard
sphere molecules is proportional to T 0.5. When we simulate the argon gas
with viscosity µ ∝ T 0.81, we need to employ the VHS model whose cross
section is

σ =
15mur

64
√
πΓ
(

9
2
− ω

)
µref

(
4kTref
u2
r

)ω
, (6)

and the corresponding dynamic viscosity coefficient follows,

µ =
15ρ`
√

2πkT

2(7− 2ω)(5− 2ω)
√
m
. (7)

The VHS model or a simple inverse power law model is a phenomenological
model. In reality the potential between monatomic gas is better described
by the Lennard-Jones (L-J) potential. The L-J potential for argon gas is

φ(r) = 4ε

[(
dLJ
r

)12

−
(
dLJ
r

)6
]
, (8)

with potential depth ε = 119.18k, and dLJ = 3.42 × 10−10m. A generalized
anisotropic collision model suggested by Mouhot and Pareschi [35] is used in
this paper to recover the L-J potential, and the differential cross section of
which can be written as

σ =
∑
j

C ′αj sinαj−1

(
θ

2

)
|ur|αj−1, (9)
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where C ′αj is a constant. The dynamic viscosity of argon with L-J potential
is numerically fitted by Wu et al. [49] as

µ =
5
√
πmkT

8d2
LJ

∑
j bi(kT/ε)

αj−1

2

, (10)

with the coefficient α1 = 0.2, α2 = 0.1, α3 = 0 and b1 = 407.4, b2 = −881.9,
b3 = 414.4. The fitted viscosity coefficient corresponds to the following dif-
ferential cross section,

σLJ =
d2
LJ

32π

3∑
j=1

(m/4ε)(αj−1)/2bj

Γ
(

3+αj
2

) sinαj−1

(
θ

2

)
|ur|αj−1. (11)

For the HS, VHS and generalized anisotropic collision models described
above, the corresponding Boltzmann collision operator as well as the local
collision frequency can be solved by the FFT based fast spectral method [49].

Due to the stiffness nature of the Boltzmann collision operator, the im-
plicit treatment is preferred to stabilize the scheme, especially in the con-
tinuum regime with intensive particle collisions. The nonlinear Boltzmann
collision operator is not convenient to be treated implicitly. Fortunately, in
the regime with the scale of multiple collisions, the accumulating effect from
the full Boltzmann equation and the kinetic model equations present the
same result on the evolution of a gas distribution function, see section 3 for
the numerical experiments. Therefore, the collision process is modeled using
an explicit Boltzmann collision operator and an implicit Shakhov model. The
domains of the explicit and implicit discretization are determined from the
comparison between the time step ∆t and a critical time interval tc, which
is related to the deviation of a gas distribution function from local equilib-
rium. The stability analysis in Section 5 shows that the time step will not
be constrained by the stiffness of the Boltzmann collision term in the region
beyond the kinetic scale.

In the literature, many kinetic models are proposed, among which the
ES-BGK [19] and Shakhov [40] are two popular ones. These two models can
be combined as a generalized model [8] with the introduction of one more
degree of freedom. In this paper, we will use the full Boltzmann and Shakhov
model to construct UGKS. In general, the kinetic model can be written as

ft + u · ∇xf = S(f), (12)
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with a relaxation-type source term S(f),

S(f) =
M̃(f)− f

τr
,

where τr denotes the relaxation time that distinguishes from the local mean
free time obtained from the Boltzmann collision term. For Shakhov model,
M̃(f) is defined as

M̃(f) = M(f) + g1(f),

M(f) = ρ

(
λ

π

) 3
2

e−λ(u−U)2 ,

g1(f) = M(f)(1− Pr)c · q
(

c2

RT
− 5

)
/(5pRT ),

(13)

where ρ, U, T and q are the corresponding density, velocity, temperature,
and heat flux of f . Here c is the random velocity, Pr is the Prandtl number,
and R is specific gas constant. Thus M(f) is the corresponding equilibrium
state of f and M̃(f) is the modified equilibrium state with Prandtl number
correction. In continuum regime, the heat flux is of the order τr, and therefore
g1(f) has the same order of τr.

In the highly non-equilibrium rarefied regime, the kinetic model equation
may not be able to fully describe the time evolution of the distribution as
accurate as the Boltzmann equation. In the hydrodynamic regime where the
velocity distribution can be written as an asymptotic expansion with respect
to Kn, i.e. f = f 0 + Knf 1 + O(Kn2), both the Boltzmann equation and
Shakhov model give the same solution up to the order O(Kn), which recov-
ers the NS equations [51]. For a given viscosity coefficient, the cross section
in Boltzmann equation is calculated from Eq.(5), (7), and (10), and the re-
laxation parameter τr in Shakhov equation is defined as the ratio of dynamic
viscosity coefficient to pressure. Numerically, in the highly non-equilibrium
regime with the scales of particle mean free path and mean collision time,
the Boltzmann collision operator is essential to capture the flow physics. In
the hydrodynamic scale where the local mean free time is much smaller than
the characteristic time scale, the numerical flux at cell interface plays an
important role in capturing the NS solution other than Boltzmann collision
term, and both transport and collision process have to be taken into account
in flux modeling [7].
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In this paper, the flux in the UGKS is calculated from the time evolving
solution of the Shakhov model. The collision term is treated with a hybridiza-
tion of the full Boltzmann collision operator and the Shakhov model, and the
switching function depends on the ratio between local particle mean free time
and numerical time step. Section 3 presents the numerical experiments to
validate such a switching function modeling. Physically, with the change of
the ratio between the time step and the particle mean free time, a continuous
variation of flow physics in different regime will emerge automatically.

3. Distribution function evolution from the full Boltzmann and
Shakhov collision terms

In order to compare the collision effect from the full Boltzmann colli-
sion term and the Shakhov model, we study the homogeneous flow relax-
ation process. Theoretical, based on Wild’s analysis [48], starting from a
non-equilibrium initial condition, the solutions of Boltzmann and Shakhov
equations shall get close when time becomes larger than the local mean free
time, which is consistent with a numerical experiment recently done by Sun
et al. [41]. Here we are going to quantitatively evaluate the differences be-
tween full Boltzmann solution and Shakhov solution in specific cases. These
experiments and observations are the basis for the construction of UGKS. As
a remark, the development of numerical method can be based on the physical
laws and the experimental observation, which is similar to the derivation of
the fluid dynamic equations.

Three kinds of relaxation problems are considered. The first one is the
evolution of an anisotropic Maxwellian distribution. Specifically, the distri-
bution for each velocity component is Maxwellian, but has different temper-
ature in different directions. The second one is double half-normal distribu-
tion, where a full distribution is comprised of two half-normal distributions in
one velocity space, and is Maxwellian type in other velocity directions. This
test is used to show the evolution of a discontinuous distribution function.
The third one is a tailored half-Maxwellian distribution, which is similar to
the second case except that the discontinuity is removed by adjusting the
amplitudes of half distributions. The third test is rather general with a
continuous distribution, but asymmetric. In the previous study [41], the so-
lutions from the kinetic model equations are compared with DSMC solutions.
Here the comparison with the full Boltzmann solution will be presented.
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The working gas is monatomic argon with viscosity coefficient µ ∝ T 0.81.
The collision model used is the VHS model, with viscosity of Eq.(7) and
differential cross section of Eq.(6). The relaxation parameter in Shakhov
model are calculated by

τr =
µ

P
=

30

(7− 2ω)(5− 2ω)
τ = 1.65τ,

where τ is the local mean free time at equilibrium state.

3.1. Relaxation of anisotropic Maxwellian distribution

The initial anisotropic Maxwellian distribution is specified as follows

f0(u, v, w) =
β1√
π

e−β
2
1u

2 β2√
π

e−β
2
2v

2 β3√
π

e−β
2
3w

2

,

where βi =
√
m/2kTi for i = 1, 2, 3. Two cases are tested with the following

initial conditions of T1 = 273K, T2 = 373K, T3 = 273K, and T1 = 273K,
T2 = 5460K, T3 = 273K.

Fig.(1) shows the x-component distribution functions f(u, 0, 0) at differ-
ent output times where the Shakhov model solution (symbols) and the full
Boltzmann results (lines) are compared. The solutions show that when

t1 >
2

ρ

∫
|f −M |dvτr ≈ 0.2τr

for the first initial condition, and

t2 >
2

ρ

∫
|f −M |dvτr ≈ 2τr

for the second one, two solutions agree with each other very well. This
test shows that the larger the temperature difference is, the longer it takes
to get the same solution from different collision models. Even with such a
large temperature difference, from 273K to 5460K in different directions,
four particle collisions are enough to get indistinguishable solutions from the
Shakhov model and the full Boltzmann collision term. Even at t ' 2τr, the
two solutions are close to each other.
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3.2. Relaxation of double half-normal distribution

Two cases with different initial conditions are tested, and both are related
to the double half-normal distributions with discontinuities in the middle,

f0(u, v, w) =

[
β1√
π

eβ
2
1u

2|u<0 +
β2√
π

e−β
2
2u

2|u≥0

]
β2√
π

e−β
2
2v

2 β3√
π

e−β
2
3w

2

,

where βi =
√
m/2kTi, with T1 = 273K, T2 = 373K, T3 = 273K for the first

case, and T1 = 273K, T2 = 5460K, T3 = 273K for the second case.
Fig.(2) shows the x-component distribution functions f(u, 0, 0) at several

output times. The results show differences near the discontinuity at early
times. However, the deviation in the solutions from Shakhov and Boltzmann
decreases with time, and becomes negligible when

t1 >
2

ρ

∫
|f −M |dvτr ≈ 0.2τr

for the first case, and

t2 >
2

ρ

∫
|f −M |dvτr ≈ 2τr

for the second case.

3.3. Relaxation of tailored half-Maxwellian distribution

The tailored half-Maxwellian distribution is designed as follows

f0(u, v, w) =
2√
π

β1β2

β1 + β2

(
β1√
π

e−β
2
1u

2|u<0 +
β2√
π

e−β
2
2u

2|u≥0

)
β2√
π

e−β
2
2v

2 β3√
π

e−β
2
3w

2

,

where βi =
√
m/2kTi, with the initial condition T1 = 273K, T2 = 373K,

T3 = 273K for the first case, and T1 = 273K, T2 = 5460K, T3 = 273K
for the second case. Here the distribution function is continuous, but with
different temperature for the half Maxwellians in the x-direction.

Fig.(3) shows the time evolution of the x-component distribution func-
tions f(u, 0, 0) . The Shakhov (symbols) and Boltzmann (lines) solutions get
close after

t1 >
2

ρ

∫
|f −M |dvτr ≈ 0.2τr
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for the first case, and

t2 >
2

ρ

∫
|f −M |dvτr ≈ 2τr

for the second case.
Based on the above observations of all cases, even for the highly non-

equilibrium ones, the Shakhov and Boltzmann solutions become the same
after 4τr. Since UGKS is a multiscale method, where the local time step can
be varied significantly in terms of the local particle mean free time, it becomes
legitimate to use the kinetic collision model equation if the value of the local
time step becomes much larger than the particle mean free time. The full
Boltzmann collision term is only needed in the highly non-equilibrium region
with the time step being less than the mean free time. The criterion to
determine the required region for using the full Boltzmann collision term
can be based on the comparison between the local time step with the time
criterion

tc = min(4, D(f,M))τr, (14)

where D(f,M) = 2
∫
|f −M |dv/ρ measures the distance between distribu-

tion f and its corresponding equilibrium state M . The further f deviates
from local Maxwellian, the longer it takes to reach the same solution. This
time criterion will be used in the construction of UGKS with the choices of
the full Boltzmann and kinetic model equation. The scheme will not be sen-
sitive to such a time criterion because even in the cases with t ≤ D(f,M)τr
the differences in the solutions from the full Boltzmann and Shakhov model
are not significant.

Past progress on developing asymptotic preserving (AP) schemes [10,
13, 24, 27] mainly focus on two limiting regimes: the Euler limit and free
transport limit. In the NS regime, although most AP schemes preserve the
discrete analogy of the Chapman-Enskog expansion, viscous effect may not
be well resolved due to the large numerical dissipation from the free transport
mechanism in the flux evaluation at the cell interface, or the so-called upwind
approach for the transport term across a cell interface [7]. In the following,
we propose an effective unified scheme, which not only preserves the discrete
Chapman-Enskog expansion, but also leads to the accurate NS solutions.
Basically, in UGKS there is no restriction on the time step in terms of local
particle mean free time in the continuum flow regime when a shock capturing
approach, without fully resolving the non-equilibrium shock structure in such
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a regime, is used and the time step is solely determined by the CFL condition.
Moreover, a local time can be used for the steady state calculation.

4. Unified gas kinetic scheme with both full Boltzmann collision
term and kinetic model equation

In this section, we will present the unified gas kinetic scheme (UGKS)
in one-dimensional physical space with the inclusion of full Boltzmann col-
lision term. For two and three-dimensional cases, directional splitting or
multidimensional schemes can be constructed accordingly [51].

4.1. Unified framework

The unified scheme is a direct modeling in the discretized space. It is not
targeting to solve any particular partial differential equation, but models and
simulates the flow evolution in the mesh size and time step scales [51, 52, 21].
The physical space is divided into numerical cells with cell size ∆x, and the
jth-cell is given by x ∈ [xj−1/2, xj+1/2] with cell size ∆x = xj+1/2−xj−1/2. The
temporal discretization is denoted by tn for the nth-time step. The particle
velocity space in x-direction is discretized by 2N + 1 subcells with cell size
∆u, and the center of kth-velocity interval is uk = k∆u, and it represents
the average velocity u in that interval. Then, the averaged gas distribution
function in cell j, at time step tn, and around particle velocity uk, is given
by

fnj,k =
1

∆x∆u

∫ xj+1/2

xk−1/2

∫ uk+ 1
2

∆u

uk− 1
2

∆u

∫
f(x, tn, u, ξ)dxdudξ,

where ξ denotes the freedom in y, z directions with ξ2 = w2 + v2 and
dξ = dvdw. The short hand notation fnj,k = f(xj, t

n, uk) will be used for
convenience. The evolution equation for the averaged gas distribution func-
tion fnj,k is

fn+1
j,k = fnj,k+

1

∆x

∫ tn+1

tn
(ukfj−1/2,k − ukfj+1/2,k)dt

+
1

∆x

∫ tn+1

tn

∫ xj+1/2

xk−1/2

Q(f, f)kdxdt,

(15)

where fj−1/2,k = f(xj−1/2, t, uk) denotes the time-dependent solution at cell
interface xj−1/2, the flux transport across the cell interface and the collision
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term inside each cell need to be modeled. The above discrete governing
equation is actually a physical conservation law, which is valid in all scales.
Here the continuity of the function f is not assumed. The modeling scale
∆x and ∆t in the above equation can be different from the kinetic mean
free path and particle mean free time. So, it is not fully appropriate to state
that the above numerical evolution equation is derived from the Boltzmann
equation. It is a direct modeling of the physical law. Instead, the Boltzmann
equation can be derived from the above equation under the constraints on
∆x and ∆t to the kinetic scales and with separate consideration of particle
transport and collision. In the above modeling, the dynamics in the flux at
cell interface must depend on the ratio of ∆t/τ , and a non-splitting treat-
ment of particle transport and collision is needed in the evaluation of flow
dynamics around a cell interface. The non-splitting treatment is critical for
the capturing of the NS solutions in the continuum regime with a relatively
coarse mesh with respect to the particle mean free path. However, many
other Boltzmann solvers use the particle free transport in the construction
of the cell interface flux, the same as the free transport step in DSMC. This
approach is inconsistent with the physical reality in the continuum regime
with ∆x � `, where the particle will not move freely (straight line) to pass
through the cell interface. This is the main reason for the failure of these flux
vector splitting (free transport) modeling schemes in capturing the laminar
viscous boundary layer at high Reynolds number.

In UGKS, besides the evolution equation for f in Eq.(15), similar to the
gas-kinetic scheme (GKS) the update of the conservative variables will be
used as well [50],

W n+1
j = W n

j +
1

∆x

∫ ∫ tn+1

tn
u(fj−1/2,k − fj+1/2,k)ψdtdudξ, (16)

for the conservative moments ψ = (1, u, 1
2
(u2 + ξ2))T . The UGKS is based on

the time evolution of two fundamental numerical governing equations (15)
and (16). In order to update the gas distribution function and conservative
variables, the time-dependent gas distribution function at cell interface and
inner cell collision have to be properly modeled.

4.2. Gas evolution modeling at a cell interface

In UGKS, the cell interface flux plays a dominant role to capture the flow
dynamics in different scales from kinetic up to the NS ones. Depending on
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the scales of ∆x and ∆t, the solution at cell interface fj+1/2,k is modeled from
an evolution solution of the kinetic model Eq.(12). Assume the cell interface
is located at xj+1/2 = 0, and the beginning of each time step is tn = 0. The
evolution solution is modeled as

f(0, t, uk, ξ) =
1

τr

∫ t

0

M̃(x′, t′, uk, ξ)e
−(t−t′)/τrdt′ + e−t/τrf0(−ukt, uk, ξ), (17)

where x′ = −uk(t− t′) is the particle trajectory and f0(−ukt, uk, ξ) is the gas
distribution function at time t = 0. The above solution provides a multiscale
modeling from kinetic free transport f0 to the equilibrium realization M̃ . In
order to fully determine the evolution solution, the initial condition and the
equilibrium states around the cell interface have to be constructed. Here
the conventional reconstruction scheme with nonlinear limiter is used for the
initial data reconstruction. The reconstructed initial condition at time step
tn around the cell interface is

f0(x, uk, ξ) =

{
fLj+1/2,k + σj,kx, x ≤ 0,

fRj+1/2,k + σj+1,kx, x > 0.
(18)

In this paper, the van Leer limiter is used in the reconstruction, where

σj,k = (sign(s1) + sign(s2))
|s1||s2|
|s1|+ |s2|

,

with s1 = (fj,k − fj−1,k)/(xj − xj−1) and s2 = (fj+1,k − fj,k)/(xj+1 − xj).
Certainly, higher-order reconstruction can be used here as well [47]. The
local Maxwellian distribution function M̃(f) around (xj+1/2, t

n) = (0, 0) is
constructed as,

M̃(f)(x, t, uk, ξ) =M̃n
j+1/2,k + ∂xM

n
j+1/2,kx+ ∂tM

n
j+1/2,kt

=Mn
j+1/2,k[1 + (1−H(x))alx+H(x)arx+ Ãt]

+ g1,n
j+1/2,k,

(19)

where M̃n
j+1/2,k = M̃(f0(0, u, ξ)) and H(x) is Heaviside function defined by

H(x) =

{
0, x ≤ 0,

1, x > 0.
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In 1-D case, the parameters al,ar and Ã depend on the particle velocity in
the following form,

al = al1 + al2u+
1

2
al3(u2 + ξ2),

ar = ar1 + ar2u+
1

2
ar3(u2 + ξ2),

and

Ã = Ã1 + Ã2u+
1

2
Ã3(u2 + ξ2).

All parameters al, ar, and Ã can be determined based on the correspon-
dence between velocity distribution and conservative variables [52]. Substi-
tuting Eq.(18) and (19) into Eq(17), the solution at the cell interface can be
expressed as

f(xj+1/2, t, uk, ξ) =(1− e−t/τr)(Mn
j+1/2,k + g1,n

j+1/2,k) + tÃMn
j+1/2,k

− (1− e−t/τr)τr

(
(ar(1−H(uk)) + alH(uk))uk + Ã

)
Mn

j+1/2,k

+ e−t/τr [ar(1−H(uk)) + alH(uk)]uktM
n
j+1/2,k

+ e−t/τr((fLi+1/2,k − uktσi,k)H(uk)

+ (fRi+1/2,k − uktσi+1,k)(1−H(uk))),
(20)

for t ∈ [tn, tn+1]. We use Mj+1/2,k and Fj+1/2,k to denote the terms related
to the equilibrium distribution and the initial distribution function,

Mj+1/2,k =(1− e−t/τr)(Mn
j+1/2,k + g1,n

j+1/2,k) + tÃMn
j+1/2,k

− (1− e−t/τr)τr

(
(ar(1−H(uk)) + alH(uk))uk + Ã

)
Mn

j+1/2,k

+ e−t/τr [ar(1−H(uk)) + alH(uk)]uktM
n
j+1/2,k

Fj+1/2,k =e−t/τr((fLi+1/2,k − uktσi,k)H(uk)

+ (fRi+1/2,k − uktσi+1,k)(1−H(uk))).
(21)

Based on the distribution function at cell interface, the conservative variables

17



can be updated first by

W n+1
j = W n

j +
1

∆x

∫ tn+1

tn

∫
u(Mj−1/2 −Mj+1/2)ψdudξdt

+
1

∆x

∫ tn+1

tn

∫ ∑
k

uk(Fj−1/2,k −Fj+1/2,k)ψdξdt.

(22)

4.3. Collision term modeling inside each control volume

Now we have two choices for the collision term modeling inside each con-
trol volume, which are the full Boltzmann collision term Q(f, f) and the
Shakhov model (M̃(f) − f)/τr. Depending on the flow regime, the UGKS
uses a time step ∆t which varies significantly relative to the local particle
mean free time. As analyzed in Section 3, starting from a general initial dis-
tribution function, the solutions from the full Boltzmann collision term and
the kinetic model equation will become the same after a few mean free times.
Therefore, the real place where the full Boltzmann collision term is useful is
the region of highly non-equilibrium and with the time step being similar or
less than the local mean free time. As a result, we model the collision term
in Eq.(15) as,

fn+1
j,k = fnj,k +

1

∆x

∫ tn+1

tn
(ukfj−1/2,k − ukfj+1/2,k)dt

+ AQ(fnj , f
n
j )k +B

M̃(fn+1
j )k − fn+1

j,k

τn+1
r

,

(23)

where τn+1
r denotes the relaxation time at tn+1 and the coefficients A and B

in the above equation need to satisfy the following constraints:

1. A+B = ∆t in order to have a consistent collision term treatment.

2. The scheme is stable in the whole flow regime.

3. In the rarefied flow regime, the scheme gives the Boltzmann solution.

4. In continuum regime, the scheme can efficiently recover the Navier-Stokes
solutions.

Based on these constraints, we propose the following choice
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(A,B) =

{
(βn∆t, (1− βn)∆t), ∆t < tnc ,

(0,∆t), ∆t ≥ tnc ,
(24)

with

βn =

{
1, ∆t < 1/ supΥ ν

n,

exp(1−∆t supΥ ν
n), ∆t ≥ 1/ supΥ ν

n.
(25)

Here tnc is defined by Eq.(14) and Υ is the computational domain in
velocity space and νn(u) is the collision frequency defined by

νn =

∫
R3

∫
S2

B(cosθ, |v − v∗|)fn(v∗)dΩdv∗. (26)

The collision frequency νn can be calculated using a spectral method [49]
with computational cost O(N), where N denotes the total number of velocity
points. The above choice of parameters presents a continuous transition from
the Boltzmann collision term to the kinetic model equation. The transition
parameter βn is proposed based on the following two reasons:

1. The Boltzmann collision term is a stiff operator. The use of implicit
Shakhov model stabilizes the scheme. Term supΥ ν

n in β can be viewed
as a stiffness indicator. When supΥ ν

n is large, more weight goes to
the implicit part. This is consistent with the observation in Section
3, where the solutions of Shakhov model and Boltzmann equation get
indistinguishable as ∆t/τr increases.

2. The Boltzmann collision term is physically more accurate than Shakhov
model in describing non-equilibrium flow physics in the kinetic scale,
and the explicit treatment of the Boltzmann collision term is stable
when ∆t < 1/ supΥ ν

n. In such a case, we can set β = 1 to use the
Boltzmann collision term explicitly.

The time criterion tnc is proposed to improve the efficiency of the scheme.
When ∆t > tnc the solution differences between Boltzmann collision term and
Shakhov model are negligible, and a fully implicit Shakhov model can be used
to reduce the computational cost. The time criterion tnc is not unique. In
many test cases, we can simply assign a fixed value, rather than calculate it
in each time step.

As a result, in the hydrodynamic flow regime the kinetic model will be
fully used, and in the kinetic regime the full Boltzmann equation will be
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adopted. Therefore, both the full Boltzmann solution in rarefied regime and
the NS solution in continuum regime can be properly obtained. In the switch-
ing regions, the full Boltzmann and kinetic model equations basically present
the same solution. All numerical examples in section 6 show a smooth transi-
tion across all regimes. In the low transition and near continuum flow regime,
with the adaptation of large mesh size relative to the local particle mean free
path, the kinetic model will be used in most of the domain, especially when
the local time step associated with local mesh size is used for steady state
solutions. In the continuum regime, when the physical shock structure is not
necessarily resolved by the numerical cell size, a shock capturing scheme will
be emerged automatically from the the above UGKS.

In summary, starting from time step tn, the UGKS updates flow variables
with four steps:

Step 1 Reconstruct macroscopic variables and velocity distribution by Eq.(18);
calculate numerical flux based on the time dependent solution Eq.(20);
and update the macroscopic variables by Eq.(22).

Step 2 Calculate tnc by Eq.(14). If ∆t > tnc , go to Step 3; if ∆t ≤ tnc , go to
Step 4.

Step 3 Calculate M̃n+1 from the updated conservative variables, and update
velocity distribution function by Eq.(23) with (A,B) = (0,∆t).

Step 4 Calculate M̃n+1, Q(fn, fn), νn and βn in Eq.(25) and Eq.(26). Up-
date velocity distribution function by Eq.(23) with (A,B) = (βn∆t, (1−
βn)∆t).

5. Numerical analysis of UGKS

In this section, we discuss the properties of UGKS. The stability is dis-
cussed for a homogeneous case, and the AP property is discussed in the Euler,
NS, and free molecular regimes.

5.1. Stability and convergence in a homogeneous case

We show the stability of scheme in a spacial homogeneous case with the
full Boltzmann and BGK collision model in both cases of ∆t ≶ tc.
Case (1): ∆t < tc
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Assume ||f0||L1 = ρ, and ∆t < tc. By splitting Q(f, f) into gain term
Q+(f, f) and loss term νf , we rewrite the UGKS as

fn =
1−∆tνn−1βn−1

1 + ∆t(1− βn−1)/τr
fn−1 +

∆tβn−1

1 + ∆t(1− βn−1)/τr
Qn−1

+

+
∆t(1− βn−1)/τr

1 + ∆t(1− βn−1)/τr
M.

(27)

Based on the definition of β Eq.(25), we have

0 < βn−1 < 1, 0 < ∆tνn−1βn−1 < 1,

which show that fn is a convex combination of fn−1, Qn−1
+ and M . Hence the

numerical solution f keeps positive. In addition, it is proved that the numer-
ical Boltzmann collision term calculated by the spectral method preserves
the total mass [39]. By taking L1 norm to Eq.(27), we have

||fn||L1 =
1

1 + ∆t(1− βn−1)/τr
||fn−1||L1 +

∆t(1− βn−1)/τr
1 + ∆t(1− βn−1)/τr

||M ||L1

=ρ,
(28)

which shows that the UGKS solution is positive with a fixed L1 norm and
the solution is stable in such sense. In addition, from

lim
∆t/max(τ,1/ sup ν)→∞

β = 0,

we get
lim

∆t/max(τ,1/ sup ν)→∞
f = M,

which implies the L-stable property of the scheme.
By iteration, we can write down the numerical solution of UGKS as,

fn =
n−1∏
i=0

(
1− (1− βi)/τr + νiβi

1 + ∆t(1− βi)/τr
∆t

)
f 0

+
n−1∑
s=0

∆tβsQs
+

1−∆tνsβs

n−1∏
i=s

1−∆tνiβi

1 + ∆t(1− βi)/τr

+
n−1∑
s=0

∆t(1− βs)/τrM
1−∆t(1− βs)/τr

n−1∏
i=s

1−∆tνiβi

1 + ∆t(1− βi)/τr
.

(29)
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Let

En,∆t =
n−1∏
i=0

(
1− (1− βi)/τr + νiβi

1 + ∆t(1− βi)/τr
∆t

)
.

Based on definition of β Eq.(25), we have

0 ≤ (1− βi)/τr + νiβi

1 + ∆t(1− βi)/τr
∆t ≤ 1, (30)

from which we get

En,∆t = exp

{
−

n−1∑
i=0

∆t
(1− βi)/τr + νiβi

1 + ∆t(1− βi)/τr

+
n−1∑
i=0

(
ln

(
1− (1− βi)/τr + νiβi

1 + ∆t(1− βi)/τr
∆t

)

+ ∆t
(1− βi)/τr + νiβi

1 + ∆t(1− βi)/τr

)}

→ exp

(
−
∫ t

0

(
ν(f)β +

1− β
τ

)
dt

)
.

(31)

Based on the regularity property of the Q+ term given by Lions [29], when ∆t
goes to zero, β goes to one and the solution of the UGKS Eq.(27) converges
to

f(t) =f0e−
∫ t
0(νβ+ 1−β

τ )ds +

∫ t

0

(
βQ+(f, f)(s) +

1− β
τr

M

)
e−

∫ t
s (νβ+ 1−β

τ )dσds

=f0e−
∫ t
0 νds +

∫ t

0

Q+(f, f)(s)e−
∫ t
s νdσds,

(32)
which is the exact Boltzmann solution.
Case (2): ∆t > tc

If ∆t > tc, the parameters are set as A = 0 and B = ∆t, and the scheme
can be written as

[fn+1 −M ]− [fn −M ]

∆t
=
M(fn+1)− fn+1

τr
,
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which gives,
fn+1 −M = ri[f

n −M ],

and

|ri| =

∣∣∣∣∣ 1

1 + ∆t
τr

∣∣∣∣∣
<1,

Moreover,
lim

∆t/τr→∞
|ri| = 0,

which implies the L-stable property of the scheme as well.
From above discussion, we find the scheme is always stable for a spatially

homogeneous case. The exact Boltzmann solution can be obtained from
UGKS once the full Boltzmann collision term is used.

5.2. Asymptotic preserving analysis

In this section, we discuss the asymptotic preserving (AP) property of the
UGKS (23). AP property has been studied in the past few years [10, 13, 24,
27, 30]. However, the flow regimes considered are mostly two limiting cases,
namely the rarefied regime and Euler regime. Here, we propose a stronger AP
property which also includes the NS regime. A scheme for kinetic equation
is AP if

• Holding the mesh size, it degenerates to collisionless Boltzmann equa-
tion as Knudsen number goes to infinity and becomes a suitable scheme
for the Euler equation as Knudsen number goes to zero.

• Implicit part in the collision term can be effectively calculated explic-
itly.

• When Knudsen number is small, it preserves the discrete Chapman-
Enskog expansion. When the local time step is much larger than the
local particle collision time, i.e. ∆t � τr, the scheme is at least a
second order time accurate scheme for the NS equations.

For the sake of simple notation, the discussion is in one dimensional phys-
ical space.
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5.2.1. Collisionless limit

In free transport regime, or τr →∞, scheme Eq.(23) becomes,

fn+1
j,k = fnj,k +

1

∆x
((∆tfLj+1/2,k −

1

2
∆t2ukσj,k)H[uk]

+ (∆tfRj+1/2,k −
1

2
∆t2ukσj+1,k)(1−H[uk])),

which is a second order upwind scheme for collisionless Boltzmann equation.

5.2.2. Euler limit

In the following, we are going to analyze the UGKS in the continuum
regime with the conditions τr → 0 and ∆t� τr.

We assume that f has a continuous second order derivative with respect to
x, and the initial condition at the beginning of each time step is reconstructed
by central difference. Based on the assumption, the solution at cell interface
Eq.(20) becomes

f(xj+1/2, t, uk, ξ) =(1− e−t/τr)
(
Mn

j+1/2,k + g1,n
j+1/2,k − τr(aukM

n
j+1/2,k + ÃMn

j+1/2,k)
)

+ ÃMn
j+1/2,kt+ e−t/τr(aukM

n
j+1/2,k − ukσk)t

+ e−t/τrfi+1/2,k

(33)

where σk =
fnj+1,k−f

n
j,k

∆x
.

In the Euler limit when τr → 0, the parameters in scheme (23) take values
(A,B) = (0,∆t). Taking limit of τn+1

r → 0 in Eq.(23), we have

lim
τn+1
r →0

fn+1
j,k = lim

τn+1
r →0

fnj,k + 1
∆x

∫ tn+1

tn
(fj−1/2,k − fj+1/2,k)dt+ ∆t

τn+1
r

g1(fn+1
j )k

1 + ∆t
τn+1
r

+ lim
τn+1
r →0

∆t
τn+1
r

M(fn+1
j )k

1 + ∆t
τn+1
r

=M(fn+1
j )k.

(34)
Note that based on the definition of g1 in Eq.(13), we have g1(fn+1) ∼
O(τn+1), thus,

lim
τn+1
r →0

∆t
τn+1
r

g1(fn+1
j )k

1 + ∆t
τn+1
r

= 0.
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Therefore, as τr approaching to zero, the numerical solution f converges
to M(f). By linear interpolation, the cell interface distribution function
fj+1/2(tn, uk, ξ) is

fj+1/2(tn, uk, ξ) =fnj,k +
fnj+1,k − fnj,k

∆x

1

2
∆x

=Mn
j+1/2,k +O(∆x2),

(35)

where

Mn
j,k = M(fj(t

n))(uk), Mn
j+1/2,k = M(fj+1/2(tn))(uk).

Substituting initial condition Eq.(35) into the integral solution Eq.(33), we
have for t ∈ [tn, tn+1],

f(xj+1/2, t, uk, ξ) =Mn
j+1/2,k + tÃMn

j+1/2,k

+ te−t/τr(aukM
n
j+1/2,k − σkuk)

− τr(1− e−t/τr)(aukM
n
j+1/2,k + ÃMn

j+1/2,k)

+ (1− e−t/τr)g1,n
j+1/2,k

=M(fj+1/2,k(t)) +O(∆x2,∆t2),

(36)

as τr → 0. By taking conservative moments ψ to Eq.(36), one can get the
cell interface flux for conservative variables,

Fw =

 ρU
ρU2 + P

(ρE + P )U


j+1/2

+O(∆t2,∆x2). (37)

Substituting the microscopic flux Eq.(36) into Eq.(16), taking conservative
moments, and keeping O(1) terms, we get the discrete Euler system,

ρn+1 − ρn

∆t
+

1

∆t∆x

∫ tn+1

tn

[
(ρU)j+1/2 − (ρU)j−1/2

]
dt = O(∆t2,∆x2),

ρn+1Un+1 − ρnUn

∆t
+

1

∆t∆x

∫ tn+1

tn

[
(ρU2 + P )j+1/2 − (ρU2 + P )j−1/2

]
dt

= O(∆t2,∆x2),

(ρE)n+1 − (ρE)n

∆t
+

1

∆t∆x

∫ tn+1

tn

[
((ρE + P )U)j+1/2 − ((ρE + P )U)j−1/2

]
dt

= O(∆t2,∆x2),
(38)
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from which we can observe that UGKS is a second order scheme for the Euler
equations as Knudsen number goes to zero,

∂ρ

∂t
+
∂ρU

∂x
= O(∆t2,∆x2),

∂(ρU)

∂t
+
∂(ρU2 + P )

∂x
= O(∆t2,∆x2),

∂(ρE)

∂t
+
∂(ρE + P )U

∂x
= O(∆t2,∆x2).

(39)

5.2.3. Navier-Stokes limit

Next, we analyze the asymptotic property of the scheme (15) in the
Navier-Stokes regime with small τr and ∆t, under the condition ∆t� τr.

The following analysis is given for a well resolved flow region with ∆t > tc
and the initial condition at the beginning of each time step is reconstructed
by central difference. When τr is small, the parameters in the scheme take
the values (A,B) = (0,∆t). The initial condition is assumed to be the form
f0 = M(f0) +O(τr).

Following the Chapman-Enskog theory, when τr � 1, the cell averaged
solution fj(t, u, ξ) can be formally written as an asymptotic expansion of
small parameter τr,

fj = f 0
j + τrf

1
j +O(τ 2

r ). (40)

The modified equilibrium distribution function M̃(fj) can be expanded as

M̃(fj) = M(fj) + g1(fj),

where g1 is of order τr. The stress tensor and heat flux can be expanded as

θ = TI + τrθ
1 +O(τ 2

r ),

q = 0 + τrq
1 +O(τ 2

r ),

where

θ1 =
1

ρ

∫
R3

(v − U)2f 1
j (t, u, ξ)dudξ,

q1 =
1

2

∫
R3

((u− U)2 + ξ2)(u− U)f 1
j (t, u, ξ)dudξ.

Assuming that scheme (23) depends continuously on t ∈ [tn, tn+1], by
taking time derivative, we have

∂tfj,k(t) + uk
fi+1/2,k(t)− fi−1/2,k(t)

∆x
=
M̃(fj(t))k − fj,k(t)

τr
+O(t). (41)
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From Eq.(34), we have f 0
j (tn) = M(fj(t

n)). Balancing the O(1) terms in
Eq.(41), we have

f 1
j,k(t

n) =g1(fj(t
n))k/τr − ∂tM(fj(t

n))k

− uk
M(fj+1/2(tn))k −M(fj−1/2(tn))k

∆x
+O(∆t)

=g1(fj(t
n))k/τr − ∂tM(fj(t

n))k − uk∂xM(fj(t
n))k +O(∆t,∆x2).

Then, based on the cell center values, by interpolation the distribution func-
tion at cell interface at tn up to order O(τr) is

fj+1/2(tn, uk, ξ)

=fnj,k +
fnj+1,k − fnj,k

∆x

1

2
∆x

=Mn
j,k + g1,n

j,k − τr(∂tM
n
j,k + uk∂xM

n
j,k +O(∆x2,∆t))

+ ∂x(M
n
j,k + g1,n

j,k − τr(∂tM
n
j,k + uk∂xM

n
j,k))

1

2
∆x

+O(τr∆t, τr∆x
2) +O(∆x3)

=Mn
j+1/2,k + g1,n

j+1/2,k − τr(∂tM
n
j+1/2,k + uk∂xM

n
j+1/2,k)

+O(τr∆t,∆x
2),

(42)

where
g1,n
j,k = g1(fj(t

n))(uk), g
1,n
j+1/2,k = g1(fj+1/2(tn))(uk),

Mn
j,k = M(fj(t

n))(uk),M
n
j+1/2,k = M(fj+1/2(tn))(uk).

Substituting initial condition (42) into the integral solution (20), we have for
t ∈ [tn, tn+1],

fj+1/2(t, uk, ξ)

=Mn
j+1/2,k + g1,n

j+1/2,k − τr(ÃM
n
j+1/2,k + ukaM

n
j+1/2,k)

+ tÃMn
j+1/2,k

− τrte−t/τr(uk∂x(ÃMn
j+1/2,k + ukaM

n
j+1/2,k) +O(τr∆t, τr∆x

2))

+O(∆x2)

=Mj+1/2,k(t) + g1
j+1/2,k(t)− τr(∂tMj+1/2,k(t) + uk∂xMj+1/2,k(t))

+O(τr∆t,∆t
2,∆x2),

(43)
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where

Mj+1/2,k(t) = M(fj+1/2(t))(uk), g1
j+1/2,k(t) = g1(fj+1/2(t))(uk).

The non-equilibrium part in Eq.(43) is

f 1
j+1/2(t, uk, ξ) =g1

j+1/2(t, uk)− τr(∂tMj+1/2(t, uk) + uk∂xMj+1/2(t, uk))

=Mj+1/2(t, uk)
4(1− Pr)λ2

5ρ
c′k · q(2λc′2k − 5)

−Mj+1/2(t, uk)

(
τr

(
λc′2k −

5

2

)
c′k
∂

∂x
lnT +

4

3
τrλc

′2
k

∂U

∂x

)
,

where c′k denotes the k-th peculiar velocity.
By taking conservative moments ψ to Eq.(43), one can get the cell inter-

face flux for conservative variables up to O(τr),

Fw =

∫
uMj+1/2(t, u, ξ)ψdudξ +

∑
k

∫
ukFj+1/2(t, uk, ξ)ψdξ

=

 ρU
ρU2 + P − 4

3
µUx

(ρE + P )U − 4
3
µUxU − κTx


j+1/2

+O(τ∆t,∆t2,∆x2),

(44)

with the viscosity coefficient µ = τrP and heat conduction coefficient κ =
CpτrP/Pr. From the above formulation, we can observe that UGKS is a
suitable scheme for the NS equations,

∂ρ

∂t
+
∂(ρU)

∂x
= O(τ∆t,∆t2,∆x2),

∂(ρU)

∂t
+

∂

∂x
(ρU2 + P − 4

3
µUx) = O(τ∆t,∆t2,∆x2),

∂(ρE)

∂t
+

∂

∂x
((ρE + P )U − 4

3
µUUx − κTx) = O(τ∆t,∆t2,∆x2).

(45)

In summary, when it comes to the hydrodynamic regime, the UGKS has
the following properties:

1. In hydrodynamic regime, if the flow is well resolved under a fine mesh
and ∆t is comparable to τr, the scheme approximates the NS equations
with a truncation error of O(τr∆t). If ∆t � τr, the scheme approxi-
mates the NS solution with a dominating error of O(∆t2). The time
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step of UGKS is not limited to be smaller than τr when it is applied in
the NS regime.

2. When ∆t � τr, the numerical flux of UGKS will not be sensitive to
the initial distribution function at the beginning of each time step as
well as the time discretization of the collision term. Even if we use
an explicit or implicit method to calculate the collision term or use
nonlinear limiter to reconstruct the flow field, the dominant numerical
errors in solving NS equation keep second order. More specifically, let’s
investigate the time averaged cell interface flux of UGKS,

F̃ugks =
1

∆t

∫ ∆t

0

ufj+1/2(t)dt

=
1

∆t
u[τr(1− e∆t/τr)(H(u)f li+1/2 + (1−H(u))f ri+1/2)

+ τr(τr(e
−∆t/τr−1 − 1) + ∆te−∆t/τr)u(H(u)σl + (1−H(u))σr)

+ (∆t− τr(1− e−∆t/τr))M0

+ τr(2τr(1− e−∆t/τr)−∆t(1 + e−∆t/τr))auM0

+ (
1

2
(∆t)2 + τr(τr(1− e−∆t/τr −∆t)))ÃM0].

When Knudsen number approaches to zero with ∆t � τr, the above
numerical flux goes to

F̃ugks =u

[
M0(1− τr(au+ Ã) +

1

2
∆tÃ)

+
τr
∆t

[H(u)fi + (1−H(u))fi+1 −M0] +O(τ 2
r )
]
,

which shows that the numerical flux of the UGKS will not be sensitive
to the initial reconstruction when time step is much larger than the
local mean free time. The numerical flux is mainly contributed from
the integration of the equilibrium state, which presents a NS flux. The
initial term decays with τr/∆t. The nonlinear limiter is to introduce
a kinematic dissipation of O(∆x2) in the initial flow reconstruction
[50]. Unfortunately, in the hydrodynamic limiting case, many other
AP schemes will evaluate the cell interface flux from [H(u)fi + (1 −
H(u))fi+1] only, where large numerical dissipation is intrinsically rooted
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from this flux vector splitting mechanism [55]. The last numerical
example in the next section is about the laminar boundary layer at
Re = 105 which is basically under such a situation. Accurate solution
can be obtained from UGKS, but many other AP schemes with the
upwind treatment for the interface flux will have difficulties here.

5.2.4. Dynamics in the transition regime

The above analysis presents the limiting governing equations of UGKS,
i.e., the collisionless Boltzmann equation, the Euler equations, and the NS
ones. Between these limits, a smooth dynamical transition is practically ob-
tained in UGKS with respect to the modeling scales of ∆x and ∆t and their
ratios to the particle mean free path and mean collision time. Since the
identified physics is closely related to the mesh size scale, it is difficult to
figure out the underlying governing equations in the transition regime. On
the other hand, with the increasing of rarefaction, the degrees of freedom
increases dramatically from a few conservative flow variables in the NS sys-
tem to the infinite number of individual particle movement. How to describe
such a system theoretically and what kind of flow variables can be used to
describe the non-equilibrium flow with a continuous variation of degrees of
freedom are basically unclear. Actually, from theoretical point of view, the
basic problem in any physical modeling is about the scale to identify the flow
physics. Unfortunately, this has never been fully answered in the traditional
non-equilibrium thermodynamics research. That is why all theoretical anal-
ysis of irreversible or extended thermodynamics are only limited to the near
equilibrium regime. However, the UGKS, as a direct modeling, has no much
difficulty to present a complete description of flow physics from equilibrium
to non-equilibrium ones, because there is a specific modeling scale in UGKS.
If the algorithm itself can be considered as a kind of governing equation
for the description of physical laws, to understand and conduct theoretical
analysis of the algorithm is as importance as the theoretical study of partial
differential equations. Different from the derivation of the Boltzmann equa-
tion, the modeling scale for the validity of the NS equations has never been
explicitly stated in the fluid mechanics research. The current analysis only
shows the convergence of the UGKS to the NS equations under the limiting
conditions, which may not be satisfied in practical computations. The above
analysis of so-called numerical error in terms of the NS equations can only
provide a reference. Theoretically, it is very hard to make any judgement
about which one presents a more physically accurate solution in the ”con-
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tinuum” flow regime, the NS or the UGKS. The numerical examples in the
next section demonstrate the dynamic differences from these two models in
the near continuum regime.

6. Numerical experiments

6.1. Sod shock tube problem

We first calculate one dimensional Sod shock tube problem with Knudsen
number in the range from 0.1 to 10−3, to test the performance of UGKS in
different flow regimes. The gas medium is argon modeled by VHS model,
and the dimensionless initial condition is given by ρl = 1.0, Ul = 0, Tl = 1.0,
and ρr = 0.125, Ur = 0, Tr = 1.25. The results in Fig.(4), show that the
UGKS is consistent with numerical Boltzmann solution in rarefied regime and
will converge to NS solution in hydrodynamic regime with a time step being
much larger than the particle mean free time (∆t ≥ 10τ). For the single scale
methods, the NS equations cannot give physically consistent solution when
Knudsen number becomes large, and the direct Boltzmann solvers always
require a small time step (∆t ≤ 0.1τ) for a physical solution, even in the
continuum regime.

6.2. Normal shock structures

The shock structure is one of the most important test case for the non-
equilibrium flow. In this calculation, we use non-uniform mesh in physical
domain, such as a fine mesh in the upstream and a relative coarse mesh in the
downstream. In addition, local time step is used to get stationary solution.
In previous studies, shock structures have been calculated by UGKS with
the Shakhov collision model only [53]. The major difference between the
previous UGKS and DSMC solution is in the temperature profile around the
upstream region, where the temperature from the UGKS rises earlier than
that in the DSMC for high Mach number shock wave. For the density profiles,
perfect match has been obtained between UGKS and DSMC solution. Here
in order to further improve the UGKS, the UGKS with the inclusion of the
full Boltzmann collision term is tested. The parameters to determine the
switching between full Boltzmann and Shakhov model in the current UGKS
depends on the relative values of the the local time step and particle local
mean free time. In all shock structure calculations, we set tc = 0.4τr. The
test cases are mostly chosen from a recent paper about the full Boltzmann
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solver [49], which provides easy comparison between the UGKS results and
the full Boltzmann solutions.

We first consider the shock wave computation of hard sphere molecules.
Ohwada solved this problem by means of a finite difference method [36].
Fig.(5) shows the shock structure, i.e., density, shear stress, and heat flux,
at Mach number 3 from the UGKS (symbols) and reference solutions (lines).
The UGKS results get perfect match with the full Boltzmann solutions. The
vertical line in Fig.(5-a) shows the location for the switching between the
combined full Boltzmann-Shakhov models and purely Shakhov model. Based
on this test, we can realize that the UGKS can use a large cell size in com-
putation, especially in the downstream region. Even with the stretched cell
size, accurate solutions can be obtained.

Next we consider argon gas with L-J potential. We use the generalized
anisotropic collision model to recover L-J potential which is expressed in
Eq.(11). Fig.(6) shows the shock structure of argon gas with L-J potential
at Mach number 2.8 from the UGKS and experiment measurement [26]. For
the shock wave of argon gas with L-J potential at M = 5, we compare the
UGKS solution with molecular dynamics simulation of [46]. Fig.(7) and (8)
present the shock wave structure and the distribution functions inside the
shock layer.

The last shock structure calculation is the argon gas at M = 6 from
UGKS (symbols) with non-uniform mesh and the full Boltzmann solution
(lines) with a much refined mesh. The results are shown in Fig.(9). This
shows that even with the variation of mesh size, the physical solution can be
always captured by UGKS.

6.3. Flow passing through a circular cylinder

In order to test the performance of UGKS for two-dimensional high speed
flow in various flow regimes,we calculate a flow of argon gas passing through
a circular cylinder at Mach number 2 and Knudsen number Kn = 1.0, 0.1,
10−2, and 10−3 relative to cylinder radius. The gas medium is argon modeled
by VHS model.

For the case with Kn = 1.0 and 0.1, the velocity space v ∈ [−8, 8]3 is
divided into 32 equally spaced velocity grids in each direction and 24 × 16
grids are used in physical space. We fix the CFL number to be 0.5 and use
local time to reach steady state. We set tc = 1.2× 10−3τr for Kn = 1.0 and
tc = 3.4× 10−3τr for Kn = 0.1. Because tc < 1/ sup ν, the parameters A and
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B are chosen as

(A,B) =

{
(∆t, 0), ∆t < tnc ,

(0,∆t), ∆t ≥ tnc .

The UGKS solutions are compared with the direct Boltzmann solver, as
shown in Fig.(10).

For the cases with Kn = 10−2, and 10−3, the velocity space v ∈ [−8, 8]3

is divided into 42 equally spaced velocity grids in each direction and 64× 48
grids are used in physical space. For these two cases, the implicit Shakhov
collision operator is used in UGKS and the UGKS solutions are compared
with the NS solutions by the GKS [50], which are shown in Fig(11). In these
small Knudsen number cases, the UGKS becomes a shock capturing scheme
for the NS solutions.

6.4. Lid-driven cavity flow

The 2-d lid-driven cavity flow is used for the study of flow physics in the
whole flow regimes. In the following calculations, the gas medium consists of
argon modeled by VHS. The wall temperature is kept the same as reference
temperature of Tw = T0 = 273K, and the up wall velocity is kept fixed at
Uw = 50m/s. Maxwell’s diffusion boundary condition with full accommoda-
tion is used at the boundaries. In the physical space, a non-uniform mesh
is used in order to identify the flow structure with different resolution. The
grid point follows

x = (10− 15s+ 6s2)s3 − 0.5, s = (0, 1, ..., N)/2N, (46)

in x-direction and similar formula is used in the y-direction.
The first few tests are in the rarefied and transitional regime, where the

UGKS solutions are compared with DSMC ones. Fig.(12)-(14) show the re-
sults from UGKS and DSMC solutions of [25] at Knudsen numbers 10, 1, and
0.075. The computational domain for Kn = 10 and Kn = 1 cases is composed
of 50× 50 non-uniform mesh in physical space and 72× 72× 24 points in the
velocity space. Due to the reduction of Knudsen number, the mesh size over
the particle mean free path can be changed significantly. The computational
domain for Kn = 0.075 case is composed of 23 × 23 non-uniform mesh in
physical space and 32× 32× 12 points in the velocity space. Due to the use
of non-uniform of mesh and the local time step, Fig.(14) includes the switch-
ing interface between the use of the full Boltzmann collision term and the
Shakhov model. Even with the hybrid collision models, a smooth transition
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is obtained in the solutions. Same as the previous calculation [21], perfect
match with DSMC results has been obtained from the current UGKS.

The next two test cases are numerically to validate the AP property
of the current scheme in the continuum flow regime at Knudsen numbers
1.42 × 10−3 and 1.42 × 10−4 or Re = 100 and 1000. The computational
domain for Re = 100 and Re = 1000 is composed of 61 × 61 non-uniform
mesh in physical space and 32 × 32 points in the velocity space. In both
cases, the freedom of molecule is restricted in a 2-D space in order to get
the flow condition close to the 2-D incompressible flow limit. Also, the non-
slip boundary condition is imposed in these two calculations. Fig.(15) and
(16) show the UGKS results and reference NS solutions [17]. This clearly
demonstrates that the UGKS converges to the NS solutions accurately in
the hydrodynamic limit. Fig.(15) also shows the switching interface between
the full Boltzmann and Shakhov model, a smooth solution is obtained across
the interface. At Re = 1000, the UGKS uses Shakhov model in the whole
domain.

Based on the above simulations, we get confidence to use the UGKS in
the whole flow regime. In the near continuum regime, it will be interesting to
use UGKS to test the validity of the NS solution. Before the development of
UGKS [52], an accurate gas-kinetic scheme (GKS) for the NS solutions has
been constructed and validated thoroughly [50, 54]. The comparison between
the solutions from the UGKS and GKS is basically a comparison of the
governing equations of the UGKS and the NS ones. In the following, we test
the cavity case at Re = 5, 10, 20, 30, 40, and 50, which are shown in Fig.(17)-
(22). At the above Reynolds numbers, the velocity profiles between UGKS
and GKS are basically the same. However, the temperature profiles get close
to each other after Re = 20. But, the heat flux can keep differences between
UGKS and GKS even up to Re = 50. As shown in these figures, the heat flux
from UGKS is not necessarily perpendicular to the temperature contour level,
which is the basic assumption of the Fourier’s law. We believe that the UGKS
provides more accurate physical solutions than those from the NS equations.
The UGKS is an indispensable tool in the study of non-equilibrium flow at
near continuum flow regime, which can be used as numerical experiments for
the construction of non-equilibrium thermodynamic theory in this regime.

6.5. Flat-plate boundary layer

The last case is the laminar boundary layer, where the flow is in the fully
continuum regime. The flow at M = 0.3 and Re = 105 over a flat plate
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is simulated. A rectangular mesh with 120 × 30 non-uniform grid points is
used and the mesh distribution is shown in Fig.(23(a)). In this case, the
local time step is mostly larger than the local particle mean free time and
the Shakhov model will be adopted automatically in the current UGKS. The
density, U, and V velocity contours are shown in Fig.(23(b))-(23(d)). The U
and V velocity profiles at different locations are plotted in Fig.(24), where
the solid lines are the reference Blasius solutions [28]. Even with as less as 5
mesh points in the boundary layer, both U and V velocity components can
be accurately captured by the UGKS. This is an ideal test case for validating
AP properties of kinetic methods.

7. Conclusion

In this paper, based on the numerical experiments on the time evolution
of a gas distribution function from the full Boltzmann collision term and the
kinetic model equation, a unified gas-kinetic scheme with the implementation
of both collision models is constructed and tested for multiscale flow prob-
lems. The underlying principle for the development of UGKS is the direct
modeling. The modeling scale is the mesh size and time step. The local
flow behavior depends on the ratio of the cell size to the particle mean free
path, or the local time step to the particle mean free time. The principle for
the construction of UGKS is different from the traditional CFD methodol-
ogy, where fluid dynamic equations are directly discretized. In UGKS, there
is no specific macroscopic or microscopic governing equations to be solved,
and the algorithm is based on the modeling of gas evolution in a discretized
space directly. The multiscale nature of UGKS is mainly achieved through
the adoption of a time evolution solution for the flux evaluation, where a
dynamic transition from the kinetic scale particle transport to the hydrody-
namic scale wave propagation has been incorporated in the flux modeling.
This feature makes UGKS be able to capture the corresponding flow physics
in different regimes. With the adoption of a local time step and a switching
function between the full Boltzmann collision term and model equation, the
UGKS becomes a relatively efficient method for the study of multiscale flow
problems. In the rarefied flow regime, the UGKS presents the Boltzmann
solution, and in hydrodynamic regime it goes to the Navier-Stokes solutions.
In the transition regime, the UGKS itself provides a valuable tool for the
study of non-equilibrium flow phenomena. For example, in the cavity flow
simulation the UGKS presents a heat flux which is inconsistent with the
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Fourier’s law even at Reynolds numbers Re ≤ 50.
Certainly, it is only at the early stage to use the direct modeling concept

for the CFD algorithm development [51], the so-called direct construction of
discrete gas evolution equations. In UGKS, the cell size and time step are
not purely related to the truncation errors, but they play dynamic roles. The
flow physics described by UGKS depends on the cell resolution. Therefore, it
is hard to use conventional error analysis to evaluate UGKS. To the current
stage, the UGKS has been constructed only for monatomic gas and diatomic
gas with rotational degrees of freedom only. More physical effects, such as
molecular vibration, ionization, even chemical reactions, need to be included
into the UGKS. Mathematical analysis, such as the consistency, stability, and
the underlying multiscale governing equations, needs to be further studied
for UGKS. In conclusion, the UGKS is an extremely useful tool for the study
of non-equilibrium thermodynamics.
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Figure 1: Comparison of the x-component distribution functions f(u, 0, 0) of the relaxation
of anisotropic Maxwellian distribution.
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Figure 2: Comparison of the x-component distribution functions f(u, 0, 0) of the relaxation
of double half-normal distribution.
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Figure 3: Comparison of the x-component distribution functions f(u, 0, 0) of the relaxation
of tailored half-Maxwellian distribution.
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Figure 10: Flow passing through a circular cylinder at M = 2.0. a: pressure contours at
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Figure 11: Flow passing through a circular cylinder at M = 2.0. a: pressure contours
at Kn= 10−2. Background: UGKS solution; Solid lines: GKS (NS) solution; b: pressure
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Figure 12: Cavity flow at Kn=10. (a) temperature contours, black lines: DSMC, white
lines and background: UGKS; (b) U-velocity along the central vertical line and V-velocity
along the central horizontal line, circles: DSMC, line:UGKS.
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Figure 13: Cavity flow at Kn=1. (a) temperature contours, black lines: DSMC, white
lines and background: UGKS; (b) U-velocity along the central vertical line and V-velocity
along the central horizontal line, circles: DSMC, line:UGKS.
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Figure 14: Cavity flow at Kn=0.075. (a) temperature contours with domain interface
for different collision models, black lines: DSMC, white lines and background: UGKS; (b)
Computational mesh in physical space; (c) heat flux, dash lines: DSMC, solid lines: UGKS;
(d) U-velocity along the central vertical line and V-velocity along the central horizontal
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Figure 15: Cavity flow at Kn = 1.42× 10−3 and Re = 100. (a) stream lines with velocity
contour background and domain interface for different collision models; (b) Computational
mesh in physical space; (c) U-velocity along the central vertical line and V-velocity along
the central horizontal line, circles: NS solution, line: UGKS.
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Figure 16: Cavity flow at Kn = 1.42 × 10−4 and Re = 1000. (left) velocity stream
lines with velocity contour background; (right) U-velocity along the central vertical line,
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pressure along the central horizontal line, circles: NS solution, line: UGKS.

55



X

Y

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1
275.5
275.25
275
274.75
274.5
274.25
274
273.75
273.5
273.25
273
272.75
272.5
272.25
272

Re=5.0   Kn=2.85×10-2UGKS

a
X

Y

0.2 0.4 0.6 0.8 1

0.2

0.4

0.6

0.8

275.5
275.25
275
274.75
274.5
274.25
274
273.75
273.5
273.25
273
272.75
272.5
272.25
272

GKS Re=5.0   Kn=2.85×10-2

b

U/Uw(V/Uw)

U
/U

w
(V

/U
w
)

0 0.2 0.4 0.6 0.8 1
-0.2

0

0.2

0.4

0.6

0.8

U-Y(UGKS)
V-X(UGKS)
U-Y(GKS)
V-X(GKS)

c

Figure 17: Cavity simulation using UGKS and GKS at Kn = 2.85× 10−2 and Re = 5. (a)
temperature contour and heat flux: UGKS; (b) temperature contour and heat flux: GKS;
(c) U-velocity along the central vertical line and V-velocity along the central horizontal
line, circles: GKS, line: UGKS.

56



X

Y

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1
275
274.786
274.571
274.357
274.143
273.929
273.714
273.5
273.286
273.071
272.857
272.643
272.429
272.214
272

Re=10.0   Kn=1.42×10-2UGKS

a
X

Y

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1
275
274.786
274.571
274.357
274.143
273.929
273.714
273.5
273.286
273.071
272.857
272.643
272.429
272.214
272

Re=10.0   Kn=1.42×10-2GKS

b

U/Uw(V/Uw)

U
/U

w
(V

/U
w
)

0 0.2 0.4 0.6 0.8 1
-0.2

0

0.2

0.4

0.6

0.8

U-Y(UGKS)
V-X(UGKS)
U-Y(GKS)
V-X(GKS)

c

Figure 18: Cavity simulation using UGKS and GKS at Kn = 1.42×10−2 and Re = 10. (a)
temperature contour and heat flux: UGKS; (b) temperature contour and heat flux: GKS;
(c) U-velocity along the central vertical line and V-velocity along the central horizontal
line, circles: GKS, line: UGKS.
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Figure 19: Cavity simulation using UGKS and GKS at Kn = 7.12×10−3 and Re = 20. (a)
temperature contour and heat flux: UGKS; (b) temperature contour and heat flux: GKS;
(c) U-velocity along the central vertical line and V-velocity along the central horizontal
line, circles: GKS, line: UGKS.
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Figure 20: Cavity simulation using UGKS and GKS at Kn = 4.75×10−3 and Re = 30. (a)
temperature contour and heat flux: UGKS; (b) temperature contour and heat flux: GKS;
(c) U-velocity along the central vertical line and V-velocity along the central horizontal
line, circles: GKS, line: UGKS.
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Figure 21: Cavity simulation using UGKS and GKS at Kn = 3.56×10−3 and Re = 40. (a)
temperature contour and heat flux: UGKS; (b) temperature contour and heat flux: GKS;
(c) U-velocity along the central vertical line and V-velocity along the central horizontal
line, circles: GKS, line: UGKS.
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Figure 22: Cavity simulation using UGKS and GKS at Kn = 2.85×10−3 and Re = 50. (a)
temperature contour and heat flux: UGKS; (b) temperature contour and heat flux: GKS;
(c) U-velocity along the central vertical line and V-velocity along the central horizontal
line, circles: GKS, line: UGKS.

61



X

Y

-40 -20 0 20 40 60 80 100
0

5

10

15

20

25

30

35

40

a

X

Y

-40 -20 0 20 40 60 80 100
0

5

10

15

20

25

30

35

40
1.005
1
0.995
0.99
0.985
0.98
0.975
0.97
0.965
0.96

b

X

Y

-40 -20 0 20 40 60 80 100
0

5

10

15

20

25

30

35

40
40
37.8947
35.7895
33.6842
31.5789
29.4737
27.3684
25.2632
23.1579
21.0526
18.9474
16.8421
14.7368
12.6316
10.5263
8.42105
6.31579
4.21053
2.10526
0

c

X

Y

-40 -20 0 20 40 60 80 100
0

5

10

15

20

25

30

35

40
1.8
1.71579
1.63158
1.54737
1.46316
1.37895
1.29474
1.21053
1.12632
1.04211
0.957895
0.873684
0.789474
0.705263
0.621053
0.536842
0.452632
0.368421
0.284211
0.2
0

d

Figure 23: Laminar boundary layer computation using UGKS at M = 0.3 and Re =
105. (a) mesh distribution; (b) density contours; (c) U velocity contours; (d) V velocity
contours.
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Figure 24: UGKS solution. (a) U-velocity distribution at different locations; (b) V-velocity
distribution at different locations. Symbols: UGKS, lines: reference solutions.
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