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Abstract

All the fundamental interactions except gravity have been successfully described
in the framework of quantum field theory. Construction of a consistent quantum
theory of gravity remains a challenge, because the general theory of relativity is
not renormalizable. We consider gravitational theories that aim to improve the
ultraviolet behavior of general relativity. The main tool of our analysis is the
Hamiltonian formulation of theories that possess local (gauge) invariances.

Horava-Lifshitz gravity achieves power-counting renormalizability by assum-
ing that space and time scale anisotropically at high energies. At long distances
the theory flows to an effective theory that is relativistically invariant. We
propose a generalization of this theory. Motivated by cosmology, the modified
F(R) Horava-Lifshitz gravity is constructed. It retains the renormalizability of
the original Horava-Lifshitz gravity. The Hamiltonian analysis shows that the
theory contains two extra degrees of freedom compared to general relativity:
one is associated with the lack of relativistic invariance at high energies and
another with the presence of a second-order time derivative of the metric in the
Lagrangian due to the nonlinearity of the function F(R). The theory is able
to describe inflation and dark energy in a unified manner without extra com-
ponents. For a certain choice of parameters the theory effectively flows to the
relativistic F'(R) gravity at long distances.

Hamiltonian analysis of the recently proposed covariant renormalizable grav-
ity is accomplished. The structure of constraints is discovered to be very com-
plicated, especially for the new version of the theory with improved ultraviolet
behavior. Moreover, this theory is found to contain a ghost, a degree of freedom
with negative energy, which destabilizes the theory.

The Hamiltonian analysis of relativistic higher-derivative gravity is revisited.
Conformally invariant Weyl gravity is concluded to be the only theory of this
type that could even in principle restrain the existing ghosts, since in all other
potentially renormalizable cases the number of ghosts exceeds the number of
local invariances.

Lastly, we investigate the idea of deriving a gravitational theory by gauging
the twisted Poincaré symmetry of noncommutative spacetime.



ii
Tiivistelma

Kaikki luonnon perustavanlaatuiset vuorovaikutukset gravitaatiota lukuun ot-
tamatta on kuvattu onnistuneesti kvanttikenttateorian avulla. Gravitaatiota ku-
vaavan kvanttiteorian johdonmukainen méaéarittely on erittdin vaikeaa, koska
gravitaatio eroaa sihkomagneettisesta, heikosta ja vahvasta vuorovaikutukses-
ta olennaisin tavoin. Gravitaation kvanttiominaisuuksien selvittdminen on vélt-
tamatontéa, jotta oppisimme ymmartamadn kuinka gravitaatio toimii alkeishiuk-
kasten tasolla ja ddrimmaisissa olosuhteissa kuten varhaisessa maailmankaikkeu-
dessa ja mustissa aukoissa. Téssa tyossd tutkitaan gravitaatiota kuvaavia teo-
rioita, joilla pyritddn muokkaamaan yleistd suhteellisuusteoriaa niin, ettéd teoria
voidaan kvantisoida johdonmukaisesti.

Horava-Lifshitz-gravitaatio on uusi gravitaatiota kuvaava kvanttikenttateo-
ria. Ehdotamme teorian yleistyksen. Se séilyttdd alkuperdisen teorian ominai-
suudet erittdin lyhyilla etéisyyksilla, missd kvantti-ilmiot hallitsevat. Lisdksi se
kykenee kuvaamaan koko maailmankaikkeuden kiihtyvén laajenemisen ilman,
ettd teoriaan pitdisi lisdtd pimedd energiaa tai muita vastaavia komponentteja.

Toinenkin uusi gravitaatioteoria analysoidaan. Toteamme teorian sisdltédvan
niin kutsutun haamun eli vapausasteen, jonka energia on negatiivinen. Se tekee
teoriasta epavakaan. Taman vuoksi kyseinen teoria ei voi olla oikea gravitaation
kuvaus.

Tutkimme my6s perinteisié gravitaatioteorioita, jotka sisdltévit korkeamman
asteen derivaattoja. Weylin gravitaatioteorian sisdltdmien haamujen lukuméa-
ra todetaan yhtd suureksi kuin teorian paikallisten symmetrioiden lukumaéra.
Tama saattaa mahdollistaa haamujen vakauden hallinnan ja johdonmukaisen
kvanttiteorian méaarittelyn.

Lopuksi tutkimme voidaanko gravitaatioteoria johtaa tekemélld epdkommu-
toivan aika-avaruuden kiertyneestd Poincarén symmetriasta paikallinen symmet-
ria. Tadman todetaan edellyttiavan nykyistd syvéllisempéad ymmérrystda symmet-
rioiden rakenteesta epidkommutoivassa aika-avaruudessa.
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Chapter 1

Introduction

1.1 Motivation for studying alternatives to gen-
eral relativity

The general theory of relativity (GR) has been the foundation for the research
of gravitational phenomena since its publication [1] in 1916. GR has been tested
experimentally with great accuracy and remarkably it has passed every test to
date [2]. Considering that at its time GR was rather born out of thought exper-
iments than from a need to explain specific new observations, the experimental
success of GR is no short of miraculous.! Nevertheless, alternatives to GR are
still explored and studied actively for several good reasons. Most of these rea-
sons are theoretical in nature, rather than phenomenological, in the sense that no
experiment or observation necessarily requests modification of GR. Indeed, the
GR based model of the Universe is able to describe gravitational phenomena all
the way from the scale of laboratory and everyday life to the scale of the whole
Universe very successfully. There are, however, reasons to suspect that GR is
incomplete. One is the well known incompatibility of GR with the quantum
theory. Construction of a consistent quantum theory of gravity is perhaps the
most fundamental problem of current theoretical physics. Another problem of
GR is the fact that according to standard cosmology no more than five percent
of the energy content of the Universe consists of objects that we are able to ob-
serve by means other than gravity. According to present knowledge the newborn
Universe underwent an era of exponential expansion, which is called inflation.
During inflation the primordial quantum fluctuations of the energy density were
produced, which are the origin for structure formation in the Universe. The fol-
lowing cosmological evolution is conventionally described by the ACDM model.
In addition to usual baryonic matter, it includes dark energy in the form of
cosmological constant A and cold dark matter (CDM). GR is consistent with
observations provided that dark energy accounts for the majority of energy in

L Albeit the ability to correctly explain the anomalous perihelion shift of the planet Mercury
served as an important qualification for the field equations of GR.



4 Introduction

the Universe and the amount of dark matter is over five times greater than that
of usual luminous matter. Since the observed effects of dark energy and dark
matter have been purely gravitational so far, it is natural to ask whether their
effects could be explained by a modification of GR.

Modifications of GR can be most conveniently classified according to the
aspects of gravity that a given modified gravitational theory aims to improve on.
Each of those aspects of gravity can be identified with a distance scale, where
the associated gravitational phenomena appear. Thus it is convenient to classify
modified gravitational theories according to the nature of the modification in
question and the distance scales it affects. In this work we are mostly interested
in the behavior of gravity in very short distances, where gravitational quantum
effects are expected to become significant. But we shall also address theories
which modify gravity significantly at the cosmological scale, both in early and
late stages of the Universe. A modification of gravity that is relevant mostly at
the scale of galaxies and galaxy systems is mentioned briefly. Since the number of
known modifications of GR is quite large, the selection of these theories discussed
in this work is naturally a limited one. Before we introduce those modifications of
GR, we shall outline the essential role of Hamiltonian formulation of dynamics in
the study of constrained dynamical systems like gravity, and physics in general.

1.2 Hamiltonian formalism

In classical dynamics, Hamiltonian formalism provides an alternative to the La-
grangian formulation of dynamics, which has vastly enriched and enlarged the
applicability and scope of classical analysis of dynamical system. In modern
physics, the Hamiltonian formalism is the foundation of the canonical quantiza-
tion of dynamical systems. Thus the quantum theory is fundamentally rooted in
the Hamiltonian formulation of dynamical systems. The full power of Hamilto-
nian formalism is realized in the analysis and quantization of dynamical systems
that possess constraints and continuous symmetries. Such constrained systems
are usually referred to as gauge theories, and the continuous symmetry associ-
ated with such a theory is called gauge invariance. All the current fundamental
theories of physics are field theories that exhibit local (gauge) invariances. The
Hamiltonian formalism provides a reliable and well founded formulation of gauge
theories.

1.3 Quantum gravity — the shortest distance
scales

All fundamental interactions except gravity are successfully described in the
framework of quantum field theory (QFT). The description of the electromag-
netic, weak and strong interactions is provided by the standard model of particle
physics. It has been experimentally verified with great accuracy, especially by
particle accelerator experiments. The recently discovered candidate for the Higgs
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boson will likely be the last missing piece of the standard model. More precisely
the standard model is a gauge field theory, i.e., it possesses a local symmetry
under internal gauge transformations of its fields. Its internal gauge symmetry
is based on the gauge group SU(3)c x SU(2)L, x U(1)y, where “C” refers to
the color symmetry of quarks in quantum chromodynamics, “L” refers to the
doublets of left-handed fermions in the electroweak theory and “Y” refers to the
weak hypercharge. The deepest understanding of the structure of such gauge
theories is provided by the Hamiltonian formalism discussed in Chapter 2. Grav-
ity as understood in GR differs greatly from the other interactions. First of all
gravity is universal. In other words, it affects particles of all kinds. The dynam-
ical quantity of GR is the metric of spacetime. Unlike for other interactions, the
local symmetry associated with gravity is external. Namely the symmetry under
diffeomorphisms of spacetime and under local Lorentz transformations of local
reference frames involves the coordinates of spacetime. Therefore incorporating
gravity into the standard model has not been successful.

There exist several approaches to the quantization of gravity, and to its
possible integration with particle physics. Loop quantum gravity is based on
the canonical formulation of GR. It replaces space with a quantized structure,
a spin network, which consists of finite loops whose size is comparable to the
Planck length. In string theory, a massless spin-2 particle called graviton is
included in the spectrum of closed strings. It is the quantum that mediates
gravity. No approach has been able to provide a fully satisfying formulation of
quantum gravity to date. In this work, we approach gravity from the viewpoint
of QFT and canonical formulation of modified gravitational theories.

Every consistent theory formulated in the framework of QFT has to be renor-
malizable in order to consistently remove the divergences that arise when phys-
ically relevant quantities are computed. Unfortunately, GR is not a renormal-
izable theory, when considered as a QFT in the weak-field approximation on a
fixed background. This is an expected property since the gravitational coupling
constant k — related to Newton’s gravitational constant Gy as k = 87GN — has a
negative mass dimension, [k] = (mass)~2.2 The gravitational coupling appears
in the Einstein-Hilbert (EH) action

Senlg] = = [ dtev=g(R=20), (L1)

where the dynamical variable is the metric g,, of the spacetime manifold M,
the scalar curvature defined by the metric is denoted by R, and the cosmological
constant A is optional. Matter is described by adding an action Smat[gu, ]
which couples the matter fields 1 minimally to the spacetime. The field equations
for the metric g,, are obtained as

R/LV - §g;wR + g,uuA = HTHV 5 rfp,u = —7¢ ; (12)

V=g  og"
where R, is the Ricci tensor and T}, is the energy-momentum tensor for the
matter fields. It is indeed well known that perturbative renormalization of GR

2We assume units /i = ¢ = 1, unless otherwise stated.
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using dimensional regularization and the background-field method gives rise to
one-loop divergences which are quadratic in the Riemann curvature tensor [3—
5.3 Pure GR without matter happens to be free of divergences at one-loop
order [3], but that is merely accidental since the divergences appear for two-
loops [7]. These divergences are known to arise for couplings to different kinds
of physically relevant matter components: scalars, photons and Spin—% fermions.
The appearance of divergences requires us to include invariants quadratic in the
Riemann curvature tensor into the Lagrangian as counterterms. Higher-order
curvature terms appear at higher loop orders.

On the other hand, the generation of curvature invariants of all possible
orders into a gravitational action can be seen as the consequence of quantum
fluctuations of vacuum, whenever spacetime is allowed to be curved [8].

These considerations motivate us to consider a gravitational Lagrangian con-
sisting of the EH action and the two independent quadratic curvature invariants,
chosen here as R, R*” and R2,

R
Spr2[gu] = /M d*zy/=g (A + o R R + ﬁR2> . (1.3)

The Riemann tensor squared term can be excluded due to the Gauss-Bonnet-
Chern theorem, which states that fM d*z\/—g (RWPURWW — 4R, R + RQ)
is a topological invariant. The quadratic curvature terms in the action (1.3)
are known to render the theory renormalizable [9], provided the cosmological
constant A is absent.* The theory is also known to be asymptotically free [10].
Renormalizability can be attained thanks to the fourth-order spacetime deriva-
tives in the Lagrangian, which imply that the graviton propagator behaves as
k=% in the momentum space for high momenta k. For couplings a # 0 and
B # —a/3, the action (1.3) contains eight local degrees of freedom [9, 11]: two
are associated with the usual massless spin-2 graviton, one with a massive scalar,
and five are associated with a massive spin-2 excitation. A major problem is that
the massive spin-2 field carries a negative energy. Such a field is often called a
ghost.? The presence of a ghost can be seen by considering the momentum-
dependence of the propagator,

RS N S )

K2+ k*m2  k* K24+ ml
where the first term represents the massless graviton, and the second term with a
wrong sign is a ghost of mass squared m?2, ~ (2ka)~!. This means that the theory
is unstable due to the interactions between the positive and negative energy
degrees of freedom. The problem with unstable ghosts hampers field theories
with higher-order time derivatives generally, unless a local symmetry prevents it.
Alternatively, the presence of such interacting ghosts can be regarded to destroy

3The covariant Feynman rules for GR were worked out in [6].

4In (1.3), A has a different dimension and sign compared to the EH action (1.1).

5These ghost fields should not be confused with the friendly ghosts encountered in BRST
quantization of gauge theories, nor with their predecessor the famous Faddeev-Popov ghosts.
Quantization of gauge theories is discussed in Sec. 2.3.
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unitarity, if the negative energy states are interpreted as positive energy states
with indefinite norm. Note that such interpretation overthrows the postulate
of quantum theory that states have to be normalizable. However, choosing «
to be sufficiently small, the violation of unitarity can be chosen to appear at
arbitrarily high energy scale. Thus the theory can be considered as an effective
theory of quantum gravity.

An interesting case of curvature-squared gravity (1.3) is the conformally in-
variant Weyl gravity [12], whose action is the square of the Weyl tensor. (For a
recent review, see [13] and references therein.) We consider Hamiltonian formu-
lation of Weyl gravity and other renormalizable curvature-squared gravitational
theories in Chapter 7.

In supersymmetric theories of gravity the problems with divergences are
milder than in GR. One-loop and two-loop divergences are absent in four-dimen-
sional supergravity. Explicit three-loop calculations have not been performed in
GR nor supergravity due their extremely complicated nature. Three-loop diver-
gences might vanish in maximally supersymmetric supergravity.

Recently, some interesting new approaches to quantum gravity have emerged.
Those theories will play a central role in this work. Horava-Lifshitz (HL) gravity
[14] is a novel attempt to construct a consistent QFT of gravity. It is based on
the idea that space and time scale anisotropically at very high energies, while
at long distances the conventional relativistic structure of spacetime emerges.
At high energies the theory is deeply nonrelativistic. This enables one to im-
prove the ultraviolet (UV) behavior of the graviton propagator. According to the
power-counting argument the Lagrangian of HL gravity possesses dimensional
properties that suggest the theory is renormalizable. In order to ensure that
the theory truly is renormalizable, the presence of pathologies such as unstable
ghosts or strong coupling at low energies has to be ruled out. HL gravity and its
Hamiltonian dynamics are presented in Chapter 4. We proposed the modified
F(R) HL gravity in papers II [15] and III [16]. It combines the favorable UV be-
havior of HL gravity and the interesting cosmological aspects of relativistic f(R)
gravity (see Sec. 1.4). Our modified HL theory and its Hamiltonian formulation
are discussed in Chapter 5.

Covariant renormalizable gravity (CRG) [17] aims to achieve a similar UV
behavior as HL: gravity, but preserving relativistic invariance at the fundamental
level. Lorentz invariance of the graviton propagator of CRG is, however, broken
spontaneously at high energies. The advantage of CRG compared to HL gravity
is the spontaneous breaking of relativistic invariance. On the other hand, Lorentz
invariance could equally well be broken explicitly at high energies as long as it is
restored at sufficiently low energies. A new version of CRG has been proposed
[18], where a perturbative analysis around Minkowski spacetime showed that
the theory is free of propagating extra degrees of freedom. However, the CRG
action contains higher-order derivatives, which suggests it should exhibit extra
degrees of freedom. We have studied the Hamiltonian structure and degrees of
freedom of the CRG theories in papers V [19] and VI [20]. These works will be
outlined in Chapter 6.
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1.3.1 Noncommutative spacetime

Convincing arguments based on GR, quantum theory and string theory imply
that the continuous nature of the spacetime manifold breaks down at the Planck
scale around 1073% metres. These arguments also indicate that the quantized
structure of spacetime can be described in terms of noncommutative coordi-
nates. This can be accomplished by defining the coordinate operators Z* of
noncommutative spacetime to satisfy the commutation relations

[&#, 2Y] = i0" . (1.5)

In the simplest case, 6#¥ is an antisymmetric constant matrix of dimension length
squared. The noncommutative algebra of operators generated by (1.5) can be
represented on the algebra of ordinary functions on commutative spacetime via
Weyl quantization. Noncommutative field theory (for reviews, see [21, 22]) pro-
vides an alternative approach for describing the quantum structure of spacetime.
The discovery of the twisted Poincaré symmetry has provided a substitute for
the concept of relativistic invariance to noncommutative field theory [23, 24].
Formulation of a fully consistent and viable theory of gravity on noncommuta-
tive spacetime has been proven to be a challenging problem. We believe that the
construction of noncommutative gravity should be based on a guiding symmetry
principle, analogous to those of classical gravitational theories such as GR and
Einstein-Cartan gravity, and of gauge field theories of particle physics. In paper
I [25], we introduced the idea that noncommutative gravity should be built as
a gauge theory of the twisted Poincaré symmetry. This idea and the emerging
problems are reviewed in Chapter 8.

The more general case with 0*” being an antisymmetric tensor field has
also been considered. For example we have studied the possibility to construct
generally covariant star-products between tensor-valued differential forms [26]
or Lie-valued differential forms [27], which might enable consistent formulation
of gauge and gravitational theories when 6* is an antisymmetric tensor field.
These works are beyond the scope of this thesis.

1.3.2 Emergent gravity

As another alternative for the regular attempts to quantize gravity, we could
interpret gravity as an emergent phenomenon. Gravity could be a residual ef-
fect arising from an unknown quantum theory that does not include gravity at
the fundamental level. On the other hand, gravity could be a thermodynamic
(statistical) effect arising from an unknown fundamental quantum theory.

The field equations of GR have been derived locally on Rindler causal hori-
zons as a thermodynamic equation of state [28]. This and other such intriguing
connections between gravity and thermodynamics offer some support for the
idea of emergent gravity.

As a recent example of an emergent theory of gravity, we mention the so-
called entropic gravity hypothesis [29], where gravity emerges as an entropic
force due to thermodynamics of an unknown quantum theory of holographic
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screens. In this reinterpretation, laws of thermodynamics are not only upheld
in gravitational phenomena, but rather they are the cause of gravity. Masses
tend to gravitate towards each other because that increases the entropy of the
system. Thermodynamics of holographic screens can be seen as a generalization
of black hole thermodynamics. In particular, the entropy of a holographic screen
that coincides with the event horizon of a black hole matches the Bekenstein-
Hawking entropy [30, 31]. This is the maximum amount of entropy that can be
fitted into a given region of space. Microscopic origin of the black hole entropy
has been studied in string theory (see [32] for a major contribution) and in other
candidates of quantum gravity as well.

We have studied the relation of entropic gravity to quantum mechanics
[33, 34] in the light of the GRANIT experiment, where gravitationally bound
quantum states of ultra-cold neutrons have been observed for the first time [35].
Methods for observing resonance transitions between gravitationally-bound neu-
tron states have been developed [36, 37]. We found the claimed contradiction
of entropic gravity with the existence of gravitationally bound quantum states
of neutrons [38] to be based on questionable assumptions. It is plausible that
both entropic gravity and quantum mechanics could emerge from a theory of
holographic screens in a consistent manner. In order to become a viable theory
of gravity, entropic gravity will have to be able to accommodate graviton as an
emergent concept, much like that in AdS/CFT duality or as phonon in solid
state physics. However, detailed account of these works is beyond the scope of
this thesis.

1.4 Inflation and dark energy — accelerated ex-
pansion of the Universe

At the cosmological scale the Universe is incredibly homogeneous, isotropic and
spatially flat. This has been observed both by the mappings of distribution of
galaxies and in particular by the mappings of the cosmic microwave background
radiation (CMB): most recently the WMAP [39] and Planck [40] projects. If
the observable part of Universe had been expanding by a relatively stable rate
since its birth, its distant regions would have never been in causal contact with
each other. Hence a thermal equilibrium could have never been attained and
we would expect to find the Universe to be much more inhomogeneous and
anisotropic. This is called the horizon problem. The flatness is problematic
because the curvature redshifts more slowly during the expansion of the Universe
than matter and radiation. Thus the energy density of the Universe would have
had to be extremely close to the critical density at the beginning. Currently,
the best explanation to horizon and flatness problems is provided by the idea
of cosmic inflation. During inflation the infant Universe expanded exponentially
by some 80 orders of magnitude in a fraction of a second, and at the end of it
the “Big Bang” expansion began. This means our whole observable Universe
used to be a small causally connected region which was blown up to a huge
size during inflation. The exponential expansion during inflation ironed out any
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inhomogeneities, anisotropies and spatial curvature, leaving only the primordial
quantum fluctuations as seeds for the structure formation that followed, once
the Universe had cooled down sufficiently.

According to observations of distant Type la supernovae the current ex-
pansion of the Universe is accelerating [41-43]. This view is supported by the
observations on CMB radiation, as well as other observations on the redshifts
of galaxies, e.g., [44, 45]. The cause of this acceleration is the so-called dark en-
ergy, which is uniformly distributed throughout the Universe. Dark energy has
a negative pressure that drives the accelerating expansion. The simplest theo-
retical explanation for dark energy is the cosmological constant, which provides
a constant negative pressure. It can indeed be made to fit the observational data
very well, as the impressive experimental success of the standard six-parameter
AC DM model demonstrates. However, the vacuum energy density predicted by
QFT is some 120 orders of magnitude greater than the observed value of the
cosmological constant. This has lead people to suspect that the vacuum energy
density should be zero, and hence the source of dark energy should be looked
elsewhere. In addition, the observed value of the cosmological constant happens
to be comparable to the current value of the density of matter. This is a coinci-
dence begging to be answered, because the vacuum energy and matter densities
evolve at different rates when the Universe expands: vacuum energy density is
constant and matter and radiation decrease as pmat X a3 and prag < a~4 with
the growing scale factor a(t) of space, respectively.

The next simplest alternative for dark energy is a scalar field that slowly
evolves down a potential so that it attains negative pressure. This provides a dy-
namical dark energy that drives the expansion of the Universe at late-times quite
similarly as the cosmological constant. There exists several scalar field models of
dark energy [46]. One of the most studied models is called quintessence, where
a regular scalar field is minimally coupled to spacetime and it slowly rolls down
a potential that is chosen to obtain desired expansion of spacetime. In order
to solve the coincidence problem with quintessence, the energy density of the
scalar field has to track the density of matter and radiation in a specific way
during the evolution of the Universe [47]. The density of quintessence tracks
the density of radiation from below during the radiation dominated era. During
matter domination quintessence attains negative pressure and starts to catch up
with the density of matter, until it overtakes matter and becomes the dominant
cause for the expansion. Thus scalar field models can provide an alternative
phenomenological solution to the coincidence problem.

The expansion history of the Universe is one of the main motivations for
considering modifications of GR. Instead of adding components like inflaton (the
field causing inflation) and quintessence, we can try to modify the EH action
(1.1) in order to achieve similar effects. One of the most popular modification is
f(R) gravity, where the scalar curvature in EH action is replaced by its function,

1
S.f(R) = % /M d4x\/jgf(R) + Smat [glu/v d)] . (16)

It is known to be able to realize practically any kind of expansion history and
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at the same time agree with local Solar system tests of gravity [48-51]. (For
reviews and further references, see [52] and also [53].) We consider metric for-
malism exclusively. Assuming f’(R) is invertible, continuous and one-to-one,
the action of f(R) gravity admits a classically equivalent representation as a
scalar-tensor theory. First we rewrite the action in a dynamically equivalent
form by introducing a pair of scalar fields ¢, x as

Sy = g [ AV O =0+ FO0)+ Sl 0] (1)

The Lagrange multiplier ¢ enforces the relation y = R. The equation of motion
for x gives ¢ = f’(x), which can be inverted x = f'~!(¢) and inserted back into
the action. The result is a special case of the well known Brans-Dicke theory
[54] with parameter w = 0, given in the Jordan frame as

Sy = 3 [ AVEGOR V(O] + Sumlgonvl, (18)
V(6) =650~ F (7 9).

The scalar field ¢ couples nonminimally to the curvature of spacetime and thus
behaves very differently compared to any matter scalar fields, which are assumed
to couple minimally to spacetime. As in any scalar-tensor theory, the action can
be written in Einstein frame form

R 1 - -
_ 4 ~ ~ UV
Shr) = /M d*zy/=g [% = 59" 0,00, — U(¢)}
+ Smat |:67 V2r/3 %WW}

(1.9)

by performing a conformal transformation of the metric and a redefinition of the
scalar field

~ ~ 3 10
Juv = Guv = PGuv ¢ = % In (%> . (1.10)
The form of the potential for the scalar field is again defined by the function f
as
/—1 _ /—1 ~

262 ’

This demonstrates the fact that depending on the chosen conformal frame, a
gravitational scalar field can appear as a minimally coupled scalar field, or as a
scalar field that couples nonminimally to R. Hence it is no wonder that f(R)
gravity is able to exhibit similar cosmological features as GR amended with scalar
fields that produce inflation and dark energy, such as inflaton and quintessence.
However, the transformation to Einstein frame (1.9) modifies the matter part of
the action by introducing an intricate coupling between the gravitational fields
b, Juv and the matter fields. This implies that the usual energy-momentum
tensor of matter (1.2) is not conserved in the Einstein frame, and hence the
energy density does not depend on the scale factor a(t) in the same way as it
does in the f(R) and Jordan frame forms.
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In order to achieve desired expansion history, we have to choose a suitable
form for the function f(R). That can be seen as a kind of fine-tuning. Choosing
a relatively simple form, such as for example f(R) = R+aR®*+ 3R~" with some
fixed positive a and b, should provide a model that is able to produce both the
inflation and the current accelerating expansion without an excessive amount of
parameters.

Adding an explicit coupling between an arbitrary function of R and the
Lagrangian density of matter into f(R) gravity causes an interesting extra force
[65], which is relevant particularly in the galactic scales.

1.5 Dark matter — gravitational dynamics of
galaxies

According to the theory of nucleosynthesis, measurements of abundances of cer-
tain light isotopes and the latest CMB radiation measurements [40] only 4.9% of
the energy content of the Universe consists of known types of baryonic matter,
assuming that GR is the correct theory of gravity. Over five times more (26.8%)
consists of unknown massive nonrelativistic particles which do not interact elec-
tromagnetically, referred to as nonbaryonic cold dark matter.

The rotation curves of galaxies, namely the graph of velocities of orbiting
stars and gas as a function of their distance from the galactic center of mass,
provide a quite direct evidence for the existence of dark matter. In order for
GR to reproduce the observed rotation curves, large amounts of dark matter
must reside in galaxies, and in particular in their halos. Observations on gravi-
tational lensing of galaxies and galaxy clusters provide another independent way
to observe the effect of dark matter.

An alternative explanation to the observed dynamics of galaxies and galaxy
systems was proposed by Milgrom [56]. His modified Newtonian dynamics
(MOND) amends Newton’s law of universal gravitation for low accelerations,
but leaves it intact when acceleration is much higher than a scale of order
1078 ¢cm/s?, which is fixed by observational data. Field theories that realize the
MOND paradigm have been constructed: first a nonrelativistic field theory [57]
and more recently relativistic field theories, in particular the tensor-vector-scalar
(TeVeS) theory [58, 59]. MOND and its relativistic realizations have earned some
remarkable experimental success especially at the scale of galaxies. However, at
the scale of galaxy clusters these theories are not consistent with observations
unless some form of dark matter exists. The missing mass could comprise of
dark baryons. In order to be consistent with observations on the gravitational
lensing of the famous bullet cluster 1E0657-56, the dark baryons would have to
be in a collisionless form. On the other hand, the high collision speed of the pair
of galaxy clusters that make up the bullet cluster appears to present a challenge
to the ACDM model. See [62] for an extensive review. The modified f(R) grav-
itational theory [55] may provide an alternative way to realize the MOND effect
[60, 61].
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Chapter 2

Hamiltonian formulation
and quantization of gauge
theories

In Hamiltonian formalism, the degrees of freedom of a dynamical system are
described by pairs of conjugated variables, namely the generalized coordinates
and their canonically conjugated momenta. These canonical variables form the
configuration space of the system, referred to as the phase space. The phase
space is a symplectic manifold. The system is described by a Hamiltonian func-
tion H on the phase space that generates the time evolution of the canonical
variables and of any dynamical variable f thereof

af _ af
de ot’

where the Poisson bracket is induced by the symplectic two-form w,

{f,9y =w"0,f0,9.

Unlike in the Lagrangian formalism, the equations of motion are first-order dif-
ferential equations in time.

When a dynamical system involves constraints between the canonical vari-
ables, the system is constrained to live in a subspace of the phase space. In a
gauge theory, the system is not only constrained, but also degenerate in the sense
that several configurations in phase space are associated with the same physical
state. This is referred to as gauge invariance. The full power of Hamiltonian for-
malism is realized in the analysis and quantization of theories that possess such
invariances. Hamiltonian formulation and canonical quantization of systems
with constraints was originally created by Dirac [63-65], followed by Bergmann
and collaborators [66-68]. Since then it has been developed to a comprehensive
framework for analysis and quantization of gauge theories. Hamiltonian formal-
ism is regarded as the most reliable and complete formulation of gauge theories.

{f, H}+ (2.1)
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The main drawback of Hamiltonian formalism is the loss of manifest covariance
due to the decomposition of spacetime into time and space. In this chapter, we
will explain some essential aspects of Hamiltonian analysis and quantization of
gauge systems.

We should emphasize that when considering Hamiltonian formulation of field
theory, we consider the traditional symplectic Hamiltonian formalism exclusively
(for reviews, see [69-72]). It is an instantaneous Hamiltonian formalism on
an infinite-dimensional phase space, where canonical variables are fields on a
spatial slice of spacetime at each instant of time. Each local degree of freedom is
described by a pair of canonical variables, whose evolution in time is generated by
the Hamiltonian. This Hamiltonian formalism is the foundation for the canonical
quantization of field theories.

A more faithful Hamiltonian counterpart of classical first-order Lagrangian
field theory would be covariant Hamiltonian field theory, where all coordinates x*
of spacetime are treated equally. Hence one would define canonical momenta p!'
corresponding to the derivatives of the fields ¢; with respect to all coordinates x*.
Thus the phase space of covariant Hamiltonian field theory is a finite-dimensional
polysymplectic or multisymplectic manifold.

2.1 Hamiltonian analysis of gauge theories

Hamiltonian analysis begins by casting the action functional of a given dynamical
system into the canonical form. Then the variational principle is redefined in
terms of the canonical variables. Let us consider a system of N fields ¢;(z),
i=1,...,N, on a given (d 4 1)-dimensional spacetime M, whose action can be
expressed in the Lagrangian form as

S = / d™ 2 L(q,0,9) - (2.2)
M

Here the Lagrange density function £ of the system depends on the field variables
¢i(z) and on their partial derivatives d,,¢;(z) with respect to the coordinates z* of
spacetime, but not on the coordinates explicitly.! Physical motion is postulated
to be such that the action is extremal under all variations d¢;(x) that vanish on
the boundary of spacetime. This variational principle implies the Euler-Lagrange
equations of motion,

oL oL
= _9 ():0, i=1,...,N, (2.3)
9gi 9(0ui)
where a sum over the repeated index of the partial derivatives J,, with respect
to the coordinates of spacetime x*, u =1,...,d 4+ 1, is assumed. We omit the

field argument (z) for brevity when there is no chance of misunderstanding.

n general, the Lagrangian density £ could of course depend on the coordinates explicitly.
However, in this work we will not encounter such theories. Theories involving higher-order
derivatives of the fields g;(x) will be considered later in Sec. 2.2.
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We assume there exists a well defined decomposition of spacetime into time ¢
and three-dimensional space X; for every ¢t. The idea is that spacetime admits a
foliation into a one-parameter family of nonintersecting spacelike hypersurfaces
>+ labelled by time. Spacetime is realized as the union of the spatial hyper-
surfaces. Foliation of spacetime into time and space will be discussed further
in Chapter 3, where we consider dynamical spacetime. For now it suffices to
understand that the action can be expressed as an integral of a Lagrangian over

time
ta

ty
where at any given time ¢t the Lagrangian is regarded as a functional of the fields
q;(t,x) on X; and of their partial derivatives with respect to time 0,¢;(t, ),

Lig,0,q) = / dzL(q,0:q, D, ...) . (2.5)
p

Spatial derivatives of the fields Dgq; are now regarded as dependent variables in
the Lagrangian. In (2.5), £ may even depend on higher-order spatial derivatives,
represented by the ellipses. The momentum p; (¢, ) canonically conjugate to the
field ¢;(t, x) on each point of space X; is defined by?

oL

P = —— i=1,...,N. 2.6
P 50 20
The canonical variables satisfy the canonical Poisson brackets:

{a:(t, ), pj(t,y)} = 6i;0(x — y), (2.7)

{pl(tv m)ap](tay)} =0.

The Poisson bracket can be defined as

_ dy _ of g
{f’g}*/ d Z(éqz 6pz 2) am(:n)aqi(w))’ (2:8)

where the arguments f and g are functions or functionals of the canonical vari-
ables ¢;(«) and p;(x). From now on the time dependence of dynamical variables
is assumed implicitly, so that in any expression all dynamical variables are taken
at the same time ¢t. Poisson brackets between arguments at different times are
not actually considered in this instantaneous Hamiltonian formalism. One can
regard such Poisson brackets to be identically zero, since arguments at different
times reside on different spatial hypersurfaces 3; and thus they must commute.

For a regular Lagrangian the Hessian matrix is of full rank, and hence one
can solve the time derivatives 0;¢; in terms of the canonical variables. In a gauge
theory, the Hessian matrix is singular

02L )
rank (—2 - V=N_-K, 0<K<N, 2.9
<6<atqi>5<atqj> (29)

2In the functional derivative of the Lagrangian L(t) with respect to d:q;(t, ), the field itself
qi(t, x) is regarded as independent of its time derivative.
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where we assume the rank of the Hessian is constant everywhere. Therefore
some of the velocities 0;q; cannot be solved in terms of the canonical variables
q; and p;. Instead there exists a set of local primary constraints between the
canonical variables

or(g,p) =0, k=1,....K. (2.10)

These constraints are assumed to be independent. The weak equality = is un-
derstood in the sense introduced by Dirac [69]: a weak equality can be imposed
only after all Poisson brackets have been evaluated, while a usual strong equality
can be imposed anywhere.

The canonical Hamiltonian H. is defined as the Legendre transform of the
Lagrangian L as®

N
lLIc[q,p]:/Z > pidigs — Llg, iq] . (2.11)

ti=1

The total Hamiltonian is then obtained by including the primary constraints
(2.10) as

K
H:HC+/ Z)\kqﬁk, (2.12)

St =1
where the coefficients \j, are arbitrary functions, called Lagrange multipliers. We
emphasize that the canonical Hamiltonian H. in (2.12) is defined by (2.11) up to
the constraints ¢y, since we can absorb any term proportional to a constraint ¢y
into the Lagrange multiplier Ax. The total Hamiltonian generates time evolution

for every function f(gq,p) on the phase space as

K
Oif(x) = {f (), He} +/Z Ay M) {f(@), ()} = {f(x), H}. (2.13)
t k=1

We denote f(x) = f(q(x),p(x)) for brevity. The equations of motion for the
canonical variables can be equivalently obtained by applying the variational
principle to the action

1o N
Slg, p, Al =/ dt (/ > pidvgi — H> : (2.14)
t Xt =1

Each primary constraint ¢ has to satisfy a consistency condition that ensures
the constraint is preserved under time evolution of the system,

8t¢kz{¢k,H}%0, k':L,K (215)

These consistency conditions may require introduction of further constraints, or
lead to determination of Lagrange multipliers in terms of the canonical variables.

3From now on we shall omit the fixed integration measure d%z from the integrals over space
t. Except when it could cause an ambiguity on which fields are integrated.
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Constraints that are required by the preservation of other constraints are called
secondary constraints. The secondary constraints in turn have to satisfy similar
consistency conditions (2.15) in order for them to be preserved in time. That
may require introduction of further constrains. This procedure is repeated as
long as it takes for every constraint to satisfy the consistency condition that
ensures the constraint is preserved in time.* Finally, we obtain the complete set
of constraints

dm(q,p) =0, m=1,.... M > K. (2.16)

The primary and secondary constraints are treated equally, since there is no
physical difference between them. The complete set of constraints defines a
surface in the phase space on which the system is constrained to evolve. This
is referred to as the constraint surface of the system. The total Hamiltonian
(2.12) can now be extended to include all the constraints multiplied by arbitrary
Lagrange multipliers. The extended Hamiltonian is defined as

M
H,=H, + Z A Grm - (2.17)
2t m=1

The canonical Hamiltonian H, is now defined by (2.11) up to the full set of
constraints (2.16). The dynamical equation (2.13) and the canonical form of the
action (2.14) are extended accordingly by replacing H with H,.

Constraints are classified to first-class and second-class constraints. A con-
straint that has a weakly vanishing Poisson bracket with every constraint in the
system is called a first-class constraint. The first-class constraints are typically
linear combinations of the constraints ¢,, with some functions of the canonical
variables as coefficients. On the other hand, if a constraint has a nonvanishing
Poisson bracket with some constraint or constraints, it is called a second-class
constraint. The number of second-class constraints is even. The consistency
conditions for the full set of constraints, i.e., {¢m, He} = 0, can be used to solve
the Lagrange multipliers of the second-class constraints, while the multipliers of
the first-class constraints are left arbitrary.

The second-class constraints can be set to zero strongly, if we replace the
canonical Poisson bracket with the Dirac bracket. Given a set of second-class
constraints ¢, =~ 0, b =1, ..., B, the Dirac bracket is defined by

B
{f(®), 9(y)}p = {f(2),9(y)} —/E d?zd%2" Yy {f(@), pu(2)}

b,c=1

x Oyt (z,2') {pe(2),9(y)},  (2.18)
where C~1(z,y) is the inverse to the matrix C(z,y) which has the components

Coe(z, y) = {ps(), pc(y)} - (2.19)

4We refer to the monographs [69-72] for a full treatment of Dirac’s algorithm for uncovering
all the constraints of a system.
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When we use the Dirac bracket, we can set the second-class constraints to zero
strongly, ¢, = 0, because {¢y, f}, = 0 for any function f on phase space. The
first-class constraints form a closed algebra under the Dirac bracket.

Then the extended Hamiltonian takes the form

He:HC+/ Z)\ o, , (2.20)
b

t a=1

where ®,, a = 1,..., A, are the first-class constraints in the system and A\, are
their arbitrary Lagrange multipliers. Time evolution of a dynamical variable

f(g,p) is given as

A
Buf(x) = {f(x), Ho}p + / a3 Na(y) (), @a®)}p
~ {f(il:), He}D .

Now the equations of motion generated by H, contain as many arbitrary func-
tions as there are first-class constraints in the system. The state of the system is
defined by the values of the canonical variables ¢; and p; over the spatial space.
Since the time evolution of dynamical variables involves arbitrary functions, at
any later time, there must exist a set of values for ¢; and p; which correspond
to the same physical state. That set is called a gauge orbit. For a dynamical
variable the gauge orbit at any given time is obtained by going through all pos-
sible values of the arbitrary functions A\,. The first-class constraints function as
generators of gauge transformations, which do not change the physical state of
the system. The gauge generator is defined as

/E Zea s (2.22)

t a=1

(2.21)

where €, are parameter fields, which do not depend on the canonical variables.
Gauge invariant quantities are those that have a vanishing Dirac bracket with
the gauge generator,

f(@) = {f(=),Gle}p = 0. (2.23)

Instead of describing the state of the system at a given time with the whole
gauge orbit, we may as well choose a single point on each orbit. This can be
accomplished by introducing gauge fixing conditions,

Xa(q,p) =0, a=1,...,A. (2.24)

The number of gauge fixing conditions y, is equal to the number of the first-class
constraints ®,. The gauge fixing conditions have to remove the gauge freedom
completely. This is accomplished when the consistency conditions for x,, i.e.,

Dixa(®) = {xa(@), Help + / d yZAb ) {Xa(@), ()b = 0, (2.25)
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fix all the Lagrange multipliers A\, completely. This means the square matrix
with components {x,,®,} has to be of full rank A everywhere on space. In
addition, the chosen gauge has to be accessible from anywhere on the constraint
surface via a gauge transformation. When the gauge has been fixed, the system
has only second-class constraints, namely the used-to-be-first-class constraints
®, and their associated gauge fixing conditions x,, and the original second-
class constraints . All of the constraints can now be set to zero strongly by
replacing the canonical Poisson bracket with the Dirac bracket (2.18), where the
set of second-class constraints now consists of the 24 + B constraints ®,, x4, ¥,
where a = 1,..., A, b = 1,...,B. Sometimes one may wish to fix the gauge
only partially, reducing the amount of gauge freedom in the system, rather than
removing it completely. In such a case the number of first-class constraints in
the system would be reduced by the number of gauge fixing conditions, but not
necessarily to zero as above.

We should emphasize that it is not always possible to fix the gauge globally,
because the geometry of the constraint surface and the gauge orbits may be
such that no gauge fixing surface x, = 0 intersects every gauge orbit exactly
once. The gauge surface may intersect some gauge orbits several times or leave
some orbits untouched. This Gribov ambiguity is a reason for avoiding canonical
gauge fixation.

There exists a converse point of view compared to gauge fixing, where second-
class constraints are traded for first-class constraints. Indeed a theory with
second-class constraints can be seen as a gauge fixed version of a theory with only
first-class constraints. In the simplest example we would have two second-class
constraints p; =~ 0 and ¢; ~ 0, which can be seen as the first-class constraint
that generates translations of ¢; and its gauge fixing condition, respectively.
In general, achieving this interpretation often requires one to introduce new
variables into the system, unless half of the second-class constraints happen to be
first-class constraints in the absence of the remaining half of the constraints, like
in the aforementioned example. Having a system with only first-class constraints
provides the advantage of avoiding the need to introduce the Dirac bracket, which
can sometimes be highly complicated, especially for the purpose of quantization.
There also exist some powerful methods for working with gauge theories with
only first-class constraints, which will be remarked below.

The number of physical degrees of freedom in any constrained theory can be
counted according to Dirac’s formula:

2N —-2A-B

. , (2.26)

number of physical degrees of freedom =
where 2N is the number of canonical variables, A is the number of first-class
constraints and B is the number of second-class constraints. In other words, each
first-class constraint deletes one physical degree of freedom, while two second-
class constraints are required for the same purpose. This is consistent with
the fact that first-class constraints and their associated gauge fixing conditions
constitute a system of second-class constraint.
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2.2 Higher time derivative theories

All the conventional theories of physics to date are described by an action func-
tional (2.2) that depends at most on the first-order time derivatives of the dy-
namical variables, and hence their equations of motion are second-order differ-
ential equations in time (2.3).5 When the Lagrangian of a system depends on
the derivatives of each dynamical variable ¢; up to n;-th order,

S = / dtlze (qi, Oulis - - 3{5"%) , (2.27)
M

the equations of motion

oL & oL
+ ) (=0, () =0, i=1,...,N, (2.28)
' Z:I "\ok )

contain time derivatives up to 2n-th order, where n = max(n;) is greatest n;
in the Lagrangian. This means that instead of the usual two pieces of initial
value data (boundary conditions) for each dynamical variable, we now need 2n;
pieces of initial value data for each ¢;. In other words, each higher derivative
of a dynamical variable in the Lagrangian adds an extra degree of freedom into
the system. Thus we need 2n; independent canonical variables Qfl and Pfl,
k; = 1,...,n;, in order to represent each dynamical variable ¢;. It is essential
to the nature of higher derivative theories that each dynamical variable ¢; (with
n; > 1) carries several degrees of freedom.

We again assume that spacetime can be decomposed so that the action may
be written as

ta
t1

2.2.1 Regular higher derivative theories — Ostrogradski’s
Hamiltonian

Hamiltonian formulation for higher derivative theories with regular Lagrangians
was first developed by Ostrogradski [73]. His choice of canonical variables can
be defined recursively as

Ql=q, QF'=09,QF, k=1,..n-1, (2.30a)
and the momenta in descending order as

pro= L phl L g pket 11 (2.300)
5(81: /Qi) 5(@1%’)

5The EH action (1.1) contains a second-order time derivative, but it can be absorbed into
a covariant total derivative, which contributes a boundary surface term into the action. This
will be discussed in Chapter 3.
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Since the system is regular, the definition of the highest order momenta P, for
each variable can be solved for the highest time derivative as

O qi = 0,Q7 = A (Q] QY P, (2.31)
where the solution A; satisfies

0 qi=Ai(Q},..,Q,7 P

oL t 3J J J

Pli=__~ (2.32)
i 5(0" q;) 017 4 =Q | ki=1,...,ns

and A; only needs to depend on as many canonical variables as there are con-
figuration space coordinates in the Lagrangian, namely N + Zfil n; variables,
which are chosen to be Q},..., Q7" and P/"". Then the canonical Hamiltonian
is obtained as

/EZZPWQ L[Q},....Q" A

ti=1 k;=1
o (2.33)
/ Z (Z PFQ ’“+1+P”A> L[Q},....QM A,
Dt =1 \k;=1
where A; are understood to depend on Q},...,Q" and P/**. The Hamiltonian
equations of motion for the canonical variables Qf and Pfi, k; =1,...,n; repro-

duce the definitions of the canonical variables (2.30), the definition of A; (2.31)
and the higher-derivative Euler-Lagrange equations (2.28). Thus the Ostrograd-
ski Hamiltonian is dynamically equivalent to the higher derivative Lagrangian.
The choice of variables (2.30) is by no means the only possible one, as will be
explained in the next subsection.

The major problem with the Hamiltonian (2.33) is its linearity with respect
to the momenta Pi]’“7 k; = 1,...,n; — 1. This means the Hamiltonian has no
stable minima. In a discrete system with a finite number degrees of freedom, this
is not necessarily a fatal problem. However, an interacting field theory described
by the Hamiltonian (2.33) is necessarily unstable. In a higher derivative theory,
some of the degrees of freedom carried by a dynamical variable g; have positive
energy, while every other degree of freedom has a negative energy. When such
local degrees of freedom with positive and negative energies are interacting with
each other, any state will violently decay into a tempest of compensating positive
and negative energy excitations. Thus interacting higher derivative field theories
with regular Lagrangians are unstable, and hence not well defined quantum
theories.%

2.2.2 Higher derivative theories with constraints

Some decades after Dirac developed Hamiltonian formalism for constrained sys-
tems it was generalized to higher derivative theories with singular Lagrangians

6See [53] for a vivid description of the Ostrogradskian instability.
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[74, 75] (see also [76, 77]). Higher derivative theories whose Lagrangians are
singular can sometimes avoid the Ostrogradskian instability. That is because
constraints can sometimes control the dynamics of a system in a way that pre-
vents the system from reaching the parts of the phase space that exhibit the
instabilities. Theories which possesses continuous symmetries always have sin-
gular Lagrangians, in particular gauge theories, and hence they have a chance
to avoid the problem with unstable ghosts. Thus in each higher derivative gauge
theory, the existence and behavior of ghosts has to be checked carefully.

Hamiltonian formulation of actions that involve higher-order time derivatives
requires us to introduce a pair of new independent variables for each higher-
order time derivative of each variable. Consider a generic prescription for the
additional variables

Qi=a, Q''=E" (qj‘aatqj‘y'--ﬁf)i"qg‘)? ©;; = min (ki;n; — 1),
(2.34)
where k; = 1,...,n;—1foreachi=1,..., N. Like in Ostrogradski’s prescription
we choose Q% = ¢;, but now we are free to choose the remaining additional vari-
ables to reflect the character of a given theory, which can be a great advantage.
The functions EF* have to satisfy the conditions

OEk >
det (=) 20, k=1,....n—1, 2.35
(awqu) # (2.35)

where the matrix contains the columns and rows with indices 4,j for which
n; > k,n; > k. This ensures that we can solve (2.34) for the time derivatives of
the original variables as

i i [CF¥
6f‘qi:Fik‘( QS “), ki=1,...,m—1, (2.36)

where the functions Fi’“ satisfy det(aFi’C/aQ?H) 20, k=1,...,n—1.
Assuming the highest time derivative for each variable ¢; has the same order,
n; = n,” we can differentiate (2.36) with respect to time in order to obtain

0,QF = Gk ( },...,Q?“Jﬂ)? ki=1,....n—1. (2.37)

Furthermore we can write the highest time derivatives of the original variables
as

g = F' (Qj,...,Q7.0,Q7) . (2.38)
Then we replace the Lagrangian of the higher derivative action (2.29) with an
equivalent first-order Lagrangian

N n-—1

r[ob.a@k k] = Lleka@] + [ 33 (aqk

e =1 k=1
—GE Q@) (239)

"This necessary requirement was pointed out in [78], as well as the way to meet this re-
quirement in general by adding total time derivatives into the Lagrangian.
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where in the right-hand side L is obtained by substituting the solutions (2.36)
and (2.38) into the original Lagrangian (2.29), and we have introduced Lagrange
multiplier fields )\f in order to enforce the relations (2.37). We could further
introduce additional variables as v; = 0;QF [74-76], which can be useful if the
functional dependence of the Lagrangian L on 0,Q7 is complicated, but this is
not necessary in many cases. The Lagrangian L* depends only on the first-order

time derivatives of the variables Qf’ , ki = 1,...,n. Hence we can apply the
Hamiltonian formalism of constrained systems reviewed in Sec. 2.1.
The canonical momenta Piki and Wf" conjugate to Qfl and /\f", ki=1,...,n—

1, respectively, define the primary constraints

mh=pk —\ixo, rMixo. (2.40)

l l

These constraints IT% and 7 form a system of second-class constraints, and
thus they can be set to zero strongly by introducing the Dirac bracket (2.18).
The resulting Dirac bracket modifies the Poisson bracket if one of the arguments
depends on /\f and the other argument depends on Qf or ﬂf Therefore, in this
case, introducing the Dirac bracket and imposing the second-class constraints
strongly is simply equivalent to setting Hfl = 0 and wf i = 0 and removing the
auxiliary variables )\f and ﬂ'f" from the system.
The momenta conjugated to @)} are defined as

oL* oL
P = = . 2.41
SBQN 500 (240
Some of the velocities 0,Q} may not be solvable in terms of the canonical vari-
ables fo and P*. Suppose we can solve N — K of the velocities 0,Q}. This

means there will exist primary constraints among the variables Qf and P/,

on(Q, P ~0, k=1,... K. (2.42)

From here on the analysis proceeds exactly as in Sec. 2.1. The total Hamiltonian
is defined as

Dt =1

ki=1 . (2.43)
.y {in,&@ﬂ +/Z > Ner(Q. P,

t k=1

where Lagrange multipliers A for the primary constraints were introduced.
Completing the system of constraints proceeds as usual by requiring that each
constraint must be preserved under time evolution generated by the total Hamil-
tonian. Then the constraints can be classified and the extended Hamiltonian
defined.

There generally exist many different choices for the additional variables de-
fined by Qf’ in (2.34), which each yield a different Hamiltonian formulation of
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a given higher derivative action. Such Hamiltonian formulations are related by
canonical transformations [76] and hence they are classically equivalent. But
those canonical transformation may be highly nonlinear. Thus there is no guar-
antee that the different Hamiltonian formulations remain equivalent after quan-
tization.

The Hamiltonian (2.43) is linear in the momenta Piki, ki=1,...,n—1, sim-
ilarly as the Ostrogradski’s Hamiltonian (2.33). Now the presence of constraints
might prevent the Ostrogradskian instability by restricting the behavior of the
variables Qfl and Pfl For that to be possible there would have to exist at least
as many constraints as there are unstable directions in the Hamiltonian, i.e., at
least N(n — 1) constraints. Even then the stability of a theory depends on the
specific structure of the theory.

The instability problem affects many higher derivative theories. For instance,
string field theory [79] and some other nonlocal theories are affected (see [53]
and references therein). The Ostrogradski theorem — together with a chosen
symmetry principle — greatly limits the class of viable models for any purpose.

No theory with higher-order time derivatives has received remarkable exper-
imental success to date. For most purposes there is indeed little reason to even
consider higher time derivative theories. Gravity and theories related to quan-
tum structure of spacetime are exceptions, because quantization of gravity has
turned out be a serious problem and higher-order time derivative theories may
offer an advantage in this respect, as was discussed in Sec. 1.3.

2.3 Quantization

2.3.1 Canonical operator quantization

In canonical operator quantization, we replace the canonical variables ¢; and p;
with linear operators ¢; and p; acting on a Hilbert space of states. Eﬁh\function
on the phase space f(q, p) is assigned to an operator equivalent f = f(q,p), which
involves an appropriate operator ordering due to the noncommutativity of the
operators. Depending on whether the system contains second-class constraints,
either the Poisson bracket or the Dirac bracket is replaced by the commutator
of operators as

where in the right-hand side we have the operator equivalent of the evaluated
Dirac bracket. If anticommuting fermionic degrees of freedom are included in
the theory, we need to consider graded Dirac brackets and anticommutators as

well. We first assume the system has only second-class constraints ¢, ~ 0. Then
the general correspondence rule for canonical operator quantization reads

[f,4]. = in{J, gtn » (2.45)

PN

where f and § are the operators corresponding to the functions f(g,p) and
9(q,p), and the Dirac bracket is a graded one if necessary. The second-class
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constraints can be enforced as operator identities
o =0, (2.46)

because {¢y, f}, = 0 for any f. The major difficulty with operator quantization
is that one must find an operator representation of the Dirac bracket, which can
be very complicated.

Then consider a theory with first-class constraints. One way to deal with
first-class constraints is to work with a reduced phase space. Reduced phase
space is obtained by taking the quotient of the constraint surface by the gauge
orbits. This essentially corresponds to solving the constraints and deleting all
unphysical degrees of freedom in favor of a set of independent canonical variables.
This is often undesirable, since removing the gauge invariance can lead to a
more complicated system. On the other hand, if the set of first-class constraints
admits global gauge fixing conditions, then all constraints become second-class,
and hence we can employ the operator quantization outlined above.

In Dirac quantization of a system with first-class constraints, one keeps all
the gauge degrees of freedom and works with a larger space of states. Thus the
quantum representation of the system contains unphysical information in Dirac
quantization. Physical states are selected to be the states that are invariant
under the gauge transformations generated by the first-class constraints,

Glly) =0, ) =1|y), (2.47)

where G[e] is the operator equivalent of the gauge generator (2.22). Such phys-
ically states coincide with the states of the reduced phase space quantization
approach, but now there is no need to actually reduce the phase space nor the
space of states. In many cases, it is desirable to retain the gauge invariance
rather than reduce it. Indeed the most elegant methods for quantization of
gauge theories are based on extending the phase space and introducing a new
invariance. This is the approach taken in the celebrated Becchi-Rouet-Stora-
Tyutin (BRST) formalism [80-82], which provides an elegant way to quantize a
gauge system with first-class constraints. (For a review and references of further
developments, see for example [72].)

2.3.2 Path integral quantization

In path integral quantization, we represent physically relevant transition ampli-
tudes in terms of integrals over all possible paths or field configurations which are
consistent with chosen boundary conditions (for a comprehensive presentation,
see the monograph [83]). Path integral quantization has the great advantage
of avoiding the need to find a complete operator representation of the Dirac
bracket.

Let us consider a system with a set of second-class constraints ¢,,, m =
1,...,M’. Those constraints could be the original first-class constraints @,
and their associated gauge fixing conditions y, and the original second-class
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constraints ¢y, giving a total of M’ = M + A constraints. Path integral rep-
resentation of a transition amplitude can be written as [84-87] (monographs
[70-72, 83])

/HquDpz H 5(ém) det {dm, 60 }|'/2

xexp[i/ dt( Ethlatql— q,p ])],

where the functional integral is over all configurations that satisfy chosen bound-
ary conditions associated with the initial and final states of the system. The
exponential in the integrand is the Hamiltonian form of the action times ih~!.
When the set of second-class constraints ¢,, consists of the original first-class
constraints @, and their gauge fixing conditions y,, and the gauge is chosen so
that {xa,Xxs} = 0, the path integral can be rewritten as

(2.48)

N A
) = [ [T 202w [T P 00) det o0}

i=1

. N
XeXp[ / dt( > pidigi — Helg,p) — /Z)\‘P>
i =1

Xt g=1

(2.49)

The integration measures are assumed to be appropriately normalized.

Assuming the Hamiltonian is quadratic in the canonical momenta, we can
perform the Gaussian integrals over momenta, obtaining the Lagrangian form
for the path integral over all field configurations ¢;(x) as

() = [ Duta)exo (h / dd*lxz:(q,atq)). (2.50)

The local integration measure Dyu(q) for the fields ¢; incorporates any remaining
constraints, namely the gauge conditions for Lagrangian formulation.

The generating functional of Green’s functions is obtained by adding the
auxiliary sources J;(z) for the fields ¢;(z) into the action functional S in the
exponential of each path integral as S + [ M détiy Ef\il Jiq;. The canonical
form of the generating functional reads

/HDQZDPZ H 5 (bm det |{¢m7¢n}|1/2

xexp[‘/ dt(zt;platql— cla, 7] /ZJZ%)}.

Yt =1

(2.51)

The generating functionals for the cases (2.49) and (2.50) are obtained similarly.
Path integral quantization is especially important for the framework of QF T
and for gauge field theories built on it.
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2.3.3 Covariant perturbation theory

Even though the canonical quantization of a gauge theory outlined above is
of utmost importance in order to understand the structure of the theory, it is
not a convenient way to calculate S-matrix elements in Lorentz invariant gauge
field theories. Such calculations are necessary for the comparison of the theory
to the results of scattering experiments. For these calculations Lorentz covari-
ant perturbation theory is superior. The BRST formalism [80-82, 88] in its
Lagrangian form provides the calculation techniques and the required renormal-
izability proofs to achieve this in gauge field theories such as the electroweak
theory and quantum chromodynamics in the standard model of particle physics.
This approach was born out of he need to quantize GR [6, 89] and Yang-Mills
theories of particle physics [90].

In BRST quantization, one amends the action functional with a gauge fixing
action and a ghost action. The gauge fixing action introduces an auxiliary
boson field B, for each gauge fixing condition x*(¢) = 0, so that the field
equations for B, impose the gauge conditions. The ghost action introduces
pairs of anticommuting Grassman fields called ghosts ¢* and antighosts ¢, for
each gauge degree of freedom, which couple to the “matter fields” ¢; via a gauge
transformation d,x® of the gauge conditions x¢, i.e., as ¢,c*dox®. When the
original gauge invariant Lagrangian is Lorentz invariant, one can use the powerful
antifield formalism [91, 92] for determining the ghost structure and obtaining a
manifestly Lorentz covariant gauge fixed Lagrangian. The generating functional
now formally looks like

Z|J) = /DqDBDcDEeXp (;i (Slq] + Ssaugeld, B] (2.52)

+ Sghost [Qa C, E] + SJ [Q7 J])) P

where S is the original gauge invariant action, Sgauge fixes the gauge, Sghost
introduces the ghosts and antighosts and S; adds the auxiliary sources J for
the fields q. The gauge conditions are chosen to be Lorentz covariant and suited
for perturbation theory calculations. The extended action satisfies a new invari-
ance under the so-called BRST transformation, which is supersymmetric in the
sense that it mixes the fermion and boson degrees of freedom. This extension
of the theory brings about great elegance to the quantization of gauge theories.
In particular, proofs of renormalization and anomaly cancellation are greatly
simplified. Perturbative expansion of the S-matrix as a Dyson series can be
guaranteed to be unitary and renormalizable at each loop order of the expan-
sion, whenever the theory under consideration is free of pathological ghosts and
renormalizable.
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Chapter 3

Hamiltonian structure of
spacetime in general
relativity

Hamiltonian formulation of GR was among the very first theories that were
studied after Dirac generalized Hamiltonian formalism for constrained systems
[93, 94]. The canonical structure of GR was worked out by Arnowitt, Deser and
Misner [95-97]. It is called the Arnowitt-Deser-Misner (ADM) formalism. For
reviews and mathematical background, see [98].

GR is a generally covariant theory. Covariance under general coordinate
transformations means that the coordinates of the theory are just parameters
that can be chosen at will. That is, coordinates are not physical quantities. In
fact any theory can be expressed in parameterized form by regarding the coordi-
nates z* of the theory as dynamical variables that depend on an equal number
of independent parameters y* as x* = X*(y). Then the system is invariant
under reparameterization y* = Y*#(z) in terms of another set of independent
parameters z#. GR is such a parameterized theory by definition.

3.1 Geometry of hypersurfaces

Consider a three-dimensional hypersurface ¥ embedded in four-dimensional
spacetime M. Metric tensor g, of spacetime induces a metric on the hypersur-
face, which is defined by

h/,Ll/ = Guv — €Ny, (31)

where n,, is the unit normal to ¥ and € = n,n* is its norm. For a spacelike
hypersurface the norm is € = —1, since n* is then timelike. Conversely, for a
timelike hypersurface we have ¢ = 1. We do not consider null hypersurfaces.
The induced metric h,, is sometimes referred to as the first fundamental form
of the hypersurface. With one spacetime index raised, h*, = g'’h,, = h* h,,,
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it is the projection operator onto X:

h*, =0 —entn,, . (3.2)

v

The subscript L in front of a tensor is used to denote that it has been projected
onto ¥, thus orthogonal to the normal n*. For example we denote

\TH, = W R, T, (3.3)

We denote the metric compatible covariant derivatives on (M, g,..) and (X, k)
by V and D, respectively. The covariant derivative DT of a (k,!)-tensor field
T on ¥ is given as the projection ;| VT of the covariant derivative on spacetime,
written in index notation as

Vv, _ 10 LV v, B B8 Qo
DTV = B R b B P T (3.4)

161

where in the right-hand side one considers the extension of T" on spacetime.
Extrinsic curvature tensor of the hypersurface is defined as the component
of V,n, that is fully tangent to ¥.*

K,, = h”(uh”V)Vpng =h, Vo, =Vun, —en,a,, (3.5)
where we have defined the acceleration of an observer with velocity n, as
a, = Vyn, =n"V,n,. (3.6)

Incidentally, the extrinsic curvature (3.5) can be written as the Lie derivative of
the induced metric h,, along the unit normal n to X,

1
KMV - §£nhuy . (37)

The extrinsic curvature is sometimes referred to as the second fundamental form
of ¥. The geometry of X is defined by the two fundamental forms of the hyper-
surface.

Decomposition of the Riemann curvature tensor of spacetime into compo-
nents tangent and normal to the hypersurface ¥ is given by the following pro-
jection relations:

i. Gauss relation
(Ryvpo = b7 07 B0 Ragrs = CRyupe — € (KupKyo — KuoKyp) . (3.8)
ii. Codazzi relation

(Ryvpn = h®, 17 W7 n° Ragys = 2D, Ky, . (3.9)

urpn =

1We denote symmetrization and antisymmetrization of tensor indices by parentheses and
square brackets, respectively. Normalization is chosen so that symmetrization has no effect on
an already symmetric tensor.
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iii. Ricci relation
Rymim = h“un’gh”’yn‘sRa/gvg = K,,K,”-L,K,,+Da,)—eaya, . (3.10)

These relations can be obtained by applying the Ricci identity to the covariant
derivatives V,, and D,,. The remaining projections of Riemann tensor are either
zero or related to the given ones due to the symmetries of the Riemann tensor.
In the Gauss relation (3.8), R, is the Riemann tensor of the three-dimen-
sional hypersurface . In the used notation, the special tensor index n denotes
contraction with the unit normal n#. Similar projection relations can be ob-
tained for the Ricci tensor R, scalar curvature R and the Weyl tensor C\,, o
by using the given relations (3.8)—(3.10).

Generalization to d-dimensional hypersurfaces embedded in a (d+ 1)-dimen-
sional spacetime is straightforward.

3.2 Foliation of spacetime and its ADM param-
eterization

We consider a globally hyperbolic spacetime M that admits a foliation into a
family of non-intersecting Cauchy surfaces Y;, which cover the spacetime. Each
Cauchy surface X; is a spacelike hypersurface, such that every never-ending
causal curve intersects each 3; exactly once. The Cauchy surfaces are parame-
terized by level surfaces of a smooth scalar field t. Spacetime is the union of the
Cauchy surfaces.

Then we introduce a timelike vector field t* that satisfies t*V ¢t = 1. This
vector field is decomposed into components normal and tangent to the spatial
hypersurfaces ¥; as t* = Nn* + N#, where N = —n,t* is the lapse function
and N* = h*_t¥ is the shift vector on the spatial hypersurface ¥;. The ADM
variables consists of the lapse function, the shift vector and the induced metric
(3.1) on X;. Together they describe the foliation of spacetime.

Then we introduce a coordinate system on spacetime. We regard the smooth
scalar field ¢ as the time coordinate and introduce an arbitrary smooth coordinate
system (x%,i = 1,2,3) on the spatial hypersurfaces ;. The unit normal to X
can now be written in terms of the lapse and shift variables as

1 N?
n, =—-NV,t=(-N,0,0,0), nt = (N’ _N> . (3.11)
The invariant line element in spacetime is written
ds® = —N?dt* + h;; (da* + N'dt) (dz? + N/dt). (3.12)

The lapse function must be positive everywhere, N > 0, since Ndt measures the
lapse of proper time between the hypersurfaces 3; and ;4. Integration over
spacetime decomposes as [, d*zy/—g = [dt fEt d3zNVh.
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In the given ADM coordinate basis, the components of the metric of space-
time read

goo = —N? + N;N* 9oi = Gio = N, hij = hij, (3.13)
where N; = h;jN7. Contravariant components of the metric of spacetime are

%
00 __ 1 01 0 __ N

NiNJ
*7ﬁa g =9 *Nga -

g9 = h' = ==

(3.14)

where h¥hjj, = 6. Indices of tensors that are tangent to X can be lowered and
raised by the induced metric h;; and its inverse h*’.
The extrinsic curvature tensor (3.5) is written

1 y
Kij = 5Lahij = 5 (Ohiy —2DaNy), K =hVKy;, (3.15)

1
2N
where 0; denotes the partial derivative with respect to time ¢. The Lie derivative
LnAi,...i, for any covariant tensor A;,...;, on 3, is given as

1
LnAi ., = ¥ (O4Aiy i, — LgAiyiy) s (3.16)

where L denotes the Lie derivative along the shift vector N  on the spatial
hypersurface.

In the ADM coordinate basis, the time-components of tensors tangent to the
spatial hypersurface ¥; are defined by the spatial components of the tensor and
the shift vector, depending on the way in which the spacetime is foliated. For
example, the time-component of a covector A, which is tangent to ¥, is obtained
from A,n* =0 as Ag = A;N ¢, For contravariant tensors the time-components
evidently vanish, e.g., A% = 0.

An observer whose velocity n,, is normal to the spatial hypersurface has the
acceleration (3.6) that is tangent to the hypersurface. It is given by the spatial
derivative of the lapse function as

D;N

In the projection relation (3.10) for Riemann tensor, we give the terms involving

a; in terms of covariant derivatives of N as

D;D;N
N

For GR, it suffices to obtain the decomposition of the scalar curvature with
respect to the spatial hypersurfaces as

D(iaj) + aiaj = (318)

R=0R-3K;K9+ K*+2hL,K,;; — 2 piD,N
N (3.19)

= OCR+ K ;K9 — K*+2V, (n"K —a").

In the second expression, the second-order time derivatives found in h% Lo K;j
have been absorbed into the covariant total derivative V,(n*K).
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3.3 Hamiltonian formulation of general relativ-
ity
3.3.1 Einstein-Hilbert action with boundary surface terms

Variation of the EH action (1.1) with respect to the metric includes a nonvan-
ishing surface integral over the boundary dM of spacetime. In order to obtain
a variational principle that is consistent with the Einstein field equations, when
only the variation of the metric (and not its derivatives) is fixed to zero on the
boundary M, we shall add a surface term into the EH action so that the sur-
face term in the variation of the original action gets cancelled. The amended
EH action is defined by

1 1
SEx = —/ d*z/—gR + 774 3z y|K . (3.20)
26 Jpm K Jom

Here v,,,, is the induced metric on the boundary and K is the trace of the extrinsic
curvature of the boundary. This completion to EH action was originally found
in [99] and further considered in [100].

When the decomposition of scalar curvature (3.19) is substituted into the
action (3.20), an additional surface term appears, giving the total surface con-
tribution to the action as

1 1
Ssurface = —7{ d*z/|y|K + ff z/|y|r, (WK — at), (3.21)
K Jom K Jom

where 7, is the outward-pointing unit normal to the boundary of spacetime.
We should emphasize that in the first surface term K refers to the extrinsic
curvature of the boundary dM, while in the last term K refers to the extrinsic
curvature of the spatial hypersurfaces ¥;. In our globally hyperbolic spacetime,
the boundary dM consists of the initial and final Cauchy surfaces, say 3; and
Yo, respectively, and of the timelike hypersurface B that connects those spatial
hypersurfaces. The timelike part of the boundary is the union B = |J, B; of the
two-dimensional boundaries B; of the Cauchy surfaces ¥; (at spatial infinity).
On the initial and final Cauchy surfaces 31 and 35, the surface integrals cancel
each other entirely. Thus only the integral over B survives in the surface terms,

1
Ssurface = ; / deV - (KB + THTLILK - lea#) . (3.22)
B

Here the trace of the extrinsic curvature of B is denoted by Kz = V,r#, so that
it is not confused with K, which refers to the trace of the extrinsic curvature of
the surfaces ¥; on its intersection with the boundary B. If the surfaces B and
>; are assumed to be orthogonal, the normals to B and ¥; are orthogonal as
well, i.e., r,n* = 0, and hence we further obtain [101]

1 1
Ssurface = E/ dSl‘\/ _’thwvurl/ = ; /dt d2$N\/E(2)K, (323)
B By
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where g, is the induced metric on B; and @K is the extrinsic curvature of By
embedded in X;. This general expression for the surface term generalizes the
ones encountered in asymptotically flat or anti-de Sitter spacetimes (compare
for example to [102]). In the nonorthogonal case, one has to include extra
two-dimensional surface terms involving the intersection angle n = r,n* of the
hypersurfaces B and X; as [103]

1 1 [P
Seurface = — / 3o/ (Kp +nK — rpat) + — d®z/osinh 'y, (3.24)
kB K JB,
where we denote the difference of the integrals over the two-dimensional final
and initial surfaces By and B as fBBl ‘= 8, fBl' In the following treatment,
we assume the orthogonal case (3.23) for simplicity.
The EH action (3.20) can now be written in the form (2.4) as?

) 1 t2 y
Sen[N,N*, hij] = f%/ dt [/E NVh (Kin” - K2+ <3>R)
t1 t

+ 2 Nﬁ@)f(} . (3.25)
By

The corresponding Lagrangian can be read from (3.25) as a functional of N, N%,

hij and 6‘thij.

If spacetime is spatially noncompact, we must choose a reference background
and define the physical action as the difference to the reference action. Given a
reference background gg, 1 for spacetime and matter configuration, the physical
action is defined as

Sphyslg, %] = Slg,%] = Sgo, o] , (3.26)

where the action S consists of (3.25) plus the contribution of matter. An ad-
missible reference background gg, ¢ induces the same configuration on the fixed
timelike boundary B as the fields g, v, at least asymptotically (at spatial infin-
ity).

3.3.2 Hamiltonian formalism

Let us consider Hamiltonian formulation of the pure EH action (3.25). The
canonical variables consist of the ADM variables N, N?, h;; and their canoni-
cally conjugated momenta py,p;, p*, respectively, which are defined according
to (2.6). The canonical Poisson brackets are postulated in the form (equal time
t is understood)

{N(@),pn(y)} =0z — ), (3.27)
{N'(z).p;(y)} = 8'(z —y),
{hij(@),p"(y)} = 656"5(x —y),

2From now on we shall also omit the fixed integration measure d2z from integrals over the
boundary B;.
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with all the other Poisson brackets among the variables vanishing.

Since the action is independent of the time derivatives of the lapse N and the
shift N variables, their canonically conjugated momenta are the local primary
constraints

pv~0,  p;~0. (3.28)

The momentum canonically conjugate to h;; is defined by
» 1 .. g 1 . L g
plj _ %G”leklv Gz]kl _ \/E 5 (hzkhjl + hllh]k) _ h"]hkl , (329)

where G* is the DeWitt metric [104] (metric of the space of metrics). It has
an inverse 1
Gijr = oW/ (hikhji + hihjr — hijhi) (3.30)
which satisfies GijmnGmnkl = (51@6;). No more primary constraints are required
since every 0:h;; can be solved in terms of the canonical variables.
The total Hamiltonian (2.12) is obtained as

H = (N’HO + N"Hi + vnpN + vipi)
Etl (3.31)
— =~ ¢ NVo@K+2¢ Nojp7,
K Bt Bt
where we have defined the quantities
- 1
Ho = QI{Gijklp”pkl — ﬂ\/ﬁ(S)R (3.32)
and , 4 ,
’Hi = —thjkajk = —2hij8kp7k — (28jhik — 8ihj;€)pjk. (333)

The four primary constraints py and p; are multiplied by arbitrary Lagrange
multiplier fields v and v*. The second boundary term in the Hamiltonian (3.31)
comes from an integration by parts in the term
/ 2pD;N;y = —2 [ N;D;p" +2 7( Nirjp
I P Bt

where 7; is the outward-pointing unit normal to the boundary B;.

The consistency conditions (2.15) for the primary constraints command us
to impose the secondary constraints

Ho~0, H; ~0. (3.34)

We shall call them the Hamiltonian constraint and the momentum constraint,
respectively. The Hamiltonian constraint (3.32) has the familiar form, a kinetic
term minus a potential term, where extrinsic curvature squared plays the part
of kinetic energy and intrinsic curvature acts as the potential. In empty space
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the extrinsic and intrinsic curvature contributions cancel each other exactly. No
more constraints are required by the consistency conditions for the secondary
constraints (3.34). All the constraints turn out to be first-class constraints.

We define a smeared version of the Hamiltonian constraint as the functional

Hol¢] = | &Ho, (3.35)

PR

where ¢ is an arbitrary test function on ¥;. A smeared momentum constraint is
defined as
o[X] = | X', (3.36)
PO
where X is an arbitrary test vector on ;. These smeared first-class constraints
shall act as generators of gauge transformations (2.22). The Hamiltonian and
momentum constraints satisfy the following Poisson brackets among themselves

{Ho[¢], Holn)} = @[¢Dn — nDE] (3.37)
{8[X], 1016} = Ho[X(€)), (3.38)

{e[x]. []} o[[X,7]], (3.30)

where the vector ﬁn has the components (ﬁn) = h"D;n and the action of a
vector on a function is defined as usual, X (€) = X'0;¢, as is the commutator of
vectors,

(X, V] = X909,y —Yig, X" .

The Poisson bracket between Hamiltonian constraints (3.37) is obtained by a
direct calculation. The momentum constraint (3.36) can be written as

(I)[X] :/Z pijﬁghij -2 B Xﬂ’jpij, (340)

where £ ¢h;; = 2D(; X ;). Thus the momentum constraint generates inﬁnitesimal
spacetime-dependent spatial diffeomorphism for the canonical variables h;;, p*’
on the hypersurface ¥;. The metric h;; behaves as a regular tensor field under
the spatial diffeomorphisms, while the canonically conjugated momentum p*/
behaves as a tensor density of unit weight,?

{h”, ®[X] } = L ¢hij = X*0phi; + 0: X hyj + 0; X ha,
{Pij7 @[X}} = Lgp” = XP0pp” + 0. X" pY — 0, X"p — 0, XTp™" .

The Poisson brackets (3.38) and (3.39) follow from the fact that the Hamilto-
nian and momentum constraints are scalar and vector densities of unit weight

30n the boundary B; of ¥¢, we may obtain some extra contributions from the required
integrations by parts. Unless we consider that the diffeomorphisms become identity on the
spatial boundary, i.e., the gauge parameter X* — 0 on B; in the generator (3.36).
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under spatial diffeomorphism, respectively. The momentum constraints form a
Lie algebra under the Poisson bracket (3.39), which is reminiscent of the Lie
algebra formed by Lie derivatives. The Poisson bracket between Hamiltonian
and momentum constraints (3.38) too has a Lie algebraic form. However, in the
right-hand side of the Poisson bracket between Hamiltonian constraints (3.37),
the test vector multiplying the momentum constraint depends on the metric as
h (€Djn —nD;E). These “field-dependent structure constants” break the Lie
algebra structure.

The primary constraints py and p; clearly have vanishing Poisson brackets
with every constraint, since none of the constraints depend on N or N?. Time
evolution of the lapse and shift variables is specified by the arbitrary Lagrange
multipliers of the primary constraints: 9; N = vy, O;N* = v*. Thus we can see
that N and N? serve as arbitrary multipliers of the Hamiltonian and momentum
constraints in the Hamiltonian (3.31). Their values can be set at will as a gauge
choice, provided that N > 0 everywhere so that the foliation of spacetime is well
defined.

The secondary constraints Hyg = 0 and H; = 0 together with canonical
equations of motion

O¢hij = 4N Gijrp™ + L ghij (3.41)
y 4N | . . 1 .. 1 1
" = — Th {plkp] i oPp — Jhis (pijp” - 2p2)]
NVh 1
- 72\[ ((3)}2” - 2h”(3)R> (3.42)

+ g (D'DIN — W D*DyN) + Lgp"

express the Einstein field equations in canonical first-order form. We denote
p = h;jp”. Here the gauge freedom of the system presents itself by the four
arbitrary multipliers N and N?, and by the fact that the coordinate system on
Y; has been left unspecified. The constraints Hy and H; do not involve time
derivatives of the canonical variables. They provide the so-called initial-value
conditions of GR, whose preservation in time is ensured by the closure of the
constraint algebra.

We explain the gauge fixing procedure in the general framework discussed
in Chapter 2. The simplest way to fix the gauge freedom associated with the
primary constraints py = 0 and p; = 0 is to impose the lapse and shift variables
to constant values everywhere. There do exist useful field-dependent choices for
the conditions on N and N?, but we do not consider them here. The gauge
freedom associated with the secondary constraints Ho = 0 and H; = 0 can be
fixed by introducing four conditions among the components of the metric h;;.
Thus we can choose the gauge conditions as

o,=0, oo=N-1, o-i:Ni’ (3_43)
Xu(hij) =0, w=20,...,3.
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The four gauge conditions x, have to be such that they fix four components of
the metric h;j, i.e., rank(dx,/dh;j) = 4. These conditions are often referred to
as coordinate conditions. This is because the conditions (3.43) essentially fix the
coordinate system on spacetime and define how the spacetime is foliated. The
secondary constraints Hg = 0 and H; = 0 can be regarded to fix four components
of the momenta p%. This leaves us four independent canonical variables corre-
sponding to the two physical degrees of freedom for the massless graviton. The
same number of physical degrees of freedom can of course be obtained directly
by applying Dirac’s formula (2.26): (20—2x8)/2 = 2. The Dirac bracket can be
defined (2.18) with the set of second-class constraints ¢, = (PN, Pis Ops Hpy Xu),
@ =0,...,3. Since no other constraint or dynamical variable depends on the
lapse and shift variables, these variables (N, py, N%, p;) simply drop out from the
system. That leaves us eight nontrivial constraints (#,, x,,) among the twelve
dynamical variables h;;, p.

In the original ADM approach [97], the gauge freedom was completely re-
moved in order to reduce the set of dynamical variables to the transverse-
traceless components of the metric variables hiTjT and prp, namely the two he-
licity states of the massless spin-2 graviton. Identification of the dependent and
independent degrees of freedom has been developed considering the initial-value
problem [105]. The canonical momentum p* can be otrhogonally and covari-
antly decomposed into a transverse-traceless part, a longitudinal (vector) part
and a trace part. The longitudinal part of p is fixed by the momentum con-
straint. The Hamiltonian constraint can be regarded to fix the conformal factor
of the metric h;;, leaving the conformally invariant metric independent. This
provides a covariant description of the independent gravitational degrees of free-
dom. Coordinate conditions could of course be introduced to further reduce the
system.

In a generally covariant system that is invariant under time reparameteri-
zation, Hamiltonian is typically a first-class constraint. The same is true for
theories with more general diffeomorphism invariance. In a generally covariant
system, time evolution is just the unfolding of a gauge transformation. In the
present case of GR, we can see that the bulk part of the Hamiltonian (3.31)
is indeed a sum of first-class constraints. However, the surface contribution on
the boundary of spatial hypersurfaces does not vanish on the constraint surface.
This indeed provides us the concept of total energy. First in order to obtain
the physical Hamiltonian we need to subtract the reference background. The
actual spacetime and the reference background should induce the same metric
on the spatial boundary B;, at least asymptotically. Hence the volume element
on the boundary is identical for them. Since the background is a stationary so-
lution to the field equations, the constraints associated with the solution vanish.
The canonical momentum p* vanishes for the background when the foliation is
chosen appropriately. Thus the Hamiltonian for the background can be written
Hy, = —% th N/ @Ky, where PKy, is the trace of the extrinsic curvature of
the boundary for the background. Now the physical Hamiltonian is the differ-
ence Hpnys = H — Hy,. We can now define the total energy associated with the
time translation along t* = Nn* 4+ N* for any given solution as the value of the
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physical Hamiltonian on the constraint surface,

E:—ff Nf(z)K Kb>+2 Nir;p™ . (3.44)
K B

As a special case one obtains the ADM energy and momentum defined for asymp-
totically flat spacetimes. The ADM energy corresponds to unit time translation
N=1,N"=0,

1 ) ~ -~
Eapm = ﬂj{ rt (D]hij - Dz‘hjj) ; (3.45)
s

where 7 is the unit normal to the spherical boundary S, the spatial metric
with the background metric subtracted is denoted by fzij = h;j — hosj, and the
covariant derivative D; is defined for the background. The momentum part of
(3.44) represents how the total energy changes under boosts of t# (with constant
N and NY),

Nt = 2?4 Nirjp™. (3.46)
S

3.3.3 Including matter

So far we have considered pure gravity without any field content. In GR, regu-
lar matter couples minimally to the metric of spacetime. Including matter fields
without additional gauge symmetry is straightforward. Both the Hamiltonian
constraint Hg and the momentum constraint H; receive contributions from mat-
ter. As a simple example we can consider a scalar field ¢ with potential V (),
whose additional contribution to Hy and H; would be

HE = z\f + \fh”quSDm—i— VhV () MY =psDig, (347)

where py is the canonical momentum conjugate to ¢. We can see that these
contributions are proportional to projections of the energy—momentum tensor
T3, of the scalar ﬁeld as 1y = VR TS, and H? = Vh,T? , where the projections
are defined by T%,, = n*n*Tg, and TS = b n"T%,. The right-hand side of
the equation of motion (3.42) for p* receives a contribution from 'Hg) , which
provides the primary coupling of the scalar field to the dynamics of spacetime.

In general, the Hamiltonian and momentum constraints of GR attain the
form

~VhTpn, Hi=-VhTin, (3.48)

where Hy and H; are the constraints for pure gravity (3.32) and (3.33), and
the energy-momentum tensor represents all matter. When matter fields with
additional gauge symmetry are included, we naturally obtain entirely new con-
straints, in addition to the matter contributions to the constraints associated
with the diffeomorphism symmetry of spacetime.
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3.4 Quantization

As we already discussed in Sec. 2.3, canonical quantization can be performed in
different ways. The first possible approach is to reduce the phase space in order
to remove all unphysical degrees of freedom, so that each field configuration
corresponds to a different state of the system. Alternatively, one can keep the
gauge freedom and work with a larger space of state, where physical states are
those that are left invariant under gauge transformations (2.47). The classic
treatment of canonical quantization of GR along this approach was conducted
by Wheeler and DeWitt [104, 106]. The first-class constraints become conditions
on the state vector [¢):

PNy =0,  pilp)=0,  Holy)=0,  H;|p)=0. (3.49)

We can choose the metric representation for the quantum states, where the
canonical momenta become differential operators

§ 0 . )

2 2 ij _
oNC VT RN P T sk

PN = (3.50)

and the state vector becomes the wave function W[h;;]. The Hamiltonian con-
straint becomes the Wheeler-DeWitt equation

5 4
R GCR)YWIh..1=0. 51
(Gukl Shes S +Vh R) [hij] =0 (3.51)

which governs the dynamics. It corresponds to the Schrédinger equation.

For perturbative calculations of S-matrix elements and for studying renor-
malizability properties, the covariant quantization approach provides a more
suitable approach. Unfortunately, GR is not a renormalizable theory, since di-
vergences that are proportional to higher powers of the curvature invariants
appear [3-7]. A possible solution to this problem is the inclusion of higher-order
derivatives into the gravitational action. This will be considered in the following
chapters.
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Chapter 4

Horava-Lifshitz gravity

4.1 Introduction to Horava-Lifshitz gravity

In 2009, the so-called Hofava-Lifshitz (HL) theory of gravity was proposed [14]
(see also [107, 108]). It is a candidate for a renormalizable QFT of gravity.
The techniques used in the construction of HL gravity closely parallel methods
developed in the theory of dynamical critical systems and quantum criticality.
The theory of a Lifshitz scalar [109, 110] is a prototype of the class of condensed
matter models that are most relevant to Hotava’s proposal. HL gravity exhibits
anisotropic scaling of space and time coordinates

T — bx, t — b%t, (4.1)

with a dynamic critical exponent z. The theory is designed so that it has a
solution which describes an UV free-field fixed point whose scaling properties
are given by (4.1) for a suitable z. At short distances HL gravity describes
interacting nonrelativistic gravitons. The propagator for gravitons depends on
the energy w and the spatial momentum k as

1
w? = k2 (14 52 (6k?)" ) = Gk?)"

(4.2)

where G is a (running) coupling constant and the constants &, have the dimen-
sions [¢,] = [k?]7'. Recall that in GR the gravitational coupling constant Gy
has the dimension [Gy] = —2 in mass units. In the UV Lifshitz point the value
of the critical exponent z is chosen so that the gravitational coupling constant is
dimensionless. This improves the UV behavior and hence enables us to overcome
the main obstacle for the perturbative renormalizability of GR in the framework
of QFT.

Because space and time scale differently, unlike GR the theory does not pos-
sess full diffeomorphism invariance. Spacetime M is postulated to possess a pre-
ferred foliation F into spacelike hypersurfaces ¥; of constant time ¢. Hence space-
time is invariant only under the foliation-preserving diffeomorphisms Diff (M),
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whose infinitesimal generators are of the form
ox =((t, x), ot = f(t). (4.3)

For simplicity the topological structure of spacetime is assumed to be such that
every leaf 3, of the foliation is topologically equivalent to a fixed manifold .
The preferred foliation of spacetime defines a global causal structure, which
puts some of the fundamental problems of GR and quantum gravity into a new
perspective. The preferred foliation implies an invariant notion of time that is
susceptible only to time-dependent reparameterization (4.3). As a result, various
aspects of the “problem of time” [111] associated with the attempt to quantize
GR are eliminated. In a gravitational action, the preferred foliation of spacetime
enables the inclusion of extra spatial covariant derivatives, which improve the
UV behavior of the graviton propagator (4.2), while avoiding higher-order time
derivatives which are known to produce problematic ghosts.

The downside of these considerable advantages is the loss of relativistic invari-
ance at short distances. Assuming the breaking of Lorentz invariance happens
at sufficiently short distances, this could be an acceptable feature. Indeed, since
there are some good reasons to suspect that space is emergent, Lorentz sym-
metry is expected to be emergent as well. The intriguing question is whether
Lorentz symmetry emerges together with space, e.g., at the Planck scale or at
some larger distance scale. In HL gravity we assume that Lorentz symmetry can
be broken well before space ceases to exist, so that we can use quantum field the-
ory to describe the Lorentz noninvariant physics in the UV regime, but of course
not at too large distances in order to conform with the experimental bounds
on Lorentz violation. At low energies and large distances the critical exponent
is expected to flow to the infrared (IR) fixed point z = 1, so that an isotropic
state of spacetime is restored. Then the theory could have a chance to reproduce
the predictions of GR with sufficient accuracy. The Lorentz invariance is absent
in the fundamental description, but emerges at low energies as an approximate
(accidental) symmetry. Likewise, the full diffeomorphism symmetry is restored
at large distances, at least classically.

Since there exists a preferred decomposition of spacetime into time and space,
it is convenient to use the ADM parameterization of the metric (see Sec. 3.2).
For generality, we consider (d 4+ 1)-dimensional spacetime with the line element

ds? = —N2c*dt* + h;; (N'dt + da?) (N7dt + da?), (4.4)

where i,7 = 1,...,d. In the UV fixed point of HL gravity — henceforth called
a Lifshitz point — the space and time coordinates have the following scaling
dimensions in terms of the dimension of momentum [k]:

) =[k]7", [t =[k]"". (4.5)
The scaling dimensions of the ADM variables can be read from (4.4), where

[ds?] = [k]~2 and (4.5):

[l =11, [NI=0], [N]=I[d= [[m]] = [k (4.6)
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Here “[1]” denotes a dimensionless quantity. Note that we are not working in
natural units, where we have a quantity ¢ (speed of light) of dimension [x]/[t]
that is set to unity, ¢ = 1, so that [x] = [t]. Instead we assume that there
exists a quantity of dimension [x]?/[t] that is set to unity, so that [x]* = [t].
The latter units are convenient for the construction of the action and for the
power-counting argument. Later we will transform to natural units.

The Diff (M) transformations (4.3) of the spatial metric h;; and its canon-
ically conjugated momentum p*, and the lapse and shift variables are

Shij = CFOkhiy + 0;¢CFhiy + 0;CF hag, + FOihiy

op = (FOup" + 0P — Ok — OKIp™ + fOpY (4.7)
SN = ('O;N + 0,fN + fO,N ,

SN = (I9;N* — 9;¢'NT + 0,¢" + O f N* + fON".

Without time reparameterization, dz° = (%(¢t,x) and 6t = f(t) = 0, the trans-
formations (4.7) are the spacetime-dependent spatial diffeomorphisms. Under
time reparameterization, ot = f(t) and éz° = (* = 0, the spatial metric h;;
and its canonically conjugated momentum p* transform as scalars and both the
lapse N and the shift N? transform as scalar densities. The transformations
under foliation-preserving diffeomorphism can be most conveniently obtained
from the transformations of the metric (4.4) under spacetime diffeomorphisms,
09 = —2V(,€,), in the limit ¢ — oo [107].
The action functional of HL gravity is defined as

St = /M Atde NV [ax (K K9 — AK2) = V(hy;)] (4.8)

where ax and A are coupling constants and K;; is the extrinsic curvature (3.15)
of the hypersurface ;. The volume element and the extrinsic curvature have
the scaling dimensions

[dtd?zNVh] = [dtdz] = [k]7*~¢ (4.9)

and
[Ki;) = [K]*. (4.10)

Since the action (4.8) must be dimensionless, we obtain the scaling dimension
of the coupling ak:
o] = [R]2. (4.11)

Therefore the choice z = d for the UV Lifshitz point makes aj dimensionless.
The potential V(h;;) of the Lagrangian density of (4.8) scales similarly as the
kinetic term. As a result, the propagator behaves as (4.2) and the theory is
rendered power-counting renormalizable. We mostly consider the usual case of
three-dimensional space (d = 3) for which we choose z = 3. In the action (4.8),
A is another dimensionless coupling constant. In the IR Lifshitz point (z = 1),
the coupling A should flow to one, so that the full diffeomorphism symmetry is
restored. In the UV Lifshitz point, the value of A is not restricted by symmetry,
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since all the terms in the Lagrangian, Kinij, K? and the potential V(hij;) are
invariant under Diff (M) separately. Hence at high energies the value of A is
quite arbitrary, even insignificant, except for the special value A = d~! that we
will comment later.

4.1.1 Detailed balance condition

An additional symmetry was assumed in the original theory [14], namely the
condition of detailed balance. It is implemented by defining the potential in
the action (4.8) in terms of another action defined in the d-dimensional space.
The purpose of the detailed balance condition was to enable simpler quantum
behavior than in a generic theory and reduce the number of independent cou-
pling constants. In condensed matter theory, the virtue of the detailed balance
condition is in the simplification of the renormalization properties. Basically,
renormalizability of the full theory respecting detailed balance depends on the
renormalizability of the lower dimensional theory. The potential V(h;;) of the
gravitational action (4.8) was defined by

1 i o 1 oWlh
V(hiz) = MgijklE”Ekl7 EY = — ] (4.12)

~ Vh Shi
where the action Why,] is defined on the spatial hypersurface. We introduced
the generalized DeWitt metric G¥* and its inverse Gijil as?

G = — (W7t 4 WURIR) — AR (4.13)

1
2

A 1
Gijkr = = (hirhji + hahji) — mhijhkl ;A # a

In the case z = d = 3, the potential is given by the action
1
W= 72/ w3 (T) +u/ Vh ((3>R - 2AW) , (4.14)
w= Jy, =,

where the first term is the gravitational Chern-Simons term. Its contribution to
EY is proportional to the Cotton tensor

N =

iy . ) 1 .
C = p,, <(3)le - 45]}%{) : (4.15)

where " is the Levi-Civita tensor. The potential defined by (4.14) is given by

9 1 »
EY = —C"Y —pu <(3)R” — §h”(3)R + h”AW> . (4.16)
w
Comparing the IR limit of the HL action with the potential (4.12) to the EH
action (1.1), one obtains the emergent speed of light

L Aw Aw
= —-— 4-1
V1o 1o " (4.17)

1Here the generalized DeWitt metric and its inverse are defined without the factors vk and
1/v'h, respectively.
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whose reality requires that Ay and (1 — 3A\) must have the same sign. The
effective cosmological constant is obtained as

A= gAW. (4.18)

In the IR limit, we expect A to flow to one, and hence Ayy is required to be nega-
tive (4.17). Thus the effective cosmological constant (4.18) is negative too. This
disagrees with observational evidence [39-45] that suggests the present expan-
sion of the Universe is accelerating and the cosmological constant is positive, yet
very small, A ~ 107120 in Planck units. It was indeed found that GR is not re-
covered at large distances if the detailed balance condition is assumed [112, 113].
A generalized version of the theory without the detailed balance condition was
introduced to correct this problem [114, 115].

4.1.2 Projectable Horava-Lifshitz gravity

HL gravity comes in two flavours, with or without the so-called projectabil-
ity condition that requires the lapse to depend only on the time coordinate,
N = N(t). The projectability condition is one of the features that makes the
theory differ from GR. Recall that in GR, the projectability condition can always
be enforced locally as a gauge choice. Moreover, for most physically relevant solu-
tions of GR — such as Schwarzschild, Kerr and Friedmann-Lemaitre-Robertson-
Walker spacetimes — the projectability condition can be achieved globally in
some coordinate system. Although perturbations around those solutions need
not respect the projectability of the lapse. Still imposing the projectability con-
dition in the action has a major consequence to the structure of the theory. We
consider first the projectable version of HL: gravity.

The potential V(h;;) consists of all inequivalent spatial invariants with a

scaling dimension equal or lower than that of the kinetic term, [K] = [k]?* =
[k]?¢. The Riemann tensor (Riem) of ¥; has the dimension [Riem] = [k]? and
the spatial covariant derivative scales [D] = [z]~! = [k]. Thus the potential

consists of terms of the form
(Riem)?, ..., (Riem)*~®(DRiem)?, ..., (Riem)* " *(D?*"Riem), (4.19)

where z = 0,...,dand n = 1,...,z — 1. Each term in this list has dimension
[k]?*. Only positive powers of the Riemann tensor are allowed in the action. We
consider terms to be equivalent if they are related via (i) integration by parts and
discarding boundary terms, (ii) commutator identities, (iii) Bianchi identities,
and (iv) special relations appropriate to three-dimensional space: Weyl tensor
vanishes; properties of Cotton tensor. We do not need explicit parity violation,
and for simplicity, we choose to exclude it. Specializing to the three-dimensional
space, there are only nine such inequivalent invariants with a dimension equal
or lower than [k]®. Sorted according to ascending dimension, these terms can be
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chosen as
1]:1; [k]?: ®R; [k]*: ®R2, GIRIGR, .
[k;]ﬁ : (3)R37 (3)R(3)Rij(3)Rij , (3)Rij(3)Rjk(3)Rki» (4.20)
Di(S)RjkDi(B)Rjk, GRD2GIR

where D? = h% D;D; is the covariant Laplace operator. According to the power
counting argument, in a (3 4+ 1)-dimensional spacetime all the terms with di-
mension [k]® are marginal (renormalizable) and the rest of the terms with lower
dimensions are relevant (super-renormalizable) [14, 107, 108, 116]. Note that
the terms with highest derivatives of the curvature, such as

[k]*: D*®R;  [k]°: DOR, (4.21)

have been discarded, since they only contribute boundary terms because of the
projectability of N. Now the potential with dimension [V] = [k]® can be written

V(hi) = a10® — 20" PR + 310> PR? + B0 PRV PR,
+ 7GR + 72(3)R(3)Rij(3)Ri]. + 73(3)Rij (B)Rjk(B)Rki (4.22)
+ 74 D'®RI* DGR, + vsPRD?CR

where we have introduced a momentum scale p in order to make all the coupling
constants ay, By, I = 1,2, and v;,I = 1,...,5, dimensionless.

We can without loss of generality rescale the time and space coordinates to
set ag = 1 and as = 1, assuming these couplings are positive. The action
(4.8) can be split into two parts, the relativistically invariant EH action and a
Lorentz-violating action,

Sur. = Sgx + Sty - (4.23)

The Lorentz-violating action Spy consists of a single kinetic K 2-term and of the
potential terms that contain higher-order spatial derivatives of the metric. It
gives rise to an extra propagating gravitational scalar mode. This additional
gravitational scalar mode appears because the full diffeomorphism symmetry of
the kinetic term is explicitly broken down to the Diff (M) symmetry by the
parameter A. The existence of such an extra gravitational degree of freedom
is alarming, because it could be pathological and contradict observations. This
point will be further discussed in Sec. 4.2.

In order to compare the action (4.23) to GR, we transform to natural physical
units where ¢ = 1 and [t] = [z]. This can be accomplished by setting ¢t — o' ~*¢.
After this transformation o'~?¢ has the same dimension in natural units as the
time coordinate ¢ had in the original units (4.5). In physical units, the EH part
of the actions reads

Sgn = 02 / dtd®zNvVh (Kinij — K>+ OGR_— a192) . (4.24)
M

By comparing (4.24) to the ADM formulation of the EH action (3.25), we find
that the momentum scale p is essentially the Planck scale and the coupling
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constant o is given by the cosmological constant A with respect to this scale:
o 11
2k 167Gn’

From now on we will work in the physical units with ¢ = 1.
Instead of the sum (4.23), the total action can be written in the form

0 o%a; = 2A. (4.25)

Suw = 0 /M AP eNVE (Ky K9 — AK? — V(hyy) (4.26)
with the potential
V(hig) = 20 = DR+ 072 (BOR? + BORIOR, ) + 07 (PR
L ORORIGR, + 1, OR ORI, ORY, (4.27)
+ +y4D'ORIF DGR + 75(3)RD2(3)R> .

This is the form of the action we shall use in the Hamiltonian analysis in Sec. 4.2.
We can see from the potential (4.27) that each of the higher-derivative terms
become comparable to the spatial scalar curvature term — )R at a corresponding
physical momentum scale:
1 1

72, on=elul*. (4.28)
These momentum scales, at which each of the Lorentz breaking potential terms
becomes significant, can be adjusted by the choice of the dimensionless couplings
Br,I =1,2,and vy;,I =1,...,5. In particular, the Lorentz breaking momentum
scales can be set arbitrarily high in order to fulfil all current bounds on Lorentz
symmetry breaking.

08, = 0|Br

4.1.3 Nonprojectable Horava-Lifshitz gravity and its ex-
tension

When the projectability condition is assumed the potential (4.27) is indeed the
general potential that possesses the required symmetry Diff z(M). It is also the
most general potential that implies a Hamiltonian of the conventional form of
GR,

H.= (NHo + N'H,;) , (4.29)

pop

where both Hg and H; are independent of the lapse N and the shift vector N*.
But in the case of HL gravity without the projectability condition, a Hamiltonian
of this form does not define a physically consistent theory because of the spatial
higher-order derivatives present in the Hamiltonian constraint Hg; this argument
is explained in Sec. 4.2.2. Moreover the theory contains an extra degree of

freedom which is both unstable and strongly coupled at a very low cutoff scale
[117].2

2The problem with strong coupling at too low energy scales apparently hampers the pro-
jectable version of the theory too.
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We can consider the most general theory that conforms with the symmetry
Diff (M) [118]. Now the potential part of the action can contain the accelera-
tion vector (3.17) in addition to curvature and covariant derivatives. This vector
a; transforms under Diff (M) (4.3) as

(5@1' = Cjajai + 8¢Cjaj + faz s (430)

i.e., a; is a vector under the spatial spacetime-dependent diffeomorphisms and
a scalar under time reparameterization. The vector (3.17) has the scaling di-
mension [a;] = [x£]~! = [k]. In order to define the generic potential for the case
z = d = 3, we include all permitted terms involving a; with scaling dimension
equal or lower to [k]® into the potential. There are many new potential terms:

[k]* : a;a’, Dja’; [k]* : (a:a')?, a;D%a’, (Dia')?, aia;RY, ... ;
(k]° : (a;0")3, a;D*a’, a;a’a;D*a?, a;a’aja,PRI*, (4.31)
CLiaj(B)Rik(g)Rjk, ey

where the ellipses denote all the rest of the possible terms involving a;. We do
not include time derivatives of the vector a; into the action. This is because a
term that contains a single time derivative would violate time-reversal invariance,
while terms that contain two or more time derivatives and at least one a; have too
large scaling dimension. Note that many of the terms involving a; are related
to other terms via integration by parts. For example, D;a’ and D?>®)R are
equivalent to a;a’ and a;a’®R 4+ D;a*®)R up to boundary terms, respectively.
A strong motivation for including all possible terms into the potential is that
perturbative quantum corrections are bound to generate all kinds of permitted
contributions, including the aforementioned terms that involve a;, since there
is no symmetry, nor any other mechanism, that prevents it. Thus the generic
potential of nonprojectable HL gravity has the form

V(hij,ai) = 0*ar — ™R — aza;a’ + 072 (ﬂl(s)RQ + BQ(S)Rij(B)Rij
+ B3 D*®R + Bya;D*a’ + Bs5(Dia’)? + Bs(aia’)?
+ Brasa; PR 4 ) 4 07 (n DR 4+ ORORIOR,,
75 ®RL ORI ORE, 4 2, DIORIFDOR,, 4 45 ®RD2OR
+796D* R + y70;D*a’ + ysa,0'a; D’ + 9(asa’)?

4.32)

+ Wloaiaiajak(?’)Rjk + Wuaiaj(?’)Rik(?’)Rjk +.. ) .

As in (4.27) each higher-derivative term in the potential (4.32) is associated with
a momentum scale (4.28) at which the term becomes comparable to the potential
term —®)R of GR. However, the coupling constants in the action cannot be
chosen to have any values one wishes. Rather only certain parts of the parameter
space are permitted in order to obtain a viable theory [117-119]. In particular,
working on the flat background one finds that requiring the theory to be free of
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ghosts and instabilities the following conditions must be satisfied
BA=1)(A-1) >0, 0< a3 <2, (4.33)

where the former condition is satisfied by A > 1 (or alternatively by A < 1/3).
When the potential contains terms (4.31) that involve a;, it is clear that Ho
must depend on the lapse N in the Hamiltonian (4.29). Even though such a
dependence is somewhat unconventional, there is no a priori reason why Ho
could not depend on NN and its spatial derivatives.

4.1.4 Renormalizability

Renormalizability of HL: gravity has been investigated beyond the power-count-
ing scheme in [120]. It was confirmed [14] that when the detailed balance condi-
tion holds, HL gravity can be understood as the result of stochastic quantization
of topologically massive gravity. Then renormalizability of HL gravity is deter-
mined by the renormalizability of topologically massive gravity, which is thought
to hold [121] although it has not been fully proven. Note that this result cru-
cially depends on the condition of detailed balance. Therefore the conclusion
does not necessarily hold for more general potentials like (4.27) or (4.32). At
present the expectation of renormalizability of these theories is based mostly on
the power-counting argument.

4.2 Hamiltonian formulation of Horava-Lifshitz
gravity

The action of HL gravity (4.26) is defined in terms of ADM variables, which
make up the metric of spacetime (4.4). It differs from the ADM representation
of EH action (3.25) due to the lack of full diffeomorphism symmetry. First we
discuss Hamiltonian formulation of the projectable version of HL gravity. Then
we consider HL, gravity and its extension when N depends on both space and
time.

4.2.1 Projectable Horava-Lifshitz gravity

When the projectability condition is assumed, N = N (t), HL gravity has a quite
simple and consistent Hamiltonian structure. The algebra of constraints was
shown to be closed for z = 1,2 in [107], and this fact holds for any higher scaling
exponent z > 2 as well. In order to obtain a power-counting renormalizable
theory in (d + 1)-dimensional spacetime, we choose the UV Lifshitz point as
z = d. We consider the action in physical units, written in the form (2.4) as

t2 ..
Spr = o2 / dt [ NVR(GIME K — V(i) .- (4.34)
tq1 P

The potential is of the form (4.27) but contains all the relevant and marginal
terms with a scaling dimension equal or lower than [V(h;;)] = [k]*?.
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Since the action is independent of the time derivatives of N and N?, their
canonically conjugated momenta are the primary constraints

py =0,  pi(z)=0, (4.35)

respectively. Note that the projectability condition on N implies that the mo-
mentum py conjugate to IV is projectable too. The momentum canonically
conjugate to h;; is defined as

P = *VhGIM Iy, . (4.36)

We assume A # d~!, so that the time derivative of the spatial metric Oihij
can be solved in terms of the canonical variables similarly as in GR.? The total
Hamiltonian is obtained in the form

H= [ (NHo+NH; +vnpy +0'p;), (4.37)
£

where we have defined

Ho = ) + 0*VhV(hij) . (4.38)

A
2\/> (psz d)\

The momentum constraint H; is identical to the one of GR (3.33). H, differs
from GR for two reasons: the value of the parameter ) is not fixed to one and
the potential V(h;;) contains spatial higher-order derivatives of the metric. The
primary constraints (4.35) have been included with Lagrange multipliers vy and
v*. Note that in the Hamiltonian, N and the whole term vxpy could be taken
out of the integral over ;, since they are constants in space. We write them
under the integral so that we do not have to restate the Hamiltonian when the
projectability condition is revoked in the next subsection. Since we are interested
in local dynamics, we assumed that boundary terms resulting from integration
by parts can be dropped. In other words, we assume the spatial hypersurfaces
are compact and have no boundary.
The required secondary constraints are

o= [ Hom0, Hi(z)~0. (4.39)
3t

Note that the constraint @y is a single integrated constraint, unlike the local
Hamiltonian constraint of GR. This is a direct consequence of the projectability
condition. A global constraint like ®y has no effect on local dynamics. Thus

3When A = d~1, we have to impose an extra primary constraint, p = h;;p" =~ 0, because
the DeWitt metric (4.13) is traceless, G¥7k = % (hikhﬂ + h“hjk) — d='h¥AF. Tt has the
traceless inverse, Gkl = %(hikhﬂ —l—h,-lhjk) - d’lhijhkl, which satisfies g'ijmng'm"’cl =
6“5? — dilhij k¥t Thus we can solve the traceless components of K;; in terms of canonical

7
variables, but not the trace component K. In the total Hamiltonian, the trace contribution is
absorbed into the primary constraint p that is multiplied by an arbitrary Lagrange multiplier.
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as far as local dynamics is concerned only the local constraints #; and p; are
relevant. We again define a global smeared version of the momentum constraint
H; as in (3.36), which is the generator of the spacetime-dependent spatial dif-
feomorphisms.

The Poisson brackets for the Hamiltonian constraint ®; and the momentum

—

constraint ®[X] now read
(B0, o} =0, {@0, @[}Z’]} —0. (4.40)

Thus the algebra of constraints has a Lie algebra structure.

The Hamiltonian equations of motion generated by the total Hamiltonian
(4.37) can be obtained via straightforward calculation. The metric and its canon-
ical conjugated momentum satisfy the equations of motion:

2N A
Oghij = m <pij - d/\_lhijp> + Lghij, (4.41)
g 2N o A . 1. .. A
i i gk J_ 1ig kKl 7 2
Orp o [p W = e = gk (pkzp 1P )} (4.42)

where the functional derivative of the potential with respect to the metric has
to be evaluated for the potential of each case z = d. The secondary constraints
(4.39) provide the initial-value conditions for projectable HL gravity. The major
difference compared to GR is that the Hamiltonian constraint, ®; = 0, tells that
Ho has to vanish in average, but tells nothing about its local values.

Gauge fixing conditions can be introduced in a quite similar way as in GR.
The difference is that the gauge conditions associated with py and ®y must be
global ones. That means the lapse N can still be fixed to a constant, but one
of the gauge conditions on the metric h;; must be an integrated constraint. We
could for example impose the gauge conditions

N=1, N'=o0, Xolhij] = \/Ef(hij) =0, Xa(hij) =0, (4.43)
pa

where a = 1,...,d. The conditions x, have to fix d components of the metric,
which requires rank(dx,/0hi;) = d, and xo cannot vanish due to the conditions
Xa-

We can count the number of physical degrees of freedom by using Dirac’s for-
mula (2.26). For comparison with GR we consider the case of three-dimensional
space. For propagating modes we have 18 canonical variables (N?, hij,pi,pij)
and six first-class constraints (p;, H;). Thus we obtain three propagating phys-
ical degrees of freedom. That is one more physical degrees of freedom than in
GR. The extra degree of freedom is present due to the reduced diffeomorphism
symmetry group Diff z(M). There exist two additional space-independent vari-
ables N,py and two additional global first-class constraints py and ®g, thus
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yielding two physical (nonpropagating) space-independent degrees of freedom,
the same result as in GR.

So far we have considered pure gravity without any field content. When mat-
ter fields are added to the theory, the Hamiltonian and momentum constraints
receive additional contributions. As a result the equation of motion for the mo-
mentum (4.42) is extended by {p/, Hgelas }, where Hfelgs is the Hamiltonian for
the included fields which are assumed to be coupled to the gravitational field con-
ventionally. The momentum constraint and the global Hamiltonian constraint
would be amended as

Ho=— | VhTnn, H; = —Vh Tin, (4.44)
pa

PP

where the projections of the energy-momentum tensor 7}, represent all the
included fields.

4.2.2 Dynamical inconsistency of nonprojectable Horava-
Lifshitz gravity

The Hamiltonian structure of original HL gravity without the projectability
condition was found to be physically inconsistent for generic couplings [122].
Even before that a similar problem had been found in the theory with detailed
balance [123].

We shall review this result for the potential of the form (4.27) with generic
(nonvanishing) couplings. For definiteness we consider three-dimensional space.
Generalization of the argument to other (higher) dimensions in noted. Hamil-
tonian analysis of this theory differs from the projectable theory constructed in
Sec. 4.2.1 by the following way. Because the lapse N is a genuine scalar field
on the spatial hypersurfaces, the primary constraint py =~ 0 is space-dependent
t0o. As a result we obtain that (4.38) becomes the local Hamiltonian constraint

The smeared version of the Hamiltonian constraint Ho[¢] is defined as in (3.35).
The total Hamiltonian takes the same form (4.37) as in the projectable theory,
but now all terms in the Hamiltonian density are local constraints, similarly as
in GR.

The Poisson brackets (3.38) and (3.39) between the momentum constraint
® [X } and the Hamiltonian constraint Ho[¢] have the same form as in GR. How-
ever, the Poisson bracket between Hamiltonian constraints (3.37) is changed
drastically. The Poisson bracket between Hamiltonian constraints can be writ-
ten

(Hol€], Holn]} = / [Hol€), 7 ()} {hig(@), Holn]} — (€ 5 7). (4.46)

Variation of the Hamiltonian constraint Ho[£] with respect to h;; contains spatial
derivatives of the variation dh;; up to fourth order. There are two derivatives in
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the variation of the curvature and two more derivatives in the potential (4.27).
Variation with respect to the momentum p* does not involve derivatives of dp*.
Thus the Poisson bracket of Hamiltonian constraints has the form

{Hol¢), Holn)} = | 0 (CYM Dijmié + C¥*Dyjié + CY Dyjé + CiDy¢
>

_(an)v

where Ciin (n = 1,2,3,4) are symmetric tensor densities consisting of the
canonical variables h;; and p¥ and their spatial derivatives, and we denote sym-
metrized higher-order covariant derivatives by D;; = D;Dj) etc. For generic
couplings the tensors densities C,, have quite complicated forms, which we do
not present here. We may integrate (4.47) by parts in order to obtain

(4.47)

{(#ole). Holn)) = [ € (ES*Disen+ B D+ EiDin+ Eon) . (448)
where we have defined
EJY = 4D, — 209" (4.49)
EY = 6Dy C7* — 3D,C0" = ngEgjk :

Ei = 4D, Ci* — 3D;,CH9*% 4 2D,;CH — 201
Eo = DijuCi* — D;j1,CF% + Dy;CY — DOl

Note that the fourth-order spatial derivative of 1 cancels out, contrary to the
result of [122]. But that does not change the final conclusion. More generally,
for every even n, C, contributes to E,, for m < n, but never to F,,. For every
uneven n, the contribution of C),, to F, is —2C},,. Thus the highest spatial
derivative of 7 is always of odd order. This is clearly a general feature that holds
in any theory where the Poisson bracket of Hamiltonian constraints is of the
form (4.47) with nonvanishing coefficients C,, usually up to n = d + 1 for the
renormalizable case z = d. This result was obtained in paper IV [124] in the
context of more general HL theories considered in Chapter 5.

For the Hamiltonian constraint (4.45) to be preserved under time evolution,
the Poisson bracket of the constraint Ho[¢] with itself should vanish weakly.
Plugging in £ = 6(x — y) and n = N into (4.48) we obtain the consistency
condition for the Hamiltonian constraint in the form

EZ*DyjxN + EYDy;N + EiD;N + EgN ~ 0. (4.50)

An important feature of the tensor densities F,, is that the number of spatial
derivatives in the coefficient of a given coupling constant increases by one when
n decreases by one. This is evident by looking at (4.49). As a result F, have
different asymptotic behavior in the asymptotically flat case. If Ey behaves
asymptotically as O(r~%), then F,, behaves as O(r~*"). It should also be
emphasized that none of the coefficients E,, in (4.50) vanish in HL gravity with
generic couplings.
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There are two possible ways to interpret the condition (4.50). We could
regard it as a new secondary constraint that imposes further constraints on the
variables h;; and p¥. Thus we would impose such extra constraints on h;; and
p' that are sufficient to satisfy (4.50). Considering N to be arbitrary, those
constraints would have to imply

Egjkzo, Ev;jzo7 Eiz07 Ey~0. (4.51)

For the generic potential (4.27) this over-constrains the variables h;; and p%,
leaving no room for gravitational dynamics due to lack of physical degrees of
freedom. There does exist some special cases, namely ones with lower order
spatial derivatives in the potential, where the constraints (4.51) can be imposed
without sacrificing physical viability. This approach takes advantage of the gauge
freedom in the variables h;; and p*, and the fact that the rank of the operator
acting on N in (4.50) varies on the constraint surface. Such a case will be
discussed in Sec. 4.2.3. Since in general (4.51) is not viable, we are bound to
consider the other interpretation. Namely that (4.50) is a condition on the
lapse N, which has the role of a Lagrange multiplier in the action. This means
that the Hamiltonian constraints are second-class for generic couplings. In the
asymptotically flat case the lapse must tend to a constant at infinity. Indeed,
since GR is supposed to be recovered at large distances, we may impose the
familiar asymptotic behavior of GR. In asymptotically flat coordinates, we have

[102]
N:1+O(i>, Ni:0<i>7 (4.52)

1 ii 1
hij—(sij‘i’O(T), pJ—O(TQ)-

It turns out that N = 0 is the only solution of the homogeneous equation (4.50),
where Ey # 0, that goes to a constant at infinity [122]. Thus the lapse is zero
everywhere . This means that there is no time evolution. The Hamiltonian
vanishes in the gauge N’ = 0 and hence any quantity constructed from the
variables h;; and p% is a constant of motion. Since vanishing N (everywhere)
cannot be obtained from a physically sensible solution by a regular coordinate
transformation, this is a genuine inconsistency of the theory rather than a poor
choice of coordinates. Recall that the lapse N relates the coordinate time to
the proper time measured by an observer with velocity n* normal to the spatial
hypersurfaces. The fixing of the lapse N = 0 does not contradict with the
existence of the time reparameterization symmetry, contrary to what one might
expect. The time reparameterization symmetry is a trivial symmetry on-shell
[122], meaning that these transformations completely vanish when the equations
of motion are satisfied, because Ho(x) are second-class constraint.

In summary, we either have too few gravitational degrees of freedom or there
is no time evolution at all. Thus we conclude that the theory is dynamically
inconsistent.
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4.2.3 Low-energy effective action

Let us consider an effective action whose potential (4.27) contains only the term
—B)R. This is supposed to represent the IR limit of nonprojectable HL gravity. A
consistent set of constraints can be obtained by imposing an additional constraint
[122, 125, 126], namely p ~ 0. Furthermore one may interpret this constraint as
a gauge fixing condition.

In this case the Hamiltonian constraint (4.38) differs from GR only by a term
that is proportional to the trace of the momentum p* squared,

A—1 P2
(d—=1)(dA—1) 2Vh'

where H§' is the Hamiltonian constraint of GR in d-dimensional space. Poisson
bracket of the Hamiltonian constraints of GR are known to close for the momen-
tum constraint (3.37). Now the secondary constraint (4.50) takes the following
form after some multiples of the momentum constraint H; and its covariant
derivative are dropped

HOZH(?R-F

(4.53)

2D;ND'p+ ND?p =~ 0. (4.54)

Note that asymptotically the last term dominates with its O(r~*) behavior com-
pared to the first O(r~°) term. This constraint can be rewritten as

D; (N*D'p) = 0. (4.55)

If we interpret (4.55) as a condition for the lapse we obtain the result N = 0,

which is an inconsistency, as was discussed in Sec. 4.2.2. However, in this deep

IR effective case the interpretation of (4.55) as a constraint on the variables h;;

and p¥ actually works, because the higher-order spatial derivatives are absent

in the Hamiltonian constraint. Since N? > 0 the constraint (4.55) is satisfied
everywhere if

Py o

D;p = Vho; (\/E) ~0. (4.56)

That is, the scalar g~/?p is a function of time only. The boundary condition

pH - = 0 at spatial infinity requires this function to be zero. Thus we impose
the constraint

p=0. (4.57)

Preservation of (4.57) under time evolution requires that its Poisson bracket
with the Hamiltonian constraint should vanish weakly. One obtains that the
Poisson bracket between p and the Hamiltonian constraint implies a condition
on the lapse [126]

(D? ~R)N =0. (4.58)

This is an elliptic partial differential equation (PDE) which always has a solution.
At any given time ¢ the lapse N is determined by the geometry of the spatial
hypersurface ¥; through the PDE (4.58) and the boundary conditions at spatial
infinity. Thus there is no gauge freedom in N, unlike in GR where the lapse
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has to be specified as a gauge choice. Fixing the lapse does not contradict
with the existence of the time reparameterization symmetry, because the time
reparameterization symmetry is trivial when the equations of motion are satisfied
[122].

The number of physical degrees of freedom is found to be two, which cor-
respond to the two polarization modes of the graviton. Thus the extra mode
present in HL gravity does not appear when the higher-derivative terms are
dropped from the potential.

Instead of considering H and p as a pair of second-class constraints, we may
interpret that the Hamiltonian constraint H is a first-class constraint and p is a
gauge fixing condition associated with the gauge symmetry corresponding to H.
In order to turn Hy into a first-class constraint we must add a term involving
the gauge condition to it. Indeed it is obvious that by adding a term ¢—!/2p?
into (4.53) we obtain the Hamiltonian constraint of GR, effectively setting A to
one. Recall that in GR, the Cauchy data is restricted by the Hamiltonian and
momentum constraints so that we can freely specify the trace and the transverse-
traceless part of the momentum p* and also spatial metric h;; up to a conformal
factor [105]. Then the longitudinal (vector) part of the momentum p* and the
conformal factor are fixed by the the momentum and Hamiltonian constraint,
respectively. Fixing the trace p of the momentum fixes the slicing of spacetime
into spacelike hypersurfaces [104, 105]. The scalar quantity g~'/?p measures the
rate of contraction of local three-volume elements with respect to local proper
time.

Summing up, modifying GR with the parameter A alone does not lead to a
new theory of gravity, but rather produces a partially gauge fixed version of GR.
Although such a truncated model could be viewed as an effective low-energy
limit of HL gravity, it does not properly reflect the structure of the full theory,
because the essential higher-order spatial derivatives have been left out.

This type of analysis has been extended to the models with quadratic curva-
ture terms added into the potential. The case with (¥R and ®)R? terms in the
potential was studied in [127]. The linearized model with quadratic curvature
terms in the potential was studied in [128]. It appears that the structure of the
algebra of constraints and also the number of propagating degrees of freedom
depend on which quadratic curvature terms are included.

4.2.4 Consistent extension of nonprojectable Horava-
Lifshitz gravity

Because of the reduced diffeomorphism symmetry group Diff z(M) there is an
additional half scalar degree of freedom in HL gravity. Its time evolution is
governed by an equation of motion that contains only first order time derivative,
hence requiring only one piece of Cauchy data. It has been shown to be strongly
coupled at all scales by considering perturbations about a reasonable vacuum
[129], regardless whether the detailed balance is assumed or not. This suggests
that perturbative GR cannot be reproduced in HL gravity [129], and that the
theory can be ruled out by existing observations on the gravitational radiation
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of binary pulsars, which agree with linearized GR. The low-energy regime of the
theory was further analyzed in [117, 130], where problems with instability and
strong coupling of the extra degree of freedom were found. Since then these
problems have been confirmed in various papers.

An extension of nonprojectable HL gravity was proposed [118] that is argued
to be free of the pathologies of the original theory (instability, over-constrained
evolution, or strong coupling at low energies), since the extra scalar mode has
a healthy quadratic action. As we explained in Sec. 4.1.3, this is achieved by
adding terms that involve the spatial vector a; = N~'D;N into the action.
Hamiltonian formalism of this extension has been studied in [131-133]. We shall
mostly follow [132] that provides a quite complete analysis, but also take into
account the other works.

Hamiltonian and constraints

The action of the extended HL gravity has a similar form as the previous HL
theories, but with a potential of the form (4.32) instead of (4.27),

ta
SHL = QQ/ dt N\/E (Qijleinkl — V(hij, ai)) . (459)
t1 ¢

We assume the spatial hypersurfaces 3; are compact and have no boundary, so
that integrals of total divergences may be dropped. Asymptotically flat space-
times with boundary will be discussed later. Hamiltonian formulation of the
action begins similarly as in Secs. 4.2.1 and 4.2.2. The momenta that are canon-
ically conjugate to N and N?, respectively, are the local primary constraints,
py ~ 0 and p; ~ 0. The momentum p* canonically conjugate to h;; has the
same form (4.36) as in the previous versions of HL gravity. The total Hamilto-
nian is obtained in the same form (4.37) as well, where we now define

1 y A
= —— (pip"” — 2 *VhV(hij, a;). 4.60
Ho QQﬂ(pgp dA_1p>+gf (ij ai) (4.60)
So far the only difference compared to the previous versions of HL gravity is
that the potential V in (4.60) depends also on the vector a;. This turns out to
be a decisive difference.
The secondary constraints are obtained as

1 A
C:’Ho* NDsz z(), Hi %O, (461)
where we defined the vector density

- 0
Vi) = 0>—— [ NVhV(hi;, a;). 4.62

@) = s [ VYR (162)
The momentum constraint H; retains the same form as in GR (3.33). The
constraint C, however, depends on the lapse NV and its spatial derivatives. We

shall refer to C as the scalar constraint, since its form and role are not quite the
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same compared to the Hamiltonian constraint in GR. Since the scalar constraint
involves N, its Poisson bracket with the primary constraint py does not vanish

{C,pn}#0. (4.63)

Therefore they appear to be second-class constraints that may be used for elimi-
nating N and py from the set of canonical variables. But we shall soon see that
there exists two integrated combinations of these constraints that are first-class
constraints.

For the general potential (4.32) the scalar constraint C is a quite complicated
PDE for the lapse N. We assume that there exists a solution to the scalar
constraint. This imposes a condition on the variables h;; and p¥ as well, since
such a solution may not exist for any h;; and p*/. The nature of the scalar
constraint will be further discussed below in the case of the IR limit. The scalar
constraint determines N up to a constant rescaling, a time-dependent prefactor.
This freedom left in N is associated with the time reparameterization symmetry.
We only need to make N satisfy the scalar constraint C = 0 at one point in time,
say on the initial spatial hypersurface at ¢t = ¢t;. Then N can be made to satisfy
the scalar constraint at any later time by fixing a Lagrange multiplier.

We define a smeared momentum constraint that generates spatial diffeomor-
phisms not only for h;; and p¥ but also for N, py, N* and p;. It is defined by
including multiples of the primary constraints py and p; into H;:

®[X]= | X'H;,  Hi=—2hyDip™ + DiNpy + Lgp;.  (4.64)
PN
The particular combination
Iy= [ Npy=0 (4.65)
PN

of the primary constraints plays an important role in this theory. First observe
that it generates constant rescaling of N and py,

{NIIy} =N,  {pn,0n} = —pn, (4.66)

and has vanishing Poisson bracket with every other variable. The vector a; is
invariant under the rescaling

{a;, TN} =0. (4.67)

Therefore only explicit dependence on N and py matters when Poisson brackets
with Iy are evaluated. The scalar constraint C is invariant under the rescaling
generated by Iy,

{C,lIx} =0, (4.68)

although C depends on N. In fact, IIy has a weakly vanishing Poisson bracket
with every constraint established so far. We shall later see that no further
secondary constraints appear in this theory, meaning that Il is a first-class
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constraint. The constraint IIy is preserved under time evolution, since the
definition of the scalar constraint (4.61) implies

NHo :/ (NC+D;V')= | NC. (4.69)
2t ¢ Xt

The last equality does not hold when the spatial hypersurface has a boundary,
because then the total derivative yields a boundary term.

Scalar constraint in the IR limit

In the IR limit, the potential takes the form
V(hij,a;) = o’a1 — aoR — asa;a’ (4.70)
and hence the vector density (4.62) is
Vi=—20%a3VhD'N . (4.71)

Then the scalar constraint C reads

D,ND'N D2N
Nz Ty

1 N
Egijklpmpkl + 0%a1 —asR — a3 ~0, (4.72)

where we multiplied C with the factor o=2¢~'/2 > 0 in order to get a scalar
equation, rather than a density equation. As in the general case above we
consider the scalar constraint to be an equation for N, but at the same time
imposing a condition on h;; and p” so that a solution to the equation exists.

We may simplify this constraint by writing it in terms of the square root of the
lapse v = vV N. Then we obtain

Lv ~ o’oqv, (4.73)

where L is the Schrodinger-like linear differential operator
2 1 ij, Kl
L = —4a3D" + asR — ﬂgijklp ’p (4.74)

and p?q; is the eigenvalue associated with the function . In the original analyses
[132, 133], the case with zero eigenvalue was considered exclusively, o?a; = 2A =
0, i.e., the case of vanishing cosmological constant. In the asymptotically flat
case we too assume a; = 0. A solution v to (4.73) exists if the spectrum of the
operator (4.74) contains the eigenvalue ;. This means the variables h;; and
p¥, which define the potential part of the operator (4.74) (the last three terms),
have to be such that o2« is in the spectrum of the operator. Moreover, since v
is positive, p?a; must be the lowest eigenvalue of the operator (4.74), and hence
v is the ground state “wave function”. Then the solution v to (4.73) determines
the lapse N = 12 up to a constant rescaling.
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Stability of the secondary constraints

The total Hamiltonian can be written as

H= (NHo + N'H; + wyNpy +w'p;) (4.75)
P

where the extended momentum constraint (4.64) has been introduced and we
wrote the Lagrange multipliers as

vy =wyN + N'D;N | vl =w'+ LGN, (4.76)

where wy and w’ are arbitrary.

The extended momentum constraint #; is preserved under time evolution,
because every constraint transforms as a density of unit weight under spatial
diffeomorphisms. Furthermore the time evolution of H; differs from that of H;
only by terms that are constraints.

In order to ensure the preservation of the scalar constraint C under time
evolution, we impose

8tC(w)%{C(w),H}%/E N ({C(x), Ho} +wy {C(x),pn}) =0.  (4.77)

Neither of the Poisson brackets at the right-hand side vanishes in general, not
even weakly. Therefore we can ensure the stability of the scalar constraint by
solving the Lagrange multiplier wy from the linear inhomogeneous equation
(4.77), which is a PDE with spatial derivatives of wx up to 2d-th order. It is the
N-dependence of the scalar constraint that enables us to establish the stability of
this constraint in a way that is physically viable. The Lagrange multiplier wy is
not determined uniquely by (4.77). Rather wy is determined up to solutions of
the homogeneous part of the equation (4.77). Every solution of the homogeneous
equation is a gauge freedom in the time evolution and corresponds to a first-
class constraint. Since the scalar constraint is invariant under the constant
rescaling generated by the constraint (4.65), the homogeneous equation has a
constant solution wy = ¢y (an arbitrary function of time). In principle, such a
homogeneous PDE might admit nonconstant solutions. However, for a generic
choice of parameters in the action, we expect that such extra solutions do not
exist, because no extra first-class constraints appear to exist. Thus the general
solution to (4.77) has the form

wWN :II)N[N, hij,pij] +cN, (478)

where wx [N, h;j, p] is the particular solution to (4.77). Substituting the so-
lution (4.78) into the Hamiltonian (4.75) ensures the preservation of the scalar
constraint in time.

In the IR limit, (4.77) is a second order elliptic PDE for wy. It has been
confirmed to possess a particular solution [132].
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Hamiltonian as a sum of first-class constraints

Since we are dealing with a theory that possesses time reparameterization sym-
metry, we expect to find a Hamiltonian that is a sum of first-class constraints.
Those constrains should generate the two types of foliation-preserving diffeo-
morphisms: global time reparameterizations, and spatial diffeomorphisms. We
have already seen that the primary constraint p;, the momentum constraint H,;,
and the linear combination Il of the primary constraints py are first-class con-
straints. In addition, there exists a linear combination of the scalar constraints
C and the primary constraints py that has a (weakly) vanishing Poisson bracket
with every constraint. Namely, we have the first-class constraint

o= [N (Mo + @[V, hig,plpw) 0. (4.79)
P
The total Hamiltonian is obtained as the sum of first-class constraints

H:Hmmmm+©mﬂ+/u@, (4.80)
P

Elimination of second-class constraints and equations of motion

We can now set the second-class constraints to zero strongly by introducing
the Dirac bracket (2.18). The present theory has two local second-class con-
straints py and C. But two global combinations of these constraints are first-
class constraints, namely (4.65) and (4.79). A constraint surface that involves
first-class constraints has a degenerate induced symplectic form and hence the
Dirac bracket is undefined. Therefore setting the constraints py and C to zero
everywhere is not permitted. That would also make the Hamiltonian vanish
completely. We shall first impose a gauge fixing condition that removes the
constant rescaling freedom of the lapse by setting IV to one in average:

NVh = xf Vs (4.81)

PP

Then we impose the second-class constraints strongly as
PN = 07 C= Q2CO\/E7 (482)

where Cy is a constant on 3; that ensures the first-class constraint (4.79) and
the Hamiltonian along with it are not set to zero strongly. N is now completely
determined by the constraints (4.81) and (4.82). Thus we can eliminate the
variables N and py from the phase space. After that we may express Cy in
terms of the variables h;; and p¥. In this case the Dirac bracket between hij
and p¥ actually reduces to the canonical Poisson bracket, because the second-
class constraints are of the form N = N [hij, p“] and py = 0, and hence they do
not impose constraints on h;; and p*

In the partially reduced phase space, the Hamiltonian (4.80) takes the form

H:f%@+ﬂﬂ+/u@“ (4.83)
3¢



4.2 Hamiltonian formulation of Horava-Lifshitz gravity 61

where Cy = Co[hij, p”] is understood. The equations of motion are

SH 5C
Oihi; = Sl 0* Vs 5 :; + Lghij

P P (4.84)
ot = — 2L v 00 g
tP = (Sh” = —0 E(Shij Np .

In the IR limit we may express —Cy as the smallest eigenvalue of a linear operator
(L — o*ay)v = —Cov, (4.85)

where the operator L is given in (4.74) and v = v/ N. The first-order changes
of the eigenvalue —Cy with respect to h;; and p*, which are required in the
equations of motion, can be obtained via first-order perturbation theory

6Co §

S L —¢? 4.
Vs Sty 5y Js, \/EZ/( o“a)v, (4.86)

and similarly for p"/. Written in terms of N, the variations read
Ve S = T [pikpkj T %h” (pkzp“ - d)\/\_ 1p2>}
+ NVhh¥ (—0*a1 + asR + azaxa®) + asNVha'a’
+asVh (D'D? — h'D? — RY) N,
0Co 2N A
¥ opi o (pij - Mhijp) '

The equations of motion (4.84) are naturally equivalent to those obtained by
varying the action (4.59) and finding its extremal.

0Co 2N

(4.87)

Asymptotically flat spacetime

Let us then consider an asymptotically flat four-dimensional spacetime. The
familiar asymptotic falloff and boundary conditions (4.52) on the ADM variables
are imposed on the spatial boundary 0%;. The extrinsic and intrinsic curvature
tensors behave in the asymptotic region as K;; = O(r~2) and R;; = O(r73).
The acceleration vector (3.17) behaves as a; = O(r2).

The primary and secondary constraints are the same as above. The asymp-
totic value of the lapse N — 1, however, breaks the invariance under the constant
rescaling of N generated by (4.65). Therefore the homogeneous part of (4.77) no
longer admits the constant solution, but rather only the trivial solution, wy = 0.
Thus the general solution of the inhomogeneous equation (4.77) is the particular
solution wy = wy[N, hij, p¥]. This means that the constraints py and C are
now purely second-class constraints without any first-class combinations.

In asymptotically flat spacetime boundary terms need to be included. For
the Hamiltonian (4.75) to define a consistent variational principle we must add
some boundary terms into the Hamiltonian in order to cancel a total derivative
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in its variation. We obtain all the required boundary terms by considering
a variation of the Hamiltonian with respect to all the variables, so that the
asymptotic behavior of the variables is preserved by the variation. The variations
of variables other than the metric h;; only produce vanishing boundary terms
whose integrands falloff quicker than O(r~2) in the limit 7 — oo. The variation
of h;; yields the boundary term

- g2a2j{ \/Eriéjk(ajéhik — aiéhjk) s (4.88)
B

where the integral is over the spherical boundary 03%; of radius r — oo, 7 is
the determinant of the induced metric on the boundary and r* is the outward-
pointing unit normal to the boundary. This boundary term originates from the
variation of the spatial scalar curvature term —as®)R in the potential (4.32).
All the rest of the terms in the potential can only produce vanishing boundary
terms whose integrands falloff quicker than O(r~2) in the limit 7 — oo, because
they contain higher spatial derivatives. Therefore we ensure the consistency of
the variational principle by redefining the Hamiltonian as

H/ =H+ QQOZQ f ﬁriéjk(ajhik — Blhjk) . (489)
By

The added boundary term differs from the one in GR only by the coupling
constant ag. In the Hamiltonian (4.75), the first term can no longer be written
as in (4.69), but instead we obtain

NHy = / NC + f{ sV, (4.90)
pI 3¢ B

The asymptotic behavior of V¢ = O(r~2) is dominated by the IR part (4.71) of
V' with all the rest of the terms giving vanishing contributions because of the
higher number of spatial derivatives. Hence we obtain

f s V= —2@20437{ Vorio;N . (4.91)
By By

Thus the Hamiltonian can be written as a sum of local constraints plus a bound-
ary term
H= [ (NC+wnNpy+ NH; +w'p)+E, (4.92)
e

where the boundary term is the total energy
E = 92% \/E?“i [Oég&jk(ajhik — 8lh]k) — 204381'N] . (493)
By

In GR, the ADM energy depends only on the first derivatives of the metric on
the boundary. In nonprojectable HL gravity, also the derivative of the lapse
along the inward-pointing unit normal to the boundary contributes to the total
energy.
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In the limit » — oo, the metric can be treated as a perturbation of flat
spacetime. In Newtonian gauge,

N=1+¢,  hy=(1-20);, (4.94)

the energy takes the form
E=0° f{ Vo rid; (dasd — 2031)) . (4.95)
By

In the static spherically symmetric solutions, ¢ = v and the asymptotic form of
the solution to O(r~1) is given by [118]

To

—¢=— 4.96
p=g=-2, (496)
where 7 is a parameter with dimensions of length. The energy of this solution
is

E = 8mo? (ag - %) ro. (4.97)
In the weak field limit, identifying the parameter rg as the Schwarzschild radius,
ro = 2GNM, and the total energy as the mass, F = M, we obtain the effective
Newton constant Gy in terms of the gravitational coupling constant ¢? of the
action (4.59) and the coupling constants ae and a3 of its potential (4.32)
B 1
-~ 16m2(a —

GN (4.98)

203)
as was already obtained in [118] via Lagrangian methods.

Elimination of second-class constraints and construction of reduced phase
space proceeds quite similarly as in the case of compact space. We impose the
second-class constraints strongly, py = 0 and C = 0, and eliminate the variables
pn and N in favor of the metric variables. Together with the boundary condition
N|s =1 at spatial infinity the constraint C = 0 determines the lapse completely
as a functional of the variables h;; and p¥. The reduced phase space consists
of the variables h;; and p* modulo the gauge orbits of the foliation-preserving
diffeomorphisms.

It should be possible to generalize the treatment in the presence of boundaries
to spacetimes other than the asymptotically flat ones. Similarly as in GR, a
generic spacetime with boundary can be considered [101, 103] (see Sec. 3.3). In
HL gravity, however, that has not been accomplished yet.
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Chapter 5

Modified Horava-Lifshitz
gravity

In papers II [15] and III [16], we proposed the modified F(R) HL gravity that
aims to combine the interesting cosmological aspects of f(R) gravity and the
possible renormalizability of HL gravity. In particular, we demonstrated that the
solution of spatially-flat Friedmann-Robertson-Walker (FRW) equation has two
branches: one that coincides with the usual f(R) gravity for a certain choice of
parameters, and one that is totally new and typical only for modified HL: gravity.
It was shown that unlike to standard HL gravity, our F'(R) HL gravity enables
the possibility to unify the early-time inflation with the late-time acceleration in
accord with the scenario of Ref. [51]. Hamiltonian formulation of the theory was
constructed and analyzed. Hamiltonian analysis of the non-projectable version
of this theory, where the lapse N depends also on the spatial coordinates, was
conducted in paper IV [124].

F(R) modifications of HL gravity were proposed and studied for the first
time in [134]. Our proposal includes those models as special cases. Some further
work on F'(R) HL gravities can also be found in [135].

In this chapter, we review the papers II [15], ITI [16] and IV [124] briefly. The
used notation and conventions are harmonized to match the previous chapters.

5.1 Actions for modified Horava-Lifshitz gravity

A generalized action that is invariant under foliation-preserving diffeomorphisms
(4.3) consists of invariants constructed from the extrinsic and intrinsic curvature
tensors of the spatial hypersurface ¥;, namely K;; and (3)R7;jk,l, and their covari-
ant derivatives. Contractions of those tensors are taken with the induced metric
hij on ¥;. In addition, we shall include the total derivative term

2V, (WK —a") =2V, (n"V,n” —n"V,n"), (5.1)
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which is a part of the decomposition of the scalar curvature of spacetime (3.19).
It was excluded from the definition of original HL gravity because it only con-
tributes a surface term. Here we consider an action that can depend on the
included invariants nonlinearly, and hence the term (5.1) no longer appears as a
total derivative in the Lagrangian. The gravitational action has the form

SgHL:/ d*eNVRhEF (hij, Kij, DiKjg, ..., Di, - Dy Kjp, . ..,
M

(3)Rijkla Di(B)Rjkhm coy Dy e 'Din(g)Rjklma cey
V, (n*V,n” —n"V,n*)), (5.2)

where all possible contractions of the involved tensors are understood. We con-
sider four-dimensional spacetime exclusively in this chapter. The Lagrangian of
the action contains a second-order time derivative of the metric in the term (5.1),
similarly as the usual f(R) gravity. Time derivatives higher than second-order
are excluded in order to avoid the problem with unstable ghost fields, which are
often encountered in higher derivative theories (see Sec.2.2). The lapse is con-
sidered to be projectable, N = N(¢). One could further generalize the theory by
revoking the projectability condition and considering an extended action which
also depends on the vector a; = N~'D; N, like we did for the usual HL gravity
in Secs. 4.1.3 and 4.2.4. That would further increase the number of invariants
permitted in the action.

In FRW spacetime with a flat spatial part and a nontrivial lapse, the metric
is given by

3
ds? = =N (t)%dt* +a(t)* ) _ (da')” . (5.3)

i=1
Then the action (5.2) takes the form

H 3 d (ad*H
= ‘e NVHF | — — 4
Sei /Mdm vh (N’aBth< N )) (54)

where we denote the Hubble parameter by H = a/a, with a = @ The function

F in the Lagrangian of (5.4) depends only on two variables, 5 and a3 ~ (ft (“jVH ) .

As a specific example of the general theory (5.2), we consider modified F(R)
HL gravity. The main motivation for the modified F'(R) HL gravity is cosmology
— similar to the reasons to consider the usual generally covariant f(R) gravity.
The action is defined by

Sy = 0 / d*zNVhF(R),
M
R =K K9 — \K? +2uV,, (n"V,n" —n"V,n") = V(hi;).

(5.5)

We assume the function F' is normalized as F'(0) = 1. The parameters A and
p are dimensionless coupling constants. The potential part V(h;;) is a function
of the metric h;; on the three-dimensional space and the covariant derivatives
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D; defined by this metric. In paper II [15], the potential part of R was defined
according to the detailed balance condition (4.12). Here as in papers IIT [16]
and IV [124], we consider that the potential part V(h;;) has the more general
form given by (4.27). In the IR Lifshitz point, both the critical exponent z
and the coupling constants A and p should flow to one, and the potential to
V(hi;) = —B)R effectively, so that the relativistic invariance could emerge at
long distances as a symmetry of the effective action.

5.2 Hamiltonian formalism

Hamiltonian formulation of the general action (5.2) would be very complicated
and indeed not that enlightening because of the extreme generality of the action.
In the case of FRW spacetime, the action (5.4) is greatly simplified. We shall
first outline Hamiltonian formulation of the action (5.4) following paper IIT [16].
Then the modified F(R) HL gravity will be considered, summing up results from
papers IT [15], ITI [16] and IV [124].

5.2.1 Hamiltonian analysis of the general action in the
FRW spacetime

We consider Hamiltonian formulation of the action (5.4) in FRW spacetime.
This is quite similar to Misner’s Hamiltonian formulation of FRW universe in
canonical GR [136].

Introducing four additional variables «, A, 8, B enables us to replace the ac-
tion (5.4) with

SerL = /M d*zNVh [oz <A— ﬁ) +8 (B— %% (T)) —i—F(A,B)} .

(5.6)
The variations of the action with respect to o and § yield
H 3 d [(a*H
A=t Bagth<N>, (5.7)

respectively. Integration by parts permits the removal of the second-order time
derivative of a and the time derivative of N, assuming the boundary terms vanish
due to appropriate boundary conditions. As a result S becomes a dynamical
variable. Thus the action can be rewritten as

= /dt/zf, NVh [a (A— JHV) + BB+ 3]6? —&-F(A,B)} . (5.8)

This action is equivalent to (5.4) in the sense that they produce equivalent
equations of motion. The advantage of the action (5.8) over (5.4) is the simpler
dependence on the variables a and N, which will be crucially important in the
Hamiltonian analysis.
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In the Hamiltonian formalism, the canonical variables consist of the gener-
alized coordinates h;;, N, a, A, §, and B, and their canonically conjugated
momenta 7, T, T, TA, g and 7p, respectively. The action (5.8) does not
depend on the time derivative of N, a, A or B. Thus we have the primary
constraints

(I)1=7TN%0, (DQ:ﬂa%O, q)g:WA%O, (I)4Z7TB%O. (59)

The momenta canonically conjugate to 5 and h;; are

3SH . .
g = 3a T (—a + 3) o, (5.10)

B
N 6 N

respectively. No more primary constraints are required, since the velocities ﬂ and
hij can be solved in terms of the canonical variables. The canonical Hamiltonian
(2.11) is obtained as

H.= | NH, (5.11)
P

3
g (2 ii 3
H=—|- + — A+ BB+ F(A,B)).
3 (a;_lﬂ a) a’® (« 8 (A, B))

The total Hamiltonian is defined by including the primary constraints with La-
grange multipliers.
The necessary secondary constraints are defined as

o= [ H~O, <I>5:—7%ﬂ+a3Az0, (5.12)
p

_OF(A,B) _ . OF(A,B) _

Po=at =g ~0, br=p+ =5 =0

The consistency conditions for the secondary constraints do not require intro-
duction of further constraints. The complete algebra of the constraints under
Poisson bracket can be found in paper III [16].

The total Hamiltonian can be written as a sum of the two first-class con-
straints Hy and ®; = 7, multiplied by two arbitrary time-dependent multipli-
ers N and \q:

Hr = NHy+ M\ Pq. (513)

We have defined the first-class Hamiltonian constraint as

4
Hy = +/ Zun(I)n, (5.14)
b

tn=2

where u,, are Lagrange multipliers that have been solved from the consistency
conditions of the secondary constraints. Note that (5.14) is a combination of
secondary and primary constraints. Usually a secondary first-class constraint
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would require us to define an extended Hamiltonian where the constraint would
be added with an additional arbitrary multiplier. In this case, however, that
would only lead to a redefinition of the multiplier V. The first-class constraints
are associated with the remaining gauge symmetry of the system, invariance
under time reparameterization.

Let us consider the case where all the second-order partial derivatives of the
function F(A, B) are nonzero. First we introduce the Dirac bracket (2.18) for
the second-class constraints ®,, b = 2,...,7. Then we can use those constraints
to set m4 = g = Mo, = 0 and to solve the auxiliary variables A, B and « in
terms of the dynamical variables as

_ T _ 0F(35,B) _a(a T8
A=zm  P= 0B B_B(ﬂ’3a3)’ (5.15)

and

(5.16)

a=—

or (4,25, £))
0A

The total Hamiltonian is now given in terms of the dynamical variables as

_m8 "
A= 3a3

Hr = | NH+ M7y, (5.17)
3¢

277132 {53(6’3@) F(a3, (5’3a3))}

where N acts as an arbitrary multiplier. The equation of motion for h;; can be
solved for the scale factor as

t

a(t)® = a(ty)® + / dtN7g. (5.18)
to

For the canonically conjugated momentum, we obtain the equation of motion

3 ~
Ji—g§iN [ 25 (BB + F(A B)] — 2222 7) 1
7 =5 <3a3;7r +5 (BB + F(A,B)] i A . (5.19)

where we set A = ;7’33 and the arguments of B have been omitted for brevity,

B=B (ﬁ, 3@3) For the variable 3, we obtain the equation of motion

. N (2, 0F(AB)
5:3<a2ﬂ _E)A‘A—"@>' (5.20)

i=1 3a

For its conjugated momentum mg, we obtain the equation of motion
A 35 T8
s = Na®B (5, @) . (5.21)

Specifying the form of the function F' enables the analysis of FRW spacetime
in any theory of the general form (5.2). We can conclude that when the second
partial derivatives of the function F(A, B) do not vanish, the proposed general
action defines a consistent constrained theory. Other cases are considered in
paper IIT [16] as well.
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5.2.2 Modified F(R) Horava-Lifshitz gravity

We introduce two auxiliary fields A and B in order to rewrite the action (5.5)
of modified F'(R) HL gravity as

Sy = 0 /M d*zNVh[B (R — A) + F(A)] . (5.22)

The variation of the action with respect to B gives A = R, which can be inserted
back into the action in order to produce the original action (5.5). The variation
with respect to A yields B = F'(A), where F denotes the derivative of F with
respect to its argument. The action (5.22) is equivalent to the original action
(5.5) in terms of the equations of motion.

The “modified scalar curvature” R in the action (5.5) can be written

. y 2
R =GN K, Ky +2uV, (n"K) — FMDQN —V(hij), (5.23)

where D? = 1/ D;D; is the covariant Laplace operator. Introducing (5.23) into
the action and performing integration by parts yields the action

t2 ..
Sr(R) 292/t olt/Z \/E{NB (GVM KKy — V(hij) — A) + NF(A) (5.24)

—2uK (0,B— N'D;B) — 2uND*B] .

We are mainly interested in the propagating degrees of freedom in the bulk.
Hence we assume the spatial hypersurfaces ¥; are compact and have no bound-
ary, so that integrals of total divergences may be dropped. We assume that the
lapse is projectable, N = N(t).
We denote the momenta canonically conjugate to the variables h;;, N, N*,
A and B by p¥, pn, pi, pa and pp, respectively. Since the Lagrangian is
independent of the time derivatives of N, N’ and A, we define the primary
constraints
pn ~0, pi(x) =0, pa(z) =~ 0. (5.25)

The momenta canonically conjugate to the metric h;; and the scalar field B are
defined as

pij _ 92\/E Bgijlekl 7 %hw ((%B _ NleB):| ; (526)
pp = —2u0*VhE . (5.27)

We assume p # 0 so that the momentum pp does not vanish. We recall that
the generalized DeWitt metric G¥* (4.13) has the inverse Gijrr when X # 1/3.
However, as long as p # 0, the invertibility of G¥*! is not that significant in our
theory, because K is given by (5.27) as K = —pp/2u0*vh. Therefore we can
write

GIMK = KV 4 hpg. (5.28)

2102V
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Thus we can solve 0,K;; and 0;B in terms of the canonical variables for any
value of A. Hence no more primary constraints are needed.
The total Hamiltonian (2.12) has the familiar form

H= [ (NHo+NHi+vnpy +v'pi +vapa), (5.29)
=,

where we have defined

1 (1 o1 1 1-3)
Ho [ (pijp 7 - p2> — PPB — —5—5 BrE

- AVILB 3 3 12 (5.30)
+0°\/g [B(V(hij) + A) — F(A) + 2uD?B]
and .
H; = —2hy; Dyp’* + DiBpg,, (5.31)

and the primary constraints are included with Lagrange multipliers.
The consistency conditions that ensure the preservation of the primary con-
straints imply the following secondary constraints:

o= [ Ho~0, Hi(x)~0, Ba(x)=DBx)—F(Alx))~0. (5.32)

The smeared momentum constraint (3.36) is the generator of spatial diffeomor-
phisms for the dynamical variables h;;, p¥/, B, pg. It can be extended to a gen-
erator of spatial diffeomorphisms for all variables by including multiples of the
primary constraints (5.25):

o[X] = | X'H,, (5.33)
¢

where we have defined
H; = —2hi; Dyp’* + D;Bpp + D Apa + DiNpy + L gpi - (5.34)

The momentum constraints satisfy the standard Lie algebra (3.39). The Hamil-
tonian constraint ®y and the momentum constraint satisfy the same Poisson
brackets as in projectable HL gravity (4.40).

Since F”'(A) = 0 would essentially reproduce the original HL gravity, we
assume F"(A) # 0. Then p4 and ®4 are second-class constraints,

{pa(z), ®a(y)} = F'(A(®))d(z —y). (5.35)

By replacing the canonical Poisson bracket with the Dirac bracket (2.18) and
setting p4 = 0 and ®4 = 0, we can eliminate the pair of auxiliary variables
A,pa. We can solve A in terms of B from the algebraic constraint ®,4 = 0. For
the remaining canonical variables the Dirac bracket coincides with the Poisson
bracket.

The total Hamiltonian is a sum of the first-class constraints py, p;, o and
H;. We can conclude that our modified F(R) HL gravity contains an extra
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scalar degree of freedom compared to the usual HL gravity. In the constructed
Hamiltonian formalism, the extra scalar is represented by the pair of canonical
variables B, pg. The extra scalar degree of freedom is similar to the one present
in the standard f(R) gravity. For an appropriately chosen function F' and pa-
rameters in the Lagrangian, the extra scalar possesses a healthy potential and it
is not an unstable ghost. In order the avoid a divergence of the kinetic part of
Ho, we should consider B > 0, and then choosing A > 1/3 ensures the sz term
is nonnegative, while A could flow to one in the IR limit.

Gauge fixing conditions could be introduced in a similar way as explained in
Sec. 4.2.1 in the context of usual projectable HL gravity. Canonical quantization
can then be performed as discussed in Sec. 2.3.

5.2.3 Nonprojectable F(R) Horava-Lifshitz gravity

Let us then consider what happens to modified F'(R) HL gravity when we revoke
the projectability condition, letting the lapse depend on both space and time.
Now the primary constraint py ~ 0 associated with the lapse becomes a local
constraint. As a result Hy becomes the local Hamiltonian constraint, Hy = 0.
The total Hamiltonian is given by (5.29)—(5.31) as a sum of local constraints.

As in the case of original nonprojectable HL: gravity analyzed in Sec. 4.2.2,
the problem arises in the Poisson bracket between Hamiltonian constraints. In
the renormalizable case (z = d = 3), the Poisson bracket is obtained in the form
(4.48). The tensor densities E’t"» in (4.49) are constructed from the canonical
variables h;j,p", B,pp and their covariant derivatives. The consistency condi-
tion (4.50) again has two possible interpretations. If it is regarded as a condition
on N, the only solution for generic couplings is N = 0, which is physically im-
possible since it collapses the time dimension of spacetime. If we regard (4.50) as
a constraint on the canonical variables h;;,p", B, pg, we end up with too many
constraints.

We illustrate this problem by considering the effective potential in the IR
limit. We consider the potential (omitting an irrelevant constant term)

V(hi;) = a®R. (5.36)

We obtain the densities Fy and E} as

9 1) . 1 DB
"Bl = —aM - MD%+4(—O¢+M) (,/T’LJ _ 3h”7r) é (5.37)
1—2a— 3\ ) 3\ —2a—1 ;
—LBD%B—F +,u_oz+a D'Brg,
31 3
1 ,
l;‘():*l)iE‘]Z_7

where the momentum constraint term —a’ can be dropped. Now the required
constraint reads

E{D;N+EN=~0 or D;(N°E})~0. (5.38)
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In order to satisfy this constraint without fixing N, we need to introduce new
constraints that imply Ei =~ 0. In the usual HL gravity, it was sufficient to
impose p =~ 0, but in our theory that would be insufficient. It would take
three constraints — such as p ~ 0, pg = 0 and B = constant — to satisfy
the required constraint. The consistency conditions for those constraints imply
further constraints. As a result the system is over-constrained. When the full
potential (4.27) is considered, the number of required constraints can be further
increased.

Thus we can conclude that the nonprojectable version of F(R) HL gravity
is physically inconsistent in a quite similar way as the usual HL gravity. In
fact, the inconsistency is even more serious than in the usual HL gravity. The
low-energy effective action of F'(R) HL gravity does not admit the interpreta-
tion of being a partially gauge fixed form of a generally covariant theory, unlike
the usual nonprojectable HL. gravity which can be interpreted as partially gauge
fixed GR, as was discussed in Sec. 4.2.3. This suggests that the mentioned inter-
pretation might be specific to the original HL gravity, i.e, not generalizable to
Diff (M) invariant theories in general. It might be possible to obtain a consis-
tent formulation of nonprojectable F'(R) HL gravity by extending the potential
part V(h;;) of R with terms that involve the vector a; = N~'D;N as in (4.32).
That, however, has not been studied properly yet.

5.3 Renormalizability

Modified F(R) HL gravity retains the renormalizability characteristics of the
original HL gravity. That was shown in paper III [16]. We consider the action
in another conformal frame, quite similarly to what we did for f(R) gravity (1.9).
First the action is written in the Jordan frame as in (5.22) with B = F'(A4). We
choose the gauge N = 1, N* = 0 for simplicity. Then we perform a conformal
transformation to Einstein frame. We define a new scalar field by

1
=3 In F'(A). (5.39)
We can solve it algebraically for A(p) so that F'(A(p)) = €3#. The conformally
transformed metric h;; is defined by

hij = e_‘PEij . (540)
Such a field redefinition should keep the S-matrix invariant and preserve the
renormalization characteristics of the theory. The action takes the form

= I R A oo
Sp) = QQ/Md‘*x\/ﬁ [4hlkh358thij8thkl - (B dyhij )
13X 3p\ 703
+ <_2 + 7 - 2) hjathl-jatap

(i - % + 951) (5&90)2 + f} (;Lijv SD) - V(‘P) ) (541)
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where the interactions of the fields Bij and ¢ are defined by
V(hijop) =V (e %hiy),  V(p) = A@)F'(Alg)) - F(A(p).  (5.42)

The transformed potential V (Blvj, cp) contains spatial derivatives of the fields }_Lij
and ¢ up to 2z-th order. Thus the propagators of Bij and ¢ behave as |k|~2% in
the UV region, similarly as in (4.2). In four-dimensional spacetime, we choose
z = 3, which gives six spatial derivatives in the Lagrangian and propagators
with |k|=% UV behavior.

Decoupling of the fields Bij and ¢ in the Einstein frame can be accomplished
by certain choices of the parameters A, u and the coupling constants in the po-
tential V. Choosing u = A — 1/3 diagonalizes the kinetic part of the Lagrangian.
Then A > 1/3 ensures the kinetic term for ¢ is positive and the theory is unitary.
The interactions can be simplified by fixing couplings in the potential.

5.4 Cosmological aspects

We briefly discuss the cosmological aspects of modified F'(R) HL gravity, which
were studied in papers ITI [16] and IV [124]. We consider the spatially flat FRW
universe (5.3). The modified scalar curvature in the action (5.5) has the form

_ (3= 9\+ 18u)H? 6ud(H>

R= 5.43

N2 N dt \ N ( )
We assume that matter can be included similarly as in GR. The energy density
p and the pressure p of the matter fluid are assumed to satisfy the standard
conservation law

p+3H(p+p)=0. (5.44)

The field equations can be obtained by taking variations of the action with
respect to h;; and N. The one corresponding to the first Friedmann equation is
obtained by varying N, setting N = 1 and integrating
. : N dF'(R C
F(R) —6{(1 — 3\ +3p) H? —l—uH}F'(R) +6uH dg ) —p—— =0, (5.45)
a
where C is a constant of integration. If C' > 0, the term Ca™2 may be regarded
as cold dark matter. In the special case A = =1 and C = 0, the equation for
standard f(R) gravity is recovered. The counterpart of the second Friedmann
equation is obtained by varying h;; and setting NV = 1:

F(R) —2(1—3\+3u) (H +3H?) F'(R)
dF'(R d®F'(R
(), F(R)
dt de?
Several kinds of functional forms of F' realize exponentially expanding de

Sitter cosmologies without any extra components like inflaton or dark energy.
In the absence of matter, the above Friedmann equations reduce to

F(R)+67*(3\—3u—1)F'(R) =0 (5.47)

—2(1—-3\H

+p=0. (5.46)
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for the de Sitter universe: N(t) = 1, a(t)? = exp(yt). Compared to the stan-
dard f(R) gravity, which is known to be able to describe expanding de Sitter
cosmologies inherently, the existence of the two parameters A\ and p enables an
even richer set of solutions. For example, reconstruction of nontrivial power law
solutions for the scale factor provide a bigger set of exact solutions. Realistic
models unifying inflation and current accelerated expansion (dark energy) are
possible, which was demonstrated by an explicit model in paper III [16]. As in
some other modified gravitational theories, the scale factor, the Hubble param-
eter or the effective energy density and pressure may become divergent after a
finite period of time has passed. Hence care must be taken when specific models
are constructed.
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Chapter 6

Hamiltonian analysis of
covariant renormalizable
gravity

As an alternative candidate for a QFT of gravity, we consider the covariant
renormalizable gravity (CRG) [17]. Unlike HL gravity, CRG is defined to be co-
variant under spacetime diffeomorphism and possesses local Lorentz invariance
at the fundamental level. CRG achieves a similar UV behavior of the graviton
propagator as HL gravity due to the presence of higher-order derivatives in its
Lagrangian. Since the theory is generally covariant, higher-order time deriva-
tives must be included as well. As a means to avoid the notorious problems
with ghosts in higher derivative theories, Lorentz invariance of the theory is
broken spontaneously at high energies. The spontaneous symmetry breaking is
accomplished by introducing an exotic scalar field and imposing a constraint on
the scalar field. Choosing a solution of the constraint breaks Lorentz symmetry
spontaneously. As a result the higher-order time derivatives are supposed to van-
ish when small perturbations on Minkowski spacetime are considered in certain
reference frames. Hence the theory might avoid the problem with ghosts. The
scalar field needs to couple to spacetime in an unusual and highly nonminimal
way in order to accomplish this feat. The spatial higher-order derivatives left
in the Lagrangian are able ensure power-counting renormalizability, similarly to
what we saw in the HL gravity.

However, we should note that the renormalizability of CRG, as well as of
the HL theory, is mostly based on the power-counting arguments. There are
many potential pathologies that could ultimately ruin the renormalizability of
the theory, such as ghosts or strong coupling.

An improved version of CRG was proposed in [18], because the original CRG
model did not improve the UV behavior sufficiently. A perturbative analysis
on the Minkowski background showed that the extra degrees of freedom present
in the new theory do not propagate. Only the massless graviton propagates,
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at least on the tree level. This is a notable feature for a generally covariant
higher derivative gravitational theory, albeit with spontaneously broken symme-
try.. Whether the introduction of the exotic constrained scalar field, followed
by the spontaneous symmetry breaking, really are able to accomplish such gain,
deserves further investigation. In this chapter, we review the papers V [19] and
VI [20], where Hamiltonian formulations of the original and new versions of
CRG were studied, respectively.

6.1 Original covariant renormalizable gravity

Original CRG [17] couples the energy-momentum tensor 7}, of an exotic fluid
to the Ricci tensor and scalar curvature as 7" R,,, + TR, and includes extra
derivatives as the combination TV ,V, + yI'V#V,,, in order obtain desired
UV behavior for the graviton propagator. We consider a power-counting renor-
malizable theory in four-dimensional spacetime, which is defined by the action

Scra = / d*zy/—g [2}2 —a(T" Ry, + BTR) (TN NV, +yTV*V,)
M
x (T"™ Ry, + BTR)]. (6.1)

One considers small perturbations on the Minkowski background in linear ap-
proximation, g, = Nuv+Juv, |§u| <K 1, with the gauge conditions oo = Jo; = 0.
The fluid is assumed to be perfect with the equation of state parameter w = p/p
(ratio of pressure p to energy density p). When the parameters 8 are chosen as
B=(1-w)/(23w—1)) and v = 1/(3w — 1), one obtains that the higher-order
time derivatives in the Lagrangian vanish

T'IWR,“, + BTR = % (818Jgij - 8]68/\3((51]@”')) R (62)
(T*™ N, V, +yTV"V ) [ = p(w + 1)9°0; f .

This is argued to ensure that the theory is power-counting renormalizable, since
the Lagrangian contains six spatial derivatives of the metric, which modify the
UV behavior of the graviton propagator to |k|~% in momentum space.

The perfect fluid could be realized by a scalar field ¢ with the energy-
momentum tensor

1
T;fu = u¢au¢ — Guv <2ap¢8p¢ + V(¢)> s (6'3)
provided that ¢ is imposed to satisfy the constraint
1
3 WM d+U(p) =0. (6.4)

When we assume U(¢) > 0, the constraint (6.4) implies that the vector J,¢ is
timelike. Then at least locally, one can choose the direction of time to be parallel
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to 0,9, so that the constraint (6.4) yields

! (flf) —U(9). (6.5)

Choosing a solution to the constraint on ¢ breaks Lorentz invariance. On the flat
background metric one obtains the energy density py, = U(¢)+V (¢), the pressure
py = U(¢) — V(¢), and the equation of state parameter w = py/p, associated
with T;f,j. For simplicity, it is assumed that the potentials are constants: U(¢) =
Uo, V(¢) = Vo. In (6.2), we obtain the factor ps(w + 1) = 2Uy. Using the
constraint (6.4) and fixing the parameters $ and v in terms of the potentials Uy
and V), one obtains the action as

Sora = /M d'zy/~g [2}2 — 00" ¢ 6G, (860" 9V, Y,
— 060,6V"V,) 060" G . (6.6)

where G, = R, — %gWR is the Einstein tensor.!

6.1.1 First-order ADM representation of the action

We obtain the ADM representation of the action (6.6) by decomposing it with
respect to a foliation of spacetime M into a family of Cauchy surfaces ;. In
the action, the required expressions are

o 1
M8 $ Gy = D'GD? {@)Rij + KK — 2K, K, — ~DiDiN
1 1 kl 2 2 k
+ fﬁNnKij - *hij R+ KyK*” +K*+2V, K — —=D"DyN
N 2 N
. . 1 .
+2(Va0) D'6 (DK = D Kjs) + 5 (V) (K2 — KKV + (3)R) (6.7)
and

(010" ¢V, V,, — 0"40,¢V"V,) f = D'¢DI¢ [(D;D; — hy; D Dy,
— hij(D*InN)Dy) f = (Kij = hijK) Vi f + hi;Va Vi f]
—2(V,¢) D¢ (D;V,, + KiyD?) f + (Vao)® (D'D; — KV,) f. (6.8)

Here we denote the Lie derivative along the vector Nn* = (1, —N%) by Ly, and
the covariant derivative of along the unit normal n* by V,,:

1 .
LnnKij = 0 Kij — LjKj, Vaf = N (8tf - NZDz'f) ) (6.9)

! Alternatively, one can use the constraint (6.4) to write 9,,¢9" ¢ = —2Uy in the Lagrangian,
so that O* 0" ¢G ., = OFpO” pR, + UgR and —0H ¢0,¢VV'V,, = 2UgVHV .
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where f is a scalar function on spacetime. Substituting these results and the
decomposition of the scalar curvature (3.19) into (6.6) gives us the ADM form of
the action. Unfortunately, the result is a complicated higher derivative action,
whose Lagrangian contains higher-order time derivatives of the ADM variables
and the scalar field ¢ up to fourth order. As a result extra degrees of freedom
associated with the higher time derivatives are expected to be present in this
theory. The general action turned out to be an unrewarding target to analyze
due to its complexity.

We can simplify the action considerably by identifying a foliation of spacetime
defined by the constrained scalar field. There exists a foliation of space-time into
spatial hypersurfaces ¥; whose unit normal is given by

S
V=0,60"¢  2U,

When this foliation is chosen the constraints on the scalar field (6.4) becomes
identical with the normalization requirement of the unit normal, n,n* = —1.
The gradient of the scalar field can now be written

OMp = —\/2Ugn* , (6.11)

where the unit normal is given in terms of the ADM variables (3.11). Since

(6.11) implies
Out = —/2Ugny = (V2U5N,0,0,0)), (6.12)

the leaves 3; of the foliation are surfaces of constant ¢ in ADM coordinates. We
can integrate to get

nt = (6.10)

o) = o(to) + V2Up /tlt dt' N(t'), (6.13)

which implies NV is constant on ¥; too, i.e., projectable in the language of HL
gravity. The symmetry is reduced to foliation-preserving diffeomorphisms (4.3).
The results (6.7) and (6.8) for the spacetime decomposition of the action can
now be written

060 §G, = Up (K* = KiK' + OR) (6.14)
(0" pV ,V,, — 0" ¢80,V V,) f = 2Uy (D'D; — KV,,) f. (6.15)

The action still contains second-order time derivatives of the metric. Hence we
introduce extra variables {1, A1, (2 and Ay and rewrite the action (6.6) into an
equivalent first-order form,

Scra = /M d*zv/=g {2}1 —a[Gl + A (G — (040" ¢V .V,
— 0490, ¢V"V,) (o) + A2 (G2 — 0490 ¢G )]} . (6.16)
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The ADM representation of the action is then obtained in the form (2.4) as

to ijlei K (S)R
SCRG:/ dt/z N\/E{g il —afGé
t1 t

2K
+ A1 (G4 200 (KVpGo — D'D;(2))
+ 22 (G + Uy (67K K — OR) )|}, (617)
where the DeWitt metric is used, Gi/* = %(hikhjl + RURIF) — KRR The
scalar field (o is the required extra variable that absorbs the second-order time

derivatives. This first-order action is the basis of the following Hamiltonian
formulation.

6.1.2 Hamiltonian formalism

Let us consider Hamiltonian formulation of the first-order ADM form (6.17) of
the action of the original CRG. First we shall define the canonical momenta.
Since the action is independent of the time derivatives of N, N?, (i, A; and A,
their canonically conjugated momenta, px, p;, ¢, Pa, and py,, respectively, are
the primary constraints:

PN = 07 pz(a:) ~ 07 D¢y (w) ~ 07 p)\l(w) ~ 07 p)\2(w) ~0. (618)

The momenta, canonically conjugate to h;; and ¢ are defined by

p7 =vVh (MQUMKM —aly (M h7 Vo + )\zg”lekz)> ; (6.19)
Pey = —20UgVh MK . (6.20)
Since @ # 0 and Uy > 0, it is possible to solve the time derivatives of the
variables h;; and (> in terms of the canonical variables. Thus no more primary

constraints are required for performing the Legendre transformation that gives
us the canonical Hamiltonian. The total Hamiltonian is obtained as

H= (NHO + NiHi +unpN + Uipi + V1 PG +oxpA T v)\zp>\2> ) (621)
¢
where the v fields are Lagrange multipliers and we have defined

1 2K o1 1
= " |pop¥ — Zp2
o= /31" 2ralions {p”p 3’ 73 (

1 1—2/%0&(]0)\2 2 2
+6(2/mUo/\1> Pa| TVIT

+ o [C1é + A1 (G — 200D D;ia) + XoCa] }

1 —2kaUpA
02) s (6.22)

2/‘60[U0/\1
1+ 2/“60{U0)\2 (S)R
2K

and '
H; = —2h;; Dyp’* + DiCape, - (6.23)
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We immediately recognize that H; has the familiar form of a momentum con-
straint, whose smeared form (3.36) generates diffeomorphisms on the spatial
hypersurface 3, for the fields h;; and (2, and their conjugated momenta.

The secondary constraints, which ensure the primary constraints (6.18) are
satisfied at all times, are defined as

do= [ Hom0, Di(x)=H;i~0, Dyx)=C+M\~0, (6.24)
p
1 1— 2I€OéU0>\2 2 2 2 .
Ps5(x) = — S A2 (¢ — 2UoD' D) ~ 0,
(@) g (ppCz 2kalUp p<2> + 30700, (G = 20 @)~ 0
1 1 1 /1-2kaUrs\>
i) —— pd — = 2_ - ~rore 2
o(@) =2 (p L NG ( 2raloh ) p<2>

(1 — 2530(U0)\2)2

4H2UO (CQ - U()R) ~0.

The global Hamiltonian constraint ®¢ and the smeared momentum constraint
@[X] satisfy similar Poisson brackets as in projectable HL theories, namely

(4.40). Obtaining the Poisson bracket between ®; and @ [X } is easiest if we ex-
tend the momentum constraint to a generator diffeomorphisms for all variables.
This is again accomplished by including multiples of the primary constraints
(6.18) into the generator @[)? ] Then the primary constraints, Hy and H;
transform as scalar and vector densities, while the other secondary constraints
®,, s = 4,5,6, were defined to be scalars under spatial diffeomorphisms. The
remaining Poisson brackets between the secondary constraints (6.24) turn out
to be quite complicated expressions.

There exists four propagating physical degrees of freedom, since we have 26
canonical variables (N?, h;;j, A1, (1, A2, (2, and their conjugated momenta), six
first-class constraints (p;, H;), and six second-class constraints (pe,, Pa,, Pag, P,
&5, Pg). That is two more local physical degrees of freedom than in GR. As
another comparison, our analysis shows that CRG (considered with respect to
a foliation adapted to ¢) has one more physical degree of freedom than pro-
jectable HL gravity. Interestingly, the number of physical modes is exactly the
same as in the modified F(R) HL gravity considered in Chapter 5. One extra
physical degree of freedom (o has its origin in the higher order time derivatives
present in the CRG action. The other extra propagating mode is caused by
the projectability condition similarly as in HL gravity. No ghosts appear. But
such extra degrees of freedom may be problematic since they may generate extra
(long range) forces that are not in agreement with observations. One might be
able to bring the number of physical degrees of freedom closer to that of GR
by introducing some extra gauge symmetry, along with some new fields, which
generates some new constraints.

Once the Dirac bracket (2.18) has been introduced, the second-class con-
straints @4, 5, Pg can be used to solve the auxiliary variables (1, A1, A2 in
terms of the dynamical variables (h;;, P4, (o, D¢, ), and the primary constraints
D¢ys Par> Pro are used the eliminate the auxiliary momenta.
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Gauge fixing conditions can be introduced in a similar way as explained
in Sec. 4.2.1 in the context of projectable HL gravity (Sec. 4.2.1). Canonical
quantization can be performed as discussed in Sec. 2.3.

Here we considered only the power-counting renormalizable theory corre-
sponding to HL gravity with critical exponent z = 3. The super-renormalizable
model corresponding to z = 4 was also studied in paper V [19]. It has a quite sim-
ilar Hamiltonian structure as the theory considered above. In particular, there
exists one auxiliary field less in the action and correspondingly there are two
second-class constraints less in the Hamiltonian formulation of the theory. Most
importantly the number and nature of physical degrees of freedom matches the
theory reviewed above. Theories corresponding to even higher z can be treated
in a similar fashion.

However, the original CRG models appear to be insufficient for renormaliz-
ability [18].

6.2 New covariant renormalizable gravity

The new version of covariant renormalizable gravity [18] is considered in this
section. For definiteness we shall consider the specific model corresponding to
critical exponent z = 3, which should be power-counting renormalizable in four-
dimensional spacetime. The action reads

R 1
= ‘2y/=g|— —aP *P.,"” v— —— L v
SCRG /Md xr g [21‘{ arl, 8 <Ru 2U08,,¢V VMV ¢)
1
x (0" ¢d" ¢V, V,, — 8,00"$V" V) PO+ PP (RW - waquvpvuvueé)
0
1
-2 (28H¢8“¢ + Uoﬂ . (6.25)

where the projector is defined by

Do 0"

P 1=k
« a+ 2UO

(6.26)
Variation of the action (6.25) with respect to the Lagrange multiplier A implies
the constraint (6.4) on the scalar field ¢. The major difference compared to the
first CRG action (6.6) is that the scalar quantity 0% 0" ¢G ., has been replaced
with a projected tensor

. 1
P,"P, (RW - mapwﬂvuvy@ . (6.27)

The derivative operator acting on this tensor is the same one as in the original
CRG action. We again consider that the potential Uy is constant for simplicity.

The argument for power-counting renormalizability is made similarly as in
the previous model. Once the constraint (6.4) is solved and gauge is fixed, the
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linearized Lagrangian contains only spatial derivatives of the perturbation §,,, of
the metric on Minkowski background. Then in the Lagrangian one obtains the
projected tensor and the derivative operator in terms of only spatial derivatives,

PMP;Y <RW - lapqsvpvuvm) _1 (0%0: Gk + 07055k (6.28)
20 2
— 0"0gi; — 0:0;(h,1)) ,
¢ ¢V NV, — 0,00" ¢V 'V, = 2U0% 0, . (6.29)

Including a suitable number of these factors into the action should render the
theory power-counting renormalizable.

At long distances the behaviour of the action (6.25) is supposed to be dom-
inated by the EH part of the action, producing physics consistent with GR. At
short distances and high energies the action of CRG is dominated by the higher-
derivative terms with the coupling «, which enable power-counting renormaliz-
ability. However, the action (6.25) is of uncommon type and it is not at all clear
what kind of physical degrees of freedom it contains. In general, higher-order
time derivatives increase the number of degrees of freedom, while the constraint
on the scalar field and the nonminimal couplings between the fields complicate
things considerably. The presence of higher-order time derivatives of both the
metric and the scalar field may imply the existence of an unstable ghost, be-
cause every extra time derivative of a variable translates into an extra physical
degree of freedom, provided the number of constraints in the system is unaltered,
and such a higher-order degree of freedom carries an energy with opposite sign
compared to the corresponding lower-order degree of freedom. Therefore a close
inspection of the action is required in order to see whether it defines a healthy
theory in the first place.

6.2.1 First-order ADM representation of the action

We obtain the ADM representation of the action (6.25) similarly to the first
case of CRG. We shall directly employ the foliation of spacetime adapted to ¢
for simplification (see around (6.10)). The scalar projector (6.26) becomes the
orthogonal projector (3.2) onto the spatial hypersurface ;. First we obtain the
projected tensor (6.27) in the action as

WY 5 (Ruw — VK + aua,) = B Rag + KKop — Doag . (6.30)

The vector a,, vanishes for the chosen foliation. Decomposing the second-order
covariant derivative (V,V,) of the tensor (6.30) with respect to the foliation of
spacetime is no small task. In the end, for any tensor A, tangent to 3, we
obtain a simple result for the scalar combination in the action

. 1
AP (ntn"V,V, + VIV ) Agg = AV (DkaAij = K Lvn Ay

+ 2K K" Apj + 2K KM A) . (6.31)
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In the action, A,p is given by (6.30). Since the action still contains second-order
time derivatives, we introduce an extra field related to the metric variables as
Gij = (3)Rij + KK;;.? Then the action takes the desired form (2.4) as

to K. K49 — K2 (3) o
Scra = / dt / N\/ﬁ{ Y t R — 20Ugh** Iy
t1 M

2K
x o i B k- ) kl -
x ( DFDy¢y; KNENnC” +2KK,;"Cj + 2K K™ (5
PN (Qj — BR,; — KKij)} , (6.32)

When ¢;; = 0, the action reduces to an ultralocal special case of HL gravity. In
order to find more general dynamics we assume that at least two components
of (;; are nonzero, while the rest of the components can attain any values.
In principle, it makes no difference which of the components are chosen to be
nonzero, but we choose one of them to be the trace of (;; due to notational
elegance.

6.2.2 Hamiltonian formalism

The canonical momenta conjugate to N, N?, hij, Cij and A" are denoted by py,
pi, pY, pzj and pf‘j, respe'ctively.l‘Since the action (6.32) is independent of the
time derivatives of N, N* and A\, we have primary constraints:

The momenta canonically conjugate to h;; and (;; are defined by

N Ki—hiK aUy .., -
i =vh o + aNO 9 (Gt — £ 5Cht) BB G (6.34)

—2aUy (WK™ + W K7 + WK™ + W B K) Gom G h™
« .. ..
S (WA K + NTE) |
+ B ( ki + ) )
pd = 20UgVAER* 7'y . (6.35)
We shall adopt a convention where the trace component of a tensor or a tensor
density is denoted without indices and the traceless component is denoted with

the bar accent. For instance according to this convention we decompose the
variables (;; and p; as

= 1 ij =i 1
Gij = Gij + 3hisCs 0 =07 + Fhijpe .- (6.36)

2There is a lot of freedom in choosing the variables associated with the higher-order
time derivatives. Other possible choices are for example: a scalar variable ¢ = ((3)R” +
KKlJ)(<3)le + KKj;) or the extrinsic curvature (;; = K;; (see paper VI [20] for details).
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The traceless and trace components of the momentum péj are involved in further
primary constraints, which are defined by

9 = g — W*pit g, Y C ~0. (6.37)

The extrinsic curvature K;; can now be solved in terms of the canonical variables.
Tts trace is given by the trace of (6.35) as

b¢

= —— 6.38
QOéU()\/EC ( )
The traceless components I_(ij can be obtained by solving
_ ho
P = £F”’“K,d, (6.39)
2K
where we have defined
_ LB g e Nip
P = e i gk hz] Kkl PC P 6.40
t3 (C ¢ Cri€ ¢ Al ¢ (6.40)
and
g 1 . . o 1 ..
FUM = o (W' + hh7*) — 8aly (hm“hﬂ(’“hl)" = GhYRETR ) G,

(6.41)
The inverse Fi;,il to F* can be constructed as a power series. The series
appears to be infinite. It does not converge unconditionally. However, for any
given spacetime, there ex1sts a range of values for the coupling « such that the
series expression of F); Y kl is absolutely convergent. Here we simply assume that
F y ,il exists. Then no more primary constraints are needed
The total Hamiltonian is obtained as

H = (NHO + N'"H; + vnpn +v'pi + 0 ply + @ijﬁ”’) , (6.42)
P

where vy, v, vy and 0;; are Lagrange multipliers and we have defined

1 % — kl p pC pklyimyjn 1 o
Ho= [4/<LpJFUklP + 51 UoC — 2R F L PPN EL L PP (6.43)
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Hi = —2hy; Dip’* — 26,;0p1" — (20;Cir — 0iGin) 1" - (6.44)
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The Hamiltonian depends on the traceless components ﬁéj of the momentum
canonically conjugate to (;; only through the primary constraint (6.37). That
means ﬁzj does not appear in any other constraint.

Then we introduce the secondary constraints

o= | Ho=0, Hi(x) =0, (6.45)
¢

Uii(w) = {p(x), ®o} =0, ()= {07(x), e} ~0, (6.46)

which ensure that the primary constraints py, p;, p?j and II¥ are preserved in
time, respectively. The smeared version (3.36) of the momentum constraint H;
is the generator of spatial diffeomorphisms for the variables h'/,p ¢;;, pzj It
can be extended to a generator of spatial diffeomorphisms for all variables with
the primary constraints (6.33). The global Hamiltonian constraint ®; and the
smeared momentum constraint ® [)? ] again satisfy similar Poisson brackets as in
projectable HL theories, namely (4.40). The explicit forms of the constraints ¥,
and ﬁ?[ are quite complicated, hence we shall not present them here. Preserva-
tion of the secondary constraints in time does not imply further constraints. The
Lagrange multipliers vy and v;; are solved in order to ensure the consistency of
the constraints ¥;; and HIJI in time.

Let us seek to identify the physical degrees of freedom. There exists four
propagating physical degrees of freedom, similarly to both the first version of
CRG and the modified F(R) HL gravity. Now we have 42 space-dependent
canonical variables (N?, hij, Gijs A and their conjugated momenta), six local
first-class constraints (p;, ®;) and 22 local second-class constraints (pf‘j7 7,

U5, Hl ). Let us try to further understand the nature of the extra propagating
modes. The constraints of the theory enable us to regard some of the canonical
variables as being dependent on other variables. The Dirac bracket can be
defined in the standard way (2.18). Then we can set the local second-class
constraints pf‘ﬁ IR U,; and 1:1?1 to zero. The following variables are regarded
as dependent variables: (i) the momenta pf‘j can be set to zero, (ii) the traceless
component of A\ can be solved from W,; = 0, (iii) ¥ = 0 can be regarded to
fix the conformal factor of the metric h;;, and (iv) II¥ = 0 and II}; = 0 can
be regarded to define the traceless variables ng and pCA in terms of mdependent
variables. The remaining independent canonical variables are eleven variables in
hij, p*, the trace component A, and the trace components ¢ and pS. We could
not remove A from the set of independent variables even though the variables
A had an auxiliary role in the action (6.32), albeit it is possible to write the
Hamiltonian without A due to the constraints (see below).

The fact that a given higher derivative theory of gravity possesses extra
degrees of freedom is always alarming, because such modes are often ghosts
or otherwise pathological. We can see that the kinetic part of the Hamiltonian
contains terms involving the momentum p, which can attain arbitrarily negative
values on the constraint surface. This is not quite as evident as it would seem
at first sight because of the complexity of the constraints. Preferably, we would
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have liked to obtain a diagonalized form of the Hamiltonian constraint, and
possibly solve some of the constraints as well. Unfortunately, that turned out to
be next to impossible due to the complicated forms of Hy and the constraints.
However, a slightly better view of the Hamiltonian is achieved by taking out
a linear combination of the constraints ¥;; from H, in the global Hamiltonian
constraint. We obtain the sum

Pop

Ho + NIy = [4@” FoLPH 4+ P opr L PR it
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2
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- ﬁ/\” Fijp A ( c ) ] -9 <2n - QQUOClJDkaCij) , (6.47)
where we denote

Prl — gl 4 (Ck ¢lm _ hkl@ﬂﬂgmn) PCC (6.48)
One can also demonstrate certain properties of the kinetic part of the Lagrangian
with a simple toy model (see paper VI [20].) These considerations suggests that
there exists a degree of freedom that carries negative energy. As is usual in
higher time derivative theories, energy of the higher-order degree of freedom has
opposite sign compared to the corresponding lower order degree of freedom. We
emphasize that the physical Hamiltonian is a constraint that vanishes every-
where on the constraint surface.> That means the kinetic and potential terms
must cancel each other at all times. When interacting positive and negative
energy degrees of freedom are present, any state (including “empty space”) can
decay into compensating positive and negative energy excitations. This makes
the theory unstable. The only way this could be avoided are the constraints.
Unfortunately, the Hamiltonian constraint is global and therefore it does not
constrain local physics. We believe the momentum constraint does not protect
the stability either, since the extra degree of freedom cannot be removed by a
spatial diffeomorphism. Thus this theory cannot be considered to be a realistic
description of gravity, albeit it might possess favourable renormalization charac-
teristics. In this respect it is similar to the generally covariant higher derivative
gravity [9, 11, 10], whose action is of the type (1.3). However, the discovered

3QGenerally the physical Hamiltonian is interpreted as total energy, which is given by the
surface terms in a gravitational theory (see Sec. 3.3). We do not study the total gravitational
energy in CRG, but rather concentrate on the propagating degrees of freedom.
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Hamiltonian structure of new CRG is more complicated than that of generally
covariant (renormalizable) higher derivative gravity [76, 137, 138], which will be
discussed in Chapter 7.

We expect the CRG actions corresponding to higher values of the critical
exponent z > 3 to exhibit a similar ghost problem as the case z = 3. The
number of time derivatives present in the ADM representation of the action
grows with z. The cases z = 4,5,6 most likely to reproduce the same problem
but in an even more complicated form than in the case z = 3. CRG actions
corresponding to sufficiently high z will necessarily be unstable, once the order
of time derivatives is greater than the number of available constraints.

In more general perspective, we conjectured that generally covariant higher
derivative theories of gravity which aim to achieve power-counting renormal-
izability via spontaneous (constraint induced) Lorentz and/or diffeomorphism
symmetry breaking will in general have to face a similar challenge with ghosts
as CRG. There are two ways to avoid the problem. Either the higher time
derivatives totally disappear (cancel out) from the ADM representation of the
given action or the constraints available after symmetry breaking conspire to
protect the stability of the higher-order degrees of freedom.

Recently we have begin to suspect that in this type of theory it might be
better to treat the normal n* as a genuine dynamical variable with constraints
restricting it to unit norm and zero vorticity. This way a more a general treat-
ment might be achieved. In covariant form the action would be defined as

Scra = /M d*z/—g [212 — ((3)Raﬂ + KK*P — Do‘a’8>
x (N*n¥V,V, + VAV ,) ((3)Ra@ + KKop — Daaﬁ)
F A 1) + B Fy + Myupe BB |, (6.49)
where the vorticity for n, is
Fuw = h”uh”l,v[png] (6.50)

and A, B* and M,,,,, are Lagrange multiplier fields. Variations of the action
with respect to the Lagrange multipliers yields

n,nt =—1, B =0, Fuw =0. (6.51)
The normal would be associated with the scalar field ¢ by
n, =—-NV,¢ (6.52)

and choosing it to be the time ¢ = ¢t (ADM gauge choice) yields the ADM formu-
lation of the theory. This approach would be similar to the covariant formulation
of HL gravity [139] (also see [117, 118]), but with a much more complicated ac-
tion including higher-order time derivatives and several extra kinetic terms. The
only advantage of CRG over HL gravity is the spontaneous breaking of Lorentz
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invariance in the high energy regime. The idea of achieving renormalizable grav-
ity via spontaneous symmetry breaking is certainly appealing. But it is hardly
worth the price of accepting such a complicated Hamiltonian structure, let alone
an unstable extra degree of freedom.
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Chapter 7

Hamiltonian analysis of
generally covariant
higher-derivative gravity

Hamiltonian formulation and canonical quantization of generally covariant grav-
itational theories whose actions (1.3) contain quadratic curvature terms were
originally studied in [76, 137, 138]. These classic works have been followed and
elaborated ever since (see e.g. [78]). Based on a work in progress, we present
some results of our Hamiltonian analysis of the potentially renormalizable cases
of curvature-squared gravity, including the highly interesting case of conformally
invariant Weyl gravity.

There are a few reasons to revisit this subject. The analysis [76] includes all
the cases of curvature-squared gravity, but the chosen action produces an unnec-
essarily complicated structure of constraints.! The analysis [137] is considerably
simpler due to a better choice of the action. However, it defines the canonical
variables associated with the second-order time derivatives in the Lagrangian in
a way that interchanges the role of fields and momenta quite confusingly. We
have discovered that the projection of Weyl tensor onto the hypersurfaces of the
foliation of spacetime contains a fully traceless component, which was missed in
[137]. The first Hamiltonian analysis [138] considered the case of conformally
invariant Weyl gravity in the strong-coupling approximation.

In addition, there are some recent developments that require scrutiny. Criti-
cal points of the gravitational action with curvature squared terms were recently
studied in [140], where it is claimed that the massive spin-2 mode can become
massless for a certain choice of coupling constants: 8 = —a/3 = (4k?A)~! in
(1.3). The relation of such critical gravity to conformal gravity in four-dimen-
sional spacetime has been studied in [141]. It has been proposed that one can

n addition, the standing of cosmological constant when added into conformally invariant
Weyl gravity has not been understood properly. However, we shall not consider this problem
here, since our analysis is still incomplete.
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obtain solutions of four-dimensional Einstein gravity with cosmological constant
by introducing a simple Neumann boundary condition into conformally invariant
Weyl gravity [142]. In a somewhat similar fashion it has been argued that one
can obtain ghost-free four-dimensional massive gravity by introducing Dirich-
let boundary conditions into curvature-squared gravity on an asymptotically de
Sitter spacetime [143]. If these claims are true generally, we should discover a
corresponding change in the Hamiltonian structure of the given theory.

7.1 The action and its ADM representation

We consider a gravitational action of the form [137]

S = / d'zy/=g [A + B 2 Crupe CHP7 + Bpey 7G|, (7.1)

where &, a, B and «y are coupling constants. C},,,» is the Weyl tensor

2
C,ul/pa = R;u/pg - m (gu[pRo]u - gu[pRa']p,)

2
e R
(D _ 1)(D _ 2)9#[{790]1/ )

(7.2)
+

where D is the dimension of spacetime (D = 4). The Weyl tensor is by definition
the traceless part of the Riemann tensor. In the last part of the action (7.1), G
is the Gauss-Bonnet-Chern curvature term,

G = Ropys Ruvpoc® e’ = R, e R’ — AR, R"™ + R?. (7.3)

In four-dimensional spacetime, its integral over spacetime becomes a topological
invariant which is proportional to the Euler characteristic of the spacetime man-
ifold. Since we consider smooth variations of spacetime, which do not change
its topology, the Gauss-Bonnet-Chern part of the action can be regarded as a
constant, and hence we can drop it. Note that a nonlinear function of G in a
Lagrangian of type R + f(G) would imply an extra scalar degree of freedom,
similarly as the total derivative in the scalar curvature (3.19) when a nonlinear
Lagrangian f(R) is considered.

In order to have a variational principle that is consistent with the desired
equations of motion, no boundary surface terms are required in the action (7.1),
unlike in GR (3.20). This is because now the minimal boundary conditions im-
pose the variations of both the metric and extrinsic curvature to zero. However,
whenever the EH part of the action is included (k~! # 0), we choose to include
the boundary term X [ d®z/|7|K, so that the same total surface contribu-
tion is obtained as in GR, namely (3.23). We again assume orthogonality of
the Cauchy surfaces ¥; and the timelike boundary B for simplicity. In case
the hypersurfaces ¥; and B would intersect nonorthogonally, we could include a
surface term according to (3.24).



7.1 The action and its ADM representation 91

Let us then obtain the ADM representation of the action by decomposing it
with respect to a foliation of spacetime. The projection relations for the Weyl
tensor (7.2) can be written in terms of the ADM variables as

1 1 1
1Cinjn = 5 (55‘% - Shijhkl> (EnKkz — ORyy — KK — NDszN> ,

1Cijkn = 2D K + DlKl[ihj],f — DKhyy,
1Cijkt = Kijkt + Rik 1Cjmin — Rit 1Cinkn — Rjk 1Cinin + Rj1 1Cinkn,  (7.4)

where the traceless quadratic extrinsic curvature tensor KC;;x; is defined as

Kijii = KinKj1 — KqKji — hi (Kj K — Kj K™))

+ hyy (KJkK — ijKmk) + hjk (Kle — Kimel)

— hji (Kip K — Ki K™,) (7.5)

1

+3 (hishji — hahj) (K? — Kpn K™) .
Our result (7.4) for the component of Weyl tensor that is fully tangent to the
spatial hypersurface differs from the one given in [137] by the presence of K.
In [137], it was obtained that the traceless part of |Cjx is solely the vanishing
three-dimensional Weyl tensor, but in fact there exists a nonvanishing traceless
part, namely (7.5). However, this correction has no effect on the Hamiltonian

formulation of the theory (7.1), but it can affect more exotic theories that couple
Weyl tensor to something else than itself. Weyl tensor squared is obtained as

CovpoC*P7 = 8 Cinjmn1C' 7, — 4,Cj1n  CF . (7.6)

In obtaining the result (7.6), we used the fact that /C;;; is traceless and its
square is zero,

KijiK7M = 2K KW KM = —6P(K), K’ =0, (7.7)

where the characteristic polynomial P(\) for the tensor K ij with the tensor itself
as the argument is identically zero due to the tensor form of the Cayley-Hamilton
theorem, P(K)*; = 0.

Then the action (7.1) can be written in the first-order form (2.4) as

ta
1 y
Seo = / dt/ N {\/ﬁ [A+ — (<3>R+ KK — KQ)
t1 poM 2K

— 201 Cinjn1C 7 + a1Cijin 1 C7F, + gRQ}

+ X (Lphi; — 2Kij) } + Ssurface s (7.8)
where the independent variables are N, N?, hij, K;j and A7. The surface

contribution Sgurface is the same as in GR (3.23) if EH action is included, and
otherwise zero.
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7.2 Hamiltonian formulation

Canonical momenta conjugate to N, N°*, hij, K;; and A shall be denoted by
DN, Di, P, P and pg\j, respectively. The primary constraints are

py ~ 0, pi =0, Py ~0, Y = pl — \¥ ~ 0. (7.9)

The auxiliary variables A and p;\] can be eliminated by imposing the second-
class constraints IT% and pf‘j to zero strongly as explained in Sec. 2.2.2, where
the general formalism for constrained higher derivative theories was introduced.
The momentum canonically conjugate to Kj;; is defined as

P =vh (mﬂ,ﬁn + ghij R) : (7.10)

The number and nature of constraints and physical degrees of freedom de-
pends on the values of the coupling constants. Therefore we shall treat the
different cases separately. We consider only cases with « # 0, which are the only
ones that can improve UV behavior. The cases with a = 0 include only GR and
the quadratic case of f(R) gravity, with or without the cosmological constant,
which are well known and understood. For a review of Hamiltonian formulations
of f(R) gravity, see [144]. First we shall consider the conformally invariant Weyl
gravity, which will serve as the reference theory to which the other cases are
compared to.

7.2.1 Weyl gravity: A=0,x =0, a#0, =0

We could also set the coupling o = 1, but we choose not to, because keeping
it will help in comparing to the other cases. There are no surface term in the
action (7.8), Ssurface = 0. o

The momentum (7.10) consists only of the projection ;C",7, of the Weyl
tensor. Since this projection is traceless, the trace of the momentum P¥ is a
primary constraint,

P~0. (7.11)

We again adopt notation where the trace of a quantity is denoted without indices
and the traceless component is denoted by the bar accent.

We obtain the total Hamiltonian as

H= [ (NHo+N%H;+vnpy +0'pi +vpP)
e (7.12)
+ 7{ ri (D;NP9 — ND;PY + 2N;p" + 2N P*K ;) .
B,

where the v fields are arbitrary Lagrange multipliers. The Hamiltonian con-
straint is given as
i PP iy g
Ho =207 K;; — —2— 4+ PUCR,. + PIK, K
’ Y 2avh v N (7.13)
+ Di,DjPij - a\/ﬁlCijknlO”kn ,
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where P;; = hikhjﬂ?kl. The momentum constraint is defined as
H; = —2hy; Dyp’* + PI*D;K ), — 2D; (P7*Kyy,) (7.14)
or more symmetrically in terms of partial derivatives as

H; = —2hi;0rp"" — (20;his, — O;hji) p*

. . (7.15)

— 20504 P7F — (20, K — 0,8 j1,) P* .
The smeared momentum constraint (3.36) generates infinitesimal spacetime-de-
pendent spatial diffeomorphism for the dynamical variables (h;;, p*, K;;j, P¥) on
the hypersurface ¥;. We can again extend the momentum constraint to a gen-
erator of spatial diffeomorphism for all variables by absorbing certain terms into
the Lagrange multipliers of the primary constraints py and p;. The variables
N, N, h;; and K;; behave as regular scalar or tensor fields under the spatial
diffeomorphisms, while their canonically conjugated momenta behave as scalar
or tensor densities of unit weight. The surface terms in the Hamiltonian (7.12)
appear when we remove spatial derivatives of N and N? via integration by parts.
The first and last two surface terms appear due to integration by parts for terms
involving N and N*, respectively.

In all terms of the Hamiltonian (7.12), we could alternatively replace P
with its traceless components P%, because any term depending on a positive
power of the primary constraint P can be absorbed into the Lagrange multiplier
term vpP. We choose to write all the constraints with P%¥.

In order to ensure the preservation of the primary constraint in time, we
impose the local secondary constraints:

Ho~0, H;i=~0, (7.16)

and N

We have only first-class constraints. The Hamiltonian is extended with th vo Q.
The Hamiltonian Hy and momentum #; constraints are associated with the gen-
eral covariance. They satisfy similar Poisson brackets as in GR except that the
Poisson bracket between Hamiltonian constraints contains extra terms that are
proportional to P. The constraint P is associated with the absence of the massive
scalar degree of freedom, thanks to 8 = 0. The constraint Q is associated with
the conformal invariance of Weyl gravity. It indeed generates scale transforma-
tions for the canonical variables. There exists six physical degrees of freedom,
counted using Dirac’s formula (2.26). Two modes can be associated with the
massless spin-2 graviton. Four modes are carried by the massive spin-2 ghost,
which enables renormalizability.

For gauge fixing we need two more gauge conditions in addition to those
(3.43) used in GR. We can choose to fix the traces of the metric and the extrinsic
curvature to match those of flat space:

x4 =069h;j—3=0, K=0. (7.18)
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The lapse and shift variables drop out as in GR. We are left with twelve con-
straint (Ho, Hi, Q, X, P, K) among the 24 canonical variables h;;, p*, K;j, P¥

Whether the introduction of boundary conditions can truly reduce the set
of solutions of conformal gravity to that of GR or ghost-free massive gravity is
under investigation.

7.2.2 General relativity plus Weyl gravity: ! # 0, o # 0,
8=0

This case includes both the action of Weyl gravity and EH action. Clearly the

conformal symmetry of Weyl gravity is broken. The surface term

1
= 7{ d?zNo PK
K B

is included into the total Hamiltonian (7.12) due to presence of the EH action.
The Hamiltonian constraint is given as

PP | 5ij3) i i
7\/5 + P Rij +P Kin—FDiDj'P
2 (7.19)

— VhA - \F (<3R+K K = K?) = aVh Cijn 1O,

Ho = 2p" Kij —

The secondary constraint Q now takes a different form
y 2
Q=2p+PYK;+ E\/Esz (7.20)

because of the presence of the EH part of the action. The Poisson bracket
between P and Q no longer closes,

(P@). Q) = (P~ 2VA) w)ota - v). (7.21)

Thus P and Q are now second-class constraints. The first-class Hamiltonian
constraint is the linear combination of Hy and P:

% + % (<3>R — Ky K+ KZ) . (1.22)
We can impose the constraints P and Q to zero strongly by replacing the Pois-
son bracket with the Dirac bracket (2.18). Then the first-class Hamiltonian
constraint is Ho alone. The total Hamiltonian takes the same form (7.23) as in
the next case (Sec. 7.2.3), but with the simpler Hamiltonian constraint (7.19)
due to P = 0.

We can now gain insight on the generality of the critical gravity proposal
[140]. In the full nonlinear theory, the value of A does not affect the structure of
the constraints and Hamiltonian. Since there exist eight first-class constraints
(pN,pis Ho, H;) and two second-class constraints (P, Q), regardless of the pres-
ence or value of A, the number of local physical degrees of freedom is seven. Two

’HoprP, wp =



7.2 Hamiltonian formulation 95

modes are associated with the massless spin-2 graviton and five modes with the
massive spin-2 field. This suggests that the possibility for the latter excitations
to become massless is an artefact of the linearized formulation on anti-de Sitter
spacetime. We already discovered a somewhat similar contrast in Chapter 6
between the linearized formulation of CRG on Minkowski spacetime and the
Hamiltonian formulation of the full nonlinear theory.

7.2.3 Curvature-squared gravity without conformal invari-
ance: a #0, 3 #0

Then we consider the general gravitational theory without conformal invariance,
whose Lagrangian is quadratic in curvature. Cosmological constant and EH
action can be either included or excluded, since their presence does not affect the
fundamental Hamiltonian structure of the theory, when both curvature-squared
terms are included (o # 0,8 # 0). This is the realistic case when conformal
symmetry is broken, because quantum fluctuations are bound to generate the
explicit R? term. Indeed the condition 5 = 0 of Sec. 7.2.2 cannot be retained in
the quantum regime, unless there exists conformal invariance for its protection.

We can now solve all the velocities 0,K;; in terms of the canonical vari-
ables, and consequently perform the Legendre transformation with the primary
constraints (7.9) only. The total Hamiltonian is obtained as

) ) 1
H= [ (NHo+NH;+voxpy +0'pi) — - NyoPK
e B (7.23)

+ f{ ri (D;NP7 — ND;jPY + 2N;p"¥ + 2N P*K ;)
Bt
with the Hamiltonian constraint
i Giji P PH
Ho = WK, — 2K~
0 p ij 20(\/5
- g (<3>R ~ KK+ K2) — VhA (7.24)

h y .
- 2£ (<3>R + KKV — K2) — aVhiCijrn 1 C7, .
K

+PIOR;; + PIK,; K + D;D;PY

The generalized DeWitt metric is given by

% (hirhji + hahr) — %?’Bhijhm . (7.25)
5

The physical Hamiltonian is given by the surface terms with respect to a refer-

ence background, similarly as in GR. The contributions of the higher-derivative
degrees of freedom to the surface terms are evident.

There exist eight first-class constraints (py,p;, Ho, H;) that are associated

with the general covariance of spacetime and no second-class constraints. Thus

the number of local physical degrees of freedom is eight. In other words, as

Gijkl =
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mentioned before, the massive scalar and spin-2 modes appear, in addition to
the massless spin-2 graviton. The massive scalar mode is highly relevant at the
cosmological scale, as is demonstrated by the case of f(R) gravity.

7.2.4 Concluding remarks

In all the cases with a # 0, the Ostrogradskian form of the Hamiltonian is clearly
visible in the first term 2p% K;; of the Hamiltonian constraints. It corresponds to
the first term >, P! G} of the generic Hamiltonian (2.43). This implies the ap-
pearance of the massive spin-2 ghost. The dilemma of higher-derivative gravity
(7.1) is that this ghost is required for renormalizability [9]. Only in the case of
conformally invariant Weyl gravity, there exist as many constraints as there are
unstable directions in phase space. Thus Weyl gravity is the only renormalizable
theory of the type (7.1) that could in principle avoid the problem with ghosts,
namely the lack of either stability or unitarity.?

2Recently [13], it has been argued that conformal gravity is unitary, but its Hamiltonian is
non-Hermitian. However, in order to achieve this, the gravitational field g, would have to be
anti-Hermitian, i.e., the metric would be purely imaginary.
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Chapter 8

Noncommutative gravity as
a gauge theory of the
twisted Poincaré symmetry

We review paper I [25] in this chapter. An extended treatment of the subject
can be found in [145].

Since the seminal works of Utiyama [146] and Kibble [147] it has been under-
stood that a classical gravitational theory can be derived as a gauge theory of
the Poincaré symmetry. Elevating the global Poincaré symmetry of Minkowski
spacetime to a local gauge symmetry, one derives the Poincaré gauge theory
[147], whose simplest case is equivalent to the Einstein-Cartan theory of grav-
ity. Geometry of spacetime differs from GR by a nonvanishing torsion tensor.
Gravitational field equations relate curvature to energy-momentum, similar to
GR (1.2), but with the difference that the Ricci tensor and energy-momentum
tensor need not be symmetric. The torsion tensor 7%, is related to the spin
density tensor S°,, as

7, +01°,, — 6,17, =KS?, . (8.1)
The torsion effects are very weak in most circumstances, but become significant
when density is extremely high. The contribution of spin density becomes equally
important with energy-momentum, when the density of matter is 1047 g/cm? for
electrons or 10°% g/cm? for nucleons [148]. Such high densities can only be
encountered in the early universe and in black holes, but they are still much
smaller than the Planck density mp/l3 ~ 10% g/cm® at which the quantum
gravitational effects are expected to dominate. GR and its diffeomorphism in-
variance are known to emerge by gauging the group of spacetime translations
[149]. Poincaré gauge theory includes Lorentz group, which adds the spin effects.
Poincaré gauge theory of gravity is a viable alternative to GR. See [150] for an
up to date review of gauge theories of gravity.
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We seek to generalize the gauge theory of gravity approach to noncommu-
tative spacetime. Noncommutative gravity should emerge as a gauge theory of
a symmetry respected by the noncommutative spacetime. The most natural
candidates for such a symmetry are the translational invariance and a noncom-
mutative substitute for the relativistic invariance.

First we must understand what relativistic invariance could mean on a non-
commutative spacetime. The noncommutative algebra of operators generated by
the noncommutative coordinate operators &# satisfying (1.5) can be represented
on the algebra of functions on commutative spacetime. This is accomplished
by replacing the pointwise product of functions by the noncommutative (and
nonlocal) Moyal star-product

f(x) *g(z) = f(x)exp (;%HH“”5>V> g(x)

@@+ 3 L () g g (382)
o + 3 (5) oo

X Oy O, f(2) By -~ Dy, g ()

We assume that ¥ is a constant antisymmetric matrix. Hence the Lorentz sym-
metry is broken in noncommutative spacetime. The lack of relativistic invariance
was a serious problem for noncommutative field theory, because of the lack of
proper representations to describe the fields that we know to exist. Relativis-
tic invariance was discovered to be replaced by the twisted Poincaré symmetry
[23, 24]. The representation content of the twisted Poincaré algebra, however,
is unaltered and identical to the representation of the usual Poincaré algebra.
Spin-statistics relation is preserved in noncommutative field theories with twisted
Poincaré symmetry [151].

The Poincaré algebra P consists of the generators of spacetime translations
P,, and the generators of Lorentz transformations M. The universal enveloping
algebra U(P) of Poincaré algebra has a hidden Hopf algebra structure, which
includes the coproduct

A(X)=X®1+1®X, Ap(1)=1®1, X eP—{1}. (8.3)
The coproduct of U(P) is twisted with the Abelian twist element
F = 30" Pu®Py (8.4)

" Ay(X) = FAo(X)F L. (8.5)

Any twist element has to satisfy the twist condition
Fr2(Do @ 1d)F = Foz(id @A) F, Fio=F®1, Foz =12 F. (8.6)

When Poincaré algebra is twisted, the multiplication map for its representations
has to be redefined. In the case of smooth fields on spacetime, with pointwise
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multiplication m(f ® g) = fg, the resulting multiplication of fields is the Moyal
star-product (8.2):

mi(f®g)=m(F ' (fog)=/[f*g. (8.7)

The action of the twisted Poincaré algebra on a star-product of fields is deformed
as
X(frg)=m (A(X)(f®9g)), XeP. (8.8)

As a result both the commutator of coordinates (z#xz” —z” xxz# = 0*¥) and the
Minkowski length (2% = Nua? x ¥ = ny,ata”) are left invariant by the action
of the twisted Poincaré algebra. Thus noncommutative spacetime is invariant
under twisted Poincaré transformations.

Formulation of local gauge symmetries on a noncommutative spacetime is a
delicate issue. Most gauge groups cannot be defined on noncommutative space-
time, because they do not close under the star-product. The noncommutative
unitary group U, (n) can be defined, but with representations limited by the no-
go theorem [152]. A noncommutative standard model based on the gauge groups
U«(n) has been constructed [153]. Another approach to the noncommutative
gauge theories has been through the so-called Seiberg-Witten map [154], which
originally related a noncommutative U, (n) gauge theory to a commutative one,
both obtained as low-energy effective limits in string theory. Seiberg-Witten map
has been subsequently used to formulate noncommutative gauge theories with
gauge fields valued in the enveloping algebra of su(n) [155]. A corresponding
noncommutative version of the standard model has been built [156]. Attempts
on extending the Poincaré algebra with an internal gauge algebra and under a
common twist (either the Abelian twist (8.4) [157] or a gauge invariant non-
Abelian twist [158]) have not been successful. It is intriguing that the external
Poincaré symmetry and an internal gauge symmetry cannot be unified under
a common twist, when the Moyal spacetime structure (1.5) is retained.! But
perhaps the twisted Poincaré symmetry itself (being an external symmetry) can
be gauged?

Several noncommutative theories of gravity have been proposed (see paper
I [25] for a brief introduction). However, none of them are fully satisfactory
from the viewpoint of symmetries, and the dynamics of noncommutative gravity
arising from string theory is richer than for actions written in terms of the Moyal
star-product [159]. We suspect that a reason for this is the noninvariance of the
star-product under spacetime diffemorphisms. Gauging the twisted Poincaré
algebra may provide us a noncommutative theory of gravity that is covariantly
deformed under local Poincaré transformations.

Since the global Poincaré symmetry is twisted with the Abelian twist (8.4)
in the case of the flat noncommutative space-time, also the generalized Poincaré
gauge symmetry on noncommutative space-time should be a quantum symmetry.
A natural way to generalize the Poincaré gauge symmetry to noncommutative
spacetime is to consider it as a twisted gauge symmetry, so that the global

ISupersymmetry may enable the construction of a noncommutative gauge theory by means
of a twist due to its intrinsic internal symmetry.
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twisted Poincaré symmetry is obtained in the limit of vanishing gauge fields.
We introduce the vierbein e, and spin connection wﬂab gauge fields in order to
compensate the noncovariance of the partial derivatives, similarly as in the com-
mutative case. Partial derivatives 9,, = iP, are replaced by covariant derivatives,

which are given in the coordinate frame as

V=i (e“u(x)Pa + ;wuab(x)Eab) , (8.9)

where Y, generate a finite-dimensional representation of the Lorentz algebra.
In order to obtain a theory that is covariantly deformed under the Poincaré
gauge transformations, the frame-dependent translation generators P, have to
be replaced by the covariant derivatives —iV, in the Abelian twist element (8.4).
The covariant non-Abelian twist element is of the form

)

T = e 30" Vu@V+0(0%) (8.10)

where O(6?) stands for the possible additional covariant terms in higher orders
of the noncommutativity parameter 6.

The multiplication of fields must be deformed as in (8.7), i.e., m; = mo7T 1.
It is associative only if T satisfies the twist condition (8.6). First we consider
the twist element (8.10) with only the first order term in € in the exponent. The
twist condition (8.6) turns out to contain terms that do not cancel already at
second order in 6. In the left-hand side, the terms are

1 N 2
- (—;) 6" 677 (2V,V, @V, @ Vo + 2V, ® V,V, ® V,

2 (8.11)
+V,®V,®V,Vo+V,0V,®V,V,)
and in the right-hand side
1 (—i)Q 6" (2V, @V, Vo @V, +2V, 0V, @V, V,
2\ 2 (8.12)

+VuV, @V, @V, +V,V,0V,®V,).

These terms can not be cancelled by terms that contain the field strength tensors,
namely
R, Sa,  T%,Va, (8.13)

Qv

because the two indices for such tensors come from the same 6#¥, unlike for
the VV factors in (8.11) and (8.12). This is why such terms are not included
in twist element (8.10) in the first place. Other possible second order terms in
(8.10) have the forms

040" 1@ V,V,V,V,, 0" 07" NV Y,V Vo @ 1, (8.14)
0407 Y, @ V, Y,V , 0407 N, V,V, @V, ,
0" 0" V.V, ® V, Vs,
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with all permutations of the indices of the covariant derivatives. We have verified
that when introduced into the twist element (8.10) and consequently into the
twist condition (8.6), these second orders terms can never cancel all the terms
in (8.11) and (8.12). Therefore, the twist condition (8.6) cannot be fulfilled for
second order in . Here the discussion was presented for the exponential form
(8.10) of the twist, but the results are valid for any invertible covariant twist.

Since GR and its general covariance can be derived by gauging the transla-
tion symmetry, it is interesting to see whether the gauge theory of the group
of translations can be consistently defined together with the twisted Poincaré
symmetry. The covariant derivative for the local translations is

dy, = ie®, P, . (8.15)

For one-dimensional representations the covariant derivative of Poincaré gauge
symmetry (8.9) reduces to (8.15). Since the covariant derivatives of the transla-
tion group do not commute,

[dy,dy) = CPd,,  CP,, = (€%,0ue", — €%,0ae’,)e,” (8.16)
the covariant element
T = e—%é)“”du®dy+0(92) _ e%@“”e“uPa®ebVPb+O(92) (8.17)

is not of the Abelian type (8.4). Therefore we face similar problems as with the
full Poincaré gauge symmetry. The twist element (8.17) does not satisfy the twist
condition (8.6), even though its form is much simpler now. Thus, regarding the
validity of the non-Abelian Poincaré gauge covariant twist element (8.10), the
external gauge symmetry associated with the general coordinate transformations
is equally problematic as the local Lorentz symmetry.

Thus, we have obtained the result that the Poincaré gauge covariant non-
Abelian element (8.10) is not a twist, and the star-product defined by it is not
associative. We conclude that the twisted Poincaré symmetry cannot be gauged
by generalizing the Abelian twist (8.4) to a covariant non-Abelian twist (8.10),
nor by introducing a more general covariant twist element. This is a serious
obstruction, since losing associativity complicates the construction of gauge the-
ories considerably. Attempts on restoring the associativity of the star-product
have been made, e.g. [26, 27, 160-164], but no fully associative star-product be-
yond scalar functions has been obtained. The question of unifying the external
(global or local) Poincaré symmetry and the internal gauge symmetry under a
common twist remains an open fundamental problem of noncommutative gauge
theories. A potential way to formulate the gauge theory of noncommutative
gravity would be to replace the requirement of general coordinate transforma-
tions with respect to the whole Lorentz group with the requirement of general
coordinate transformations only under the residual symmetry of noncommuta-
tive field theories as argued in [165].
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Chapter 9

Conclusions

The nature of the quantum structure of spacetime and gravity is undoubtedly one
of the greatest problems of contemporary theoretical physics. Whether gravity
should actually be quantized, e.g., in the sense of QFT or string theory, is still
not understood properly. This is because of both theoretical difficulties and the
lack of experimental data that could guide us. Alternatively, gravity could be
an emergent phenomenon that arises from an unknown quantum theory, which
does not involve gravity and possibly even spacetime at the fundamental level.

Including higher-order derivatives into a gravitational action can greatly im-
prove its renormalization characteristics. In the class of generally covariant
theories with full symmetry under diffeomorphisms of spacetime, an action in-
cluding fourth-order spacetime derivatives in quadratic curvature terms is known
to be renormalizable [9] and asymptotically free [10]. However, this theory in-
cludes a massive spin-2 degree of freedom, which carries negative energy and
thus makes the theory unstable. Such unstable ghosts appear in all regular in-
teracting higher derivative field theories, but constrained (gauge) theories can
sometimes avoid the problem. In the renormalizable extension of GR (1.3) or
(7.1), there do not exist enough constraints to rescue stability (or unitarity). In
the recent years, new kinds of gravitational theories with higher-order derivatives
have been proposed. HL gravity [14] introduces the idea that space and time
scale anisotropically at very high energies. That enables the inclusion of higher-
order spatial derivatives in order to achieve renormalizability without including
higher-order time derivatives. As a result the Lorentz symmetry is broken in the
UV region, but it is envisioned to be restored in the IR limit where the system
flows to an isotropic state. On the other hand, CRG [17, 18] aims to accomplish
a similar advantage by introducing an exotic fluid, which can be described by a
constrained scalar field, and by breaking Lorentz symmetry spontaneously.

In papers II [15], III [16] and IV [124], we proposed and studied generalized
HL theories. In particular, the modified F'(R) HL gravity was considered, which
combines the power-counting renormalizability of HL. gravity and the interest-
ing cosmological properties of the generally covariant f(R) gravity. Hamiltonian
formulation of modified F(R) HL gravity was found to be quite similar to the
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usual HL: gravity, except for the existence of an extra scalar degree of freedom.
That raises the number of physical degrees of freedom to four. Similar to the
usual f(R) gravity, the extra scalar is not a pathological ghost, provided that
the coupling constants and the functional form of the Lagrangian are chosen ap-
propriately. The IR limit of modified F'(R) HL gravity differs from the usual HL
gravity, since the former cannot be interpreted as a partially gauge fixed form of
generally covariant f(R) gravity, while HL gravity can be seen as partially gauge
fixed GR. Cosmological prospects of modified F(R) HL gravity were found to
be rich, including the ability to realize unified inflation and late-time expansion
(dark energy) without extra components like inflaton and quintessence.

In papers V [19] and VI [20], the canonical structure of CRG was discovered
to be involved. Hamiltonian formulation of both the original and new versions of
CRG was accomplished using a foliation of spacetime defined by the constrained
scalar field. The resulting Hamiltonian structure of original CRG [17] was found
to be quite similar to the structure of modified F(R) HL gravity, even though
the theories have little resemblance in their original formulations. However, the
first version of CRG does not improve UV behavior sufficiently, which is why a
new version was proposed [18]. The Hamiltonian structure of the new version
of CRG was found to be very complicated, even when the scalar constraint is
solved. There again exists four physical degrees of freedom. We argued that one
of them is a ghost that suffers from the Ostrogradskian instability — the same
problem that affects generally covariant higher derivative gravity. Even if that
were not the case, the advantage of spontaneously broken Lorentz symmetry is
hardly worth accepting a theory with such a complicated structure.

Hamiltonian analysis of Weyl gravity and other fully diffeomorphism invari-
ant curvature-squared gravities (7.1) was revisited in Chapter 7, based on a work
in progress together with the co-authors of paper VI [20]. A correction to the
component of Weyl tensor that is fully tangent to the spatial hypersurface was
discovered in (7.4). The Ostrogradskian character of the Hamiltonian was noted
in all the cases that could be renormalizable. Only the conformally invariant
Weyl gravity has enough local invariances to be able to restrain the massive
spin-2 ghost even in principle — the Weyl action contains the five traceless com-
ponents of the time derivative of the extrinsic curvature and it possesses five
local invariances, namely diffeomorphism and conformal invariance. The recent
claim of obtaining a critical case of curvature-squared gravity [140], where the
massive spin-2 ghost becomes massless, was concluded to be a special feature of
the linearized theory on anti-de Sitter background. In the full nonlinear theory,
the value of the cosmological constant does not affect the number and nature of
local physical degrees of freedom, when both EH and Weyl actions are included.

We can conclude that uncovering the Hamiltonian structure of any theory
with local (gauge) symmetry is necessary for understanding the fundamental
structure of the theory. That is especially the case for the considered grav-
itational theories, which include higher-order derivatives in order to create a
renormalizable theory. In locally Lorentz invariant theories, one has to face the
problems with ghosts due to the presence of higher-order time derivatives. In
theories with reduced symmetry (like HL gravity), the Hamiltonian constraints
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can become second-class constraints. That can jeopardize the consistency of a
theory. In HL gravity, the solution is to extend the action and consequently the
Hamiltonian constraint with spatial derivatives of the lapse function.

Lastly, we reviewed the idea of paper I [25] that gravitational theory on
noncommutative spacetime should be obtained by gauging a (quantum) sym-
metry of the noncommutative spacetime. This is analogous to the well known
fact that classical gravitational theories can be obtained by gauging symme-
tries of Minkowski spacetime. In particular, construction of a gauge theory of
the twisted Poincaré symmetry was attempted by introducing a Poincaré gauge
covariant twist candidate (8.10). Unfortunately, such a covariant twist cannot
satisfy the twist condition (8.6). Hence gauging the twisted Poincaré symmetry
with a gauge covariant twist is not possible, much like one cannot unify the
external Poincaré symmetry and an internal gauge symmetry under a common
twist [158]. The same result was obtained for the translational symmetry. New
fundamental insight on the nature of local invariances in noncommutative field
theory is required to overcome this problem.
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